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Abstract

An analysis of optimal and near optimal
atmospheric flight trajectories for drag modulated
aeroassisted orbitel transfer is presented. An
explicit and adaptive closed loop guidance
approach for this mode of orbit transfer is also
presented with performance near the optimal
nominal trajectories. The orbital transfer of
interest is for return from high Earth orbit to
low Earth orbit, Most of what is discussed in
this paper concerns the aercassisted or
atmospheric segment which lowers the apogee of the
high Earth orbit to the apogee of the low Earth
orbit. Minimization of the total impulsive AV at
this low Barth orbit apogee is the optimization
criterion. Control about this impulse due to a
pumber of potential error sources in atmospheric
braking is the requirement imposed on closed loop
guidance.

Introduction

Two concurrent studies were performed to
research drag modulated entry of Aercassisted
Orbital Transfer Vehicles (AOTV)1.2. These
consisted of analyses which dealt with formulation
of the optimal control problem,” and formulation
of clesed loop gnidance strategies and
mechanizations which minimize the effect of
external variables and arrive at near optimal
orbital transfer. It is desired that the closed
loop guidance be absolutely explicit and adaptive.
This paper discusses the analytical development
and engineering analyses of these studies.

In the first part of this papex, the analysis
of the optimal flight path control of a purely
drag modulated orbit transfer vehicle is
presented. The strategy consists of eliminating
the circnlarizing AV of the Hohmann transfer by
applying a slightly higher deorbit AV such that
the conic perigee of the elliptic transfer orbit
is located inside Earth's atmosphere where the
required velocity depletion is obtained through
aerobraking, Flight path control must then be
carried out doring the atmospheric portion of the
flight in order to exit from the atmosphere with
the appropriate velocity Vy and flight path angle
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vg that transfers the vehicle to the desired low
circular orbit on anm elliptic transfer orbit
tangent to it at its apoapse.

A small circularizing AVy is finally needed
at the tangency point to enter the final orbit.
It is shown that there exists an optimal pair (Vg
v§) that results in minimum AV, among the
infinitely many such pairs. The optimal control
problem is cast into its most general form and the
overall minimum AV transfer analyzed by
considering initial and final side constraints.
The appropriate transversslity conditions at entry
and exit corresponding to initial and final times,
are then developed and a backward numerical
integration scheme devised that integrates both
state and adjoint equations using the optimal
scalar comtrol variable Cp that maximizes the
variational Hamiltonian. It is shown that the
control is of the bang-bang type, switching Cy
between its Cppin and Cppax vPPer and lower bounds
with no intermediate level control possible, ¢p
appearing linearly in the Hamiltonian.

The closed loop guidance strategies and
mechanization presented suggest truly adaptive and
explicit performance. They provide near optimal
trajectory performance with significant trajectory
accuracy control capability.

The mode of drag modulation is of no interest
to this study. That is, this aralysis assumes
that a capability will exist to provide ballistic
coefficient (B = m/CpA) contrel withinm & required
range of Cpo oo -to—Cppin. This capability can be
either from a forward firing engine, a diffuser or
any other type of variable geometry device. The
requirement as to the Cppay~to-Cppjn Tatio can be
determined from this anmalysis., This is in the
range of 10:1 to 25:1 depending on navigation
capebility and time allowed to effect the orbital
transfer. An additional requirement that needs to
be imposed is that at no instant should the entry
vehicle develop 1lift.

Discussion

Optimal Orbital Transfer

The optimal transfer between coplanar
circulear orbits is a Hohmann transfer using two
AV's applied 180C apart if the High Earth Orbit
(HEQ) radiums, rqy., 1s less than 11.938765 times the
Low Earth Orbit (LEQ) radius, £y, or ry ¢
11.938765 rq. A biparabolic transfer is optimal
for ry ) 11.938765 ry. In order to minimize AV
further, aercassisted transfer modes can be
considered to eliminate the second chemical burn
by targeting the orbit transfer vehicle to a
perigee located inside the atmosphere in order to
achieve the required velocity depletion throungh



A small circularizing AV, is needed
This is

serobraking,
later to transfer the vehicle to LEO,

reflected in Figure 1.

Figure 1

A comparison can be made to determine whether
Hohmann, biparabolic or aercassisted transfers are
optimal. This assumes that the optimal
aeroassisted transfer can be bounded by a grazing
trajectory of the atmosphere. Let
r ) AV

1
o =2, o, M, = —— (1)
a

1 2 Ra i v/ﬁ7ﬁ;—

The elliptic grazing trajectory reguires an
impulse of
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while the paraboelic grezing trajectory requires
theoretically two impulses
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In this mode, the first impulse is used to send
the vehicle into 2 parabolic orbit from HEQ and
the second infinitesimal impulse at infinity (in
practice at a large distance from Esrth) to graze
the atmosphere.

In order to obtain the total characteristic
velocity for the aeroassisted mode, the
circularizing AVs a4t ry must be added to the above
AV's. This is found to be
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These sums must be compared with the all
propulsive Hohmann and biparabolic transfers which
are found to be, respectively, as follows
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to determine the absolunte optimal tranmsfers.

In summary, we have the following transfer
modes:

Ay: percassisted transfer with grazing
elliptic orbit

Ay: aeroassisted transfer with grazing
parabolic orbit

By: Hohmann transfer

32: biparabolic transfer

For given values of o and a9, the orbital
transfer mode can be determined. For elliptic and
parabolic transfers, the following explicit
criteria can be made

Mode Ay is better than mode Ap if ay ¢ 4.828427
Mode By is better than mode By if ay ¢ 11.9387?$?2
The comparison between mode A and B is by direct
verification, In particular, mode Ay is better
than mode By if ap ¢ 4.828427. The comparison
between mode Ay and By is shown in Figure 2. Of
special interest should be the retuorn from
Geosynchronous Earth Orbit (GEO) to LEO where ay =
6.50062 and ap = 1.0354. The aeroassisted orbital
transfer is absolntely superior to the all
propulsive orbital transfer,
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An additional element that must be considered
in this analysis is plane change when comparing
elliptic and hiparabolic drag modulated
aeroassisted orbitszl tansfer, The biparabeli¢ can
have additional savings, since the AV associated
with plane change at infinity is very small.

Aercassisted Orbital Transfer Optimization Approach

It has already been determined in Reference 1
that a split-AV strategy be adepted for the AV,
burn. This is dne to the large magnitude of this



burn {greater than 2 km/sec), since direct—entry
after this burn could potentially result in entry
flight path angle errors on the order of + 50,
Therefore, the first part of AVy will place the
¢ntry vehicle barely outside the atmosphere and
retorn to its HEO spogee. A small AV is then
applied at apogee to lower perigee inside the
atmosphere with acceptable accuracy.

A preliminary analysis indicates that almost
all of the savings in AV take place at the
¢ircularizing burn and that the atmospheric flight
path is shaped in order to exit with a state
vector that corresponds to the highest energy
possible elliptic transfer orbit to LEQ. Figure 3
shows a plot of the exit conditions which will
result in a 200 km LEO. It also shows the AV,
associated with each exit condition. It
demonstrates that minimizing vy¢ will result in a
minimum AVy solution. In fact, if the absolute
minimum ye of zero could be obtained, the AV,
would be as small as 18 m/secc.
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Here, the atmospheric flight model assumed 2

spherical and non-rotating Earth which is adequate
for a first order solution to the coplanar orbital
transfer problem. The iteration scheme shown in
Appendices 1 and 2 reguire an adegquate guess of
the exit flight path angle ip order to converge
rapidly on the optimal solution. In order to gain
more insight into this drag modulated problem and
provide the optimization scheme with the
appropriate initial starting guess for a given
orbit transfer from a HED to a LED, a2 series of
near optimal trajectories are generated by
considering only one switch from %pﬁﬁ to Cpomin at
varying switch times v for different conic
perigee targets or entry states, The system
equations {(1-9) - (1-11) of Appendix 1 are
integrated forward from entry using Chmay until an
arbitrarily selected time vy Where the control is

allowed to switch to Cp 5. instantanecusly and
maintain that value nntTf exit. The exit state

namely velocity and flight path angle must be such
that the transfer orbit at exit will reach LEO at
apoapse, or satisfy (2-3} of Appendix 2 for a
given ay- This can be achieved by varying the
switch time Tg until (2-3) is satisfied. Bince
the entry state or equivalently the target conic
perigee of the deorbit AVl was held fized, the
procedure just described is repeated with a new
entry state and the ©, that satisfies (2-3) found
again. As has been mentioned earlier the
trajectory that results in the minimumAVzis then
chosen to represent a near optimal transfer whose
exit state can be used as the initial guess in the
backward integration scheme in order to iterate on
the overall optimal solution,

Results

The results of this study are presented in
three parts. In the initial part, a series of
ballistic or constent Cp fly-throwghs are
generated in order to establish the undershoot and
overshoot boundaries and also to provide with &
reference with which the optimal transfer can be
compared and fuel savings determined.

In the second part, a seris of omne switch
CDmax — CDmin "&8Y optimal trajectories are
presented from which the appropriate initial
guesses required for the optimization scheme are
directly obtained and finally an optimal transfer
example is shown and compared with both the
ballistic and single switch solutions.

The results that are presented inm this study
assumed a nominal atmosphere which is tabulated in
Table 1 and obtained from Reference 7. The
ballistic coefficient (f = m/CDA) was assumed to
have a minimum value of 25 kg/m2, As such, a
Comax velue of 3.0 was assumed. ?Dmin's of 0.12,
D.Eb and 1.0 were analyzed in this study. This
range of Cp is consistent with conceptual designs
utilizing drag modulation (Reference 1). One
specific aeroassisted return from HEO was
analyzed. This was geosynchronous return which
gave us an entry speed of 10.31 km/sec at entry
altitude of 120 km. This same altitude
established the exit interface, as well.

Generation of Ballistic Flight Path

Tables 2, 3, 4, and 5 show the resultant
orbits from ballistic flight in the atmosphere &s
a function of the de—orbit target perigee for
ballistic coefficients of 625, 250, 75 and 25
Kg/m2 (i.e., Cp = 0.12, 0.30, 1.0 and 3.0),
respectively. This demonstrates the sensitivity
of ballistic flight where approximately a 0.1 km
error means the difference between aerobraking
into a LEO (~ 200 km) ot crasking. Tt shows that
the target perigee in the de-orbit maneuver to
ballistically aerobake into a 200 km LEQ is
approximately 6439.0, 6445.7, 6453.4 and 6459.7,
respectively, for the four values cof drag
coefficient. Pue to the sensitivity of the
problem, these perigee altitudes can be considered
the undershoot boundaries. The specific
undershoot boundaries depend on the drag
capability (i.e., € Cpmin ratio). The AV
rnﬁge to g;im to a 988 ﬁr%ﬂﬂris 82 to 72 m/sec%
respectively, which indicates that as the
bullistic coeffiecient decreases or CD increases
the AV, decreases.



Table 1 - Nominal Atmosphere Model

Speed of
Altitude Density Pressure Sound Temperature Viscosity
km cm/em mbar m/sec Cy nt-sec/m
50 1.032E-6 8.006E-1 329.5 270,15 1.701E-5
55 5.610E-7 4,2228-1 324.5 262,15 1.661E-5
60 3.018E-7 2,172E-1 317.4 250.65 1.502E-5
65 1.601E-7 1.071E-1 306.1 233,15 1.511E-5
70 8.082E-5 5.003F-2 2944 215,65 1.416E-5
75 3.850E-8 2.190E-2 282.2 198.15 1.318E-5
80 1.713E-8 8.881r-3 269.4 180.68 1.216E-5
83 6.6728-9 3.393E-3 266.8 177,07 1,196E-5
90 2,518E-¢% 1.295E-3 268.3 178.67 1.207E-5
95 3.715E-10 2.124E-4 282.9 192.98 1.324E-5
100 5.312E-11 4,904E-5 329.8 254 .47 1.704E-5
116 2.368-11 2.602E-5 392.3 354 .95 2.215E-5
Table 2 Table 5
L‘D- 12 (‘D = 3
rptk:n) g lsec) v (imis) v (deg) rnf(kﬂ‘-) ¥, (nfs) rP(km) tolsee) vy Cens s) u(deg) raj_(t.) v nfs)
[ erashed [IELN crashed
EATS 0L, 06 7.775950 LA95250 547,632 83,407 £459.7 449,77 7.795463 .894849 £555, 034 71,279
6439, 1 532.97 7.842947 1.308978 H665.963 A9.4RA AL50.8 399.59 7.880145 1.2709)¢ 6760, 577 107, 600
6439.2 495.75 7.903303 1.591965 £339.870 127,959 6459.85 384,24 7,931569 1.406846 £004. 699 135.821
0639, 3 470,45 7,959373 1.811976 7023864 173,444 (59,9 371.97 7.971771 1,523306 7041979 170,166
&440, 388.9% 8,279476 2.6053640 8294.136 451,063 ahb0 353,16 8.04A833 1.716403% T4, R8T 296,756
6442, 318.10 8.930802 3.485161 11755, 570 937,945 6460 251.39 2.957269 3.007160 32018.829 970,005
Hhha, 288. 26 9.275672 4. 020852 15311.336 HER R (X} 234.75 4.228507 3.2053164 14786, 182 1142,322
Bhdsh. 769.87 9.555858 4.197319 189467, 810 1316.3100
Generation of Near Optimal Flight Path
Assuming the fixed Cppay—to-Cpmiy Strategy, a
Table 3 number of trajectories were flown to various LEQ's
g, = 0.3 with altitudes in the range of 122 to 622 km using
. R a fixed switching logic as discussed before.
r_"(w AR e e r“r(m) Fafnr These are reflected in Figures 4, § and 6 for
Gas. s crashed Comin-Cpmax prirs of (1, 3}, (.3,3) and (.12, 3).
54456 619.89 7.746308 . 587651 6512588 95,706 The number adjacent to each parenthesis is the
Bh65.7 517.35 7.822124 1.128311 R&ELIN.TAT 77,481 perigee Iﬁd'l'\ls pl\ls 64@0 kﬂ- Each CUTVYe
5455.3 471,60 7.,889804 1.446190 6738, 406 112,887 . A
hhs.n 2en. 00 7 051965 L es1007 6390 121 Lo 454 cqrrespo:xdmg to a_given CDm_in‘CDmax Paxlr is for a
Bhih. 426.06 £.009845 1.871531 7194240 12645 given target perigee r with each point of the
BaAT. 341,48 8450104 2.R64588 9145.160 509,158 curve corresponding to a different switching time
phhb. 308.18 B.T80Y2) 3.97631 11044, 007 §S0. 047 Tg. However the curves related to the puxely
B44, 287,83 9.037416 3.588734 12992, 730 1027.796 ballistic cases or constant Cp are obtained by
#450. 273.5% 9,245276 1.762002 14976, 149 156,356 varying the target perigee r_, using the data
displayed in tables 2.,3,4 and 5, These figures
show thst for a givenm sapogee radius r
corresponding to a LEQ orbit, several combinations
of £ and switch times are possible but that only
Table 4 one such set will lead to the minimum AVy value.
¢y 1 Furthermore, as the € range gets larger, the AV,
savings with respect to the purely ballistic case
Fp Lyleec ¥y L) v (e T, ONCES become larger for given low LEO’'s. Included in
w5na cememed e - each Figure are the corresponding ballistic
4453, 5 7317 7.824095 1. 063686 605,790 . trajectory results. Essentially reflected in
6433.55 aaf, o8 7.86374% 1.739939 6702345 49,596 these figures are the AV minimum for each Cppgy”
£553.60 430,48 7.901335 1.335393 R313.850 [RRTETE.] to*—CDmin trajectory to a given LEC as a function
453,65 416,01 T.a30229 Lsienn 6930457 Vi, 458 of the periges altitude. At apogee altitudes of
w537 0. 19 .971690 1619528 a8 619 173,004 500 km or greater, the differemces dme to a
s .75 B, 203866 2-314687 8208, 005 SRR ballistic trajectory, and perigee altitude become
:';:'j :"“'75 i"f”?fs i'“"“” “.““"‘f"‘ "‘f””f insignificant, LEO's at altitundes of about 200 km
0“5 ,;::: “::9: 12:(0:15; 1?\11;:: :7::: reach a minimum AV, for bigh perigee altitude or
bi55.7 7011 4443420 T 199805 Lot 757 Rnﬁ"m shallow entry which corresponds to operating in
rash. 3 268,65 3493101 1271 KRSk avh, 260 the overshoot boundary. At the more reasonable
6456, 260.15 9. 120678 3377213 137280 078,43 LEO of about 350 km, as expected, the effect of
whs7.2 253,01 9.234540 3460310 1ARSS. 304 1147078 perigee altitude is somewhat desensitized with the
(i57.7 6,86 9,317178 152615 15998845 1206274 modulated drag trajectory giving the AV, minimum
6458.2 2144 ,430706 1. 572889 17166,174 1255517 solution,
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Pigure 7 shows the variation of the critical
switching time tg (latest possible switching time)
with target altitude for different C; intervals.
For a given CppinCpmax interval, tg increases

A

with h and for a given target h, ty increases
with the Cp interval. Each point on these curves
has a corresponding achieved LEQ associated with
it. It demonstrates that shallower entry allows
for greater flexibility. A 1.0 km variation
corresponds to approximately 0.1° variation in
entry flight path angle.
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A specific LEO of 246.5 km was examined
corresponding to o target altitude h = 80 Km with
a switch from Cppyy =3 to Chpin = <12 at time tg
= 144 sec after entry. The general response is
shown in Figures 8 which shows altitude, velocity,
flight path angle and time histories of the
trajectoxy. This trajectory flew extensively at
Chwax *with a switch near the last 0.400 km/sec
aerobrake, This of course was due to the shallow
entry which operated near the overshoot boundary
for this LEQ, The control capability was also

very great (Cpp . .—to~Cpuiy ratio of 25:1). The
AVy was approximately 53 m}s.

Figure 8 shows that at entry, a slight
increase in velocity takes place dune to the

presence of s small gravity component along the
velocity vector. Severe deceleration of the order
of 3 g's takes place at the 85 Em mark with the
vehicle at Cpyay+ The instantaneous switch to
CDmin Pulls the spacecraft ocut of the atmosphere
with little velocity depletion taking place after
the switch, failure to switc¢h resulting in &
crash,

Finally, as opposed to the constant CD Fly
throughs in which the altitude versus time curve
is almost symmetrical, the minimum of h is now
much closer to entry time.

Generation of Optimal Flight Path

The technique of backward integration of
Appendices 1 and 2 is applied to the Cp, o —Cppip
trajectory of the previous section, in order to
generate the optimal flight path. The CDmax_CDmin
trajectories are either optimal or near optimal
since it is not expected to encounter more than
one or at most two switches in the control
varisble Cp between its mzx and min values.



Furthermore the exit state, namely vg and sg 10.5 i f i i !
obtained from these one-switch trajectories
provide an excellent jnitial guess (sp in the 0.0 n =80 km a
backward integration case) to search for the ' P<C <3
optimal solution. For the case where onlyAVy is - 0.2 D—
minimized (see Appendix 2 for the minimum AV, + F= 9.5 —
AV, case) the iteration is carried on sg¢ and Ay e
until the given entry state (ve'se) is recovered. =
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The switches are carried out according to the
0H- B -] changes in sign of A, (Figure 9) and the optimal
SWITCH TO CD'O'IZ path genrerated consists of & Co;:r-Cpyax~CDmin
strategy with the first switch taking place at tg
60 ' ' ' ' | ~d = 35.879 sec, the i = 145,879
= . f second switch at t ‘
1.5 8.0 8.5 9.0 9.5 10.0 10.5 sec and the total atmospheric flighst time ty =
VELOCITY, V-km/s 723,600 sec. This optimal (minimum AVy)
o trajectory is some 11.121 sec longer than the near
1 ! T T I i I optimal one-switch example of the previous section
end the AV, needed to circularize is some 0.5 m/s
o° ] less., This trajectory is reflected in Figure 10
_g which includes altitnde, velocity, dynamic
! pressure and convective heating rate (1 meter
L'_ “1°}- . sphere) time histories. The modification to the
s | - trajectory was slight since the Cppiq initial
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Discussion of Closed Guidange

The optimal orbital transfer study suggested
that the nature of the atmospheric flight
trajectory control would be bang-bang between a
Comax 214 Cppipn. Of the two trajectories solved,
one resulted in an optimal orbit transfer. The
first suggested that only one switch would occcur
from initial flight at CDmax to a fingl switch to
Cpmin to effect a skip trajectory. Unfortunately,
this is essentially a ballistic trajectory which
does not provide the accuracy control required to
make drag modulationm a feasible concept, The
latter strategy resulted in two switches from
Chmin—to—C —-to-Cppine This solution is a
s??’égt mog??fcationnmlt?f the CDmax"to'CDmin
trajectory, since the initial flight at Cpp;p is
relatively short., These solutions were g result of
the mathematically derived optimality condition
which constrained the atmospheric trajectory to
exit at Cppyip-

The guidance mechanization that follows
suggests an additional solution with a Cppa. to-
Comin-toCppax Strategy. It turns out that the
difference in orbit trim AV between this strategy
and the two discussed above is on the crder of
meters per second.

This strategy, thouwgh, has the added
advantage of providing significant accuracy
contrel capability, since it can readily modify
the ballistic entry trajectery. This will be
demonstrated in the discussion of the results.

Before discussing the guidance approaches and
results, it is important that the definition of
Comaz 204 CDmin strategies be made as it relates
to guidance. In the optimal orbital transfer
analysis, the trajectory was shaped by bang-bang
control as dictated by the Maximum Principle. In
the guidance analysis, the trajectory is not
absolutely controlled in a bang—bang mode, but
rather commands are issued at intermediate wvalues
of CDmax'tO‘CD(?im This allows the trajectory to
be trimmed and damped through various phases as
will be discussed. The trajectory, though, does
reside at some Cppay 2nd Cppig v2lues through a
large portion o the trajectory. As such, the

reference t0 Cpyuax Chmin #0d COmax Chmin CDmax
guidance strategies is made.

Chnex~ChDmin Guidance

The strategy here is for the enmtry vehicle to
fly initielly &t its Cppzy ©f Prin configuration
until some reference drag aceeleration (Dp.r), has
been exceeded. The entry vehicle is then
commanded to change its configuration tec a
commanded B, to fly this refexrence drag
acceleration, The reference f§, which  usually
tends toward a Cppip ©f Ppag 15 based on a
valpe which will inswre skip-out at a desired exit
speed and flight path angle. The entry vehicle
continually modulates its confignration to this
DRef until it meets a skip or exit state criteria.
Ounce this criterion has been met, it flies at its
current configuration until exit. 7This is unsually
at the P, . command in the trajectory.



The eriterion used to initiate exit is given
as follows if

V.1 ¢ V., then the criterion has been met.

where Ve = the desired exit speed
1
Voo = Veyupl-k) ()
V = current air speed
B
k - 2 s D . (9)
e Ymov
I = measured dreg acceleration
Ym = meen value of exit flight
path angle
B, = density scale height
B, = the current commanded B

This is derived in Appendix 3 and aslso assumes
thet for this strategy (HE-H)>)Hs, If the

criterion Vel £V, is not met, a new command is
issved hased on & skip criterion damped by the

DRef controller. This is mechanized as follows

Bc = SRef + C1<D_DRcf) “CZ(H - HRcf) (R R0))
8 = _jijii_~H
where Ref VZ {11)
lﬁ(ef v

q = DB, inferred dynamic pressure

Be = previous command

H = computed rate of climb

" - __ZE.S_EB.'E_E (12)
Ref v

c1, C3 = Guidance gains

kpeos In (V/Ve ) (13)
A derivation of the guidance geains is given in
Appendix 4 end the reference quantities are
derived in Appendix 3.

In general, the criterion on Ve is slightly
biased from the exact exit air speed which is due
to the differences between the linearized maneuver
and actoal flight dynamics.

CDmax Chmin~Chmax Guidance

This strategy is a modification of the CDmax‘
Chmin Strategy which adds one more degree of
contrel. Once Cp, . —Cpoiq epproach has met its
criteria, it will exit the P controller st its
last B command. In essence, it has no more
control over the trajectory. The intent of the
modification is to continue to modify or correect
the exit maneuver. It does this by continuing to

issue B commands without damping, These commands

are executed as follows

g, = 1M ,
T 14}
kB v
[
where
In(V/ 3
kc - VE
1= EXP(H - HE) (15)
H
E
HE = exit altitude
H = current computed altitude
q =Df, again dynamic pressure

inferred from previous p command
The general response of this modification is
to command B to .. or CDmin shortly after the
Comex~CDmin mode has been exited and later command
min ©f Cppax. This is due to the lack of
damping in the guidance mechanizations.
Correction to this response is a future task. As
the entry vehicle c¢limbs, the density diminishes
a?d as such t?e exit is towards CDmax_ﬂf Bmin fo1
final correction., These commands are issved until
the entry vehicle drag drops below 0.1 g's,

Results

The sabove guidance strategies and
mechsnizations were implemented into a flight
dynamics, and Guidance, Navigation and Control
simulation which decouples the various functions
(Reference 6). A number of parametric guidance
and error analyses were then performed to
determine performance.

The entry vehicle was assumed to have a B,
= 25 kg!mz and potential to modulate its P to
Comax t0Cpmin Fatios of 25:1, 10:1 and 3:1. This
is consistent with some proposed concepts (i.e.
Reference 2).

For these analyses, the orbit transfer
considered was a return from geosynchromous orbit
to a 350 km LEO, This corresponds to an entry
speed of about 10.31 km/sec {inertial) and 9.34
{air relative). The nominal atmospheric model is
that given in Table 1 and Reference 7.

Entry Flight Path Angle Sensitivity Analysis

Sensitivity analyses of the exit state as a
function entry flight path angle were performed
using the two guidance strategies, The intent
here was to determine the entry corridor for &
geosynchronous to LEQ return mission and detexrmine
how wide it was for each gunidance strategy. This
is indiated in Figuvre 11 for an entry
configuration with Cpp . —to—Cpy;ip ratio capability
of 25:1, As will be noted, an inflection in the
exit speed and entry flight path engle curve is
observed for the Cpyay—Chmin &Vidance stratogy
which suggests thet an improvement over the
bellistic trajectory can be made (Reference 5) by
this approach. The CDmﬁi_CDmin_CDmax guidance
strategy, though, gives e supesrior pexformance.
The exit state sensitivity over + 0.2° in entry
flight path angle is essentially zero. The AV
required to trim errors about a —4.8% nominal AV
= 106 m/sec) is on the order of + 10 m/sec. The
entry at —5,0° results in exit states very close



to the optimal trajectory and trim AV differences
on the order of 2 m/sec.

Atmospheric Density Dispersion Sensitivity Analysis

Sensitivity analyses of the exit state to
verietion in atmospheric density were performed
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nsing the two gunidance strategies. This is
reflected in Figure 12. The mnominal atmospheric
model was perturbed in increments of 15% by a
multiplier which essentially assumes that the
entires stmosphere density profile is off nominal
by a fraction. Trajectories were simulated using

the nominal entry condition derived from the prior
entry corridor analysis. Nominal entry was -4.5°
and -4.8° for the Comax~Chmin Strategy., Cppmax™
Cbomin~CDmax strategy. Again, the Cpmax~CDmin~
Chmayx Strategy provided the superior per -
formance with essentially =zero semslitlvity
and was extremely adaptive. 1In view of the prior
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sensitivity analysis, this should not be
surprising, since a 50% dispersion in density is
approximately equivalent to a 0.1° entry flight
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path angle dispersion (Reference 4). Also, this

assumes a CDmax"CDMIf ratio of 25:1, Figure 13
shows time histories of the trajectories for these

dispersions.
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Sengitivity to Lift and Drag Dispersionsg

The response 0f the Cppax~CDmin~Cp
geidance mechanizstion to lift was investlgatef

determine its capability to control unforeseen
aerodynamic forces. Simulations were executed for
an L/D range of —-0.1 to 0.1 at nominal entry of -
4.8°. The flight dymamic simmlation, which feeds
back acceleration and velocity information to the
guidance and pavigation function, simulated the
presence of lift, The guidance and mavigation
functions based on trajectory response attempted
to correct the bias., Figure 14 shows the gunidance
sensitivity. It can be insensitive to small lift
biases, but falls off the edge and crashes for an
L/D nose down of more tham 0.03, This is 10% of
that experienced by Apolle type entry vehicles.
This could potentially be a problem. The entry
vehicle will probably require very active pitch
damping or roll control,
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Figure 14

In addition, dispersions of + 20% in drag
were simulated to again test the adaptiveness of
the mechanization. The response or sensitivity to
error in drag over nominal was essentially zero.
0f course, this was for the Comax/Chmiy ratio of
25:1 which is a great deal of control capability.

Entry Flight Path Angle and Control Sensitivity
Analysis

The sensitivity analysis shown in Figure 11
was repeated for various values of CDmax t0Cpmin

control ratios uwsing a Cp, . -C guidance
strategy. This is shown in Figure f@mnxAs can be
noted, Cpp . ~to—Cppip ratios of less than 10:1

s1gn1ficantfy reduces the exit state comtrol
capability. Bsased on atmospheric dispersions and
entry state navigation, an entry corridor width of
+ 0,1° should be maintained. This suggests
control aunthority reguirements of 1(0:1 ox better.

Accuracy Assessment

An accuracy assessment of the C -
Dnmax  “Dmin
5 gridance strategy and mechanizution was

Cpm
formﬂd for a Cppar—to-—Cpjiy control ratio of

per



‘ 6 - Aeroassisted Orbital Transfer Accuracy for a C ~C -C
Table Ae s e v DMAX TDMIN MAX
suidance Mode and a € -to-C Ratio of 25:1
Gui ¢ DMAX DMIN
r Input Error Source B 3u Cutput Error
Great | Corcective AY
Ewit | Oxit Flight | Apoopsis | Orbit | Girele | over nominal
. \ Valus, Spacd, | Path Angle, [ Allitude, [ Period, [ Are, for LEC,

Parameter Description 30 Units m/sec deg ki sec deg m/set Ercor Typé'|
_ e e ] - A iAo
L/D Lift-te-Drag Ratie Uncertainty 9,03 — 3 0,27 32, 8. 7.9 10 Pert~Nom

I _,____L._ﬁ..__,
Cy Drog Cosfficient Uncerteinty 20 % 0. -0,03 -3 0. 0.4 0 Pert=Nom
SN I SR,

Yo Entry Fiight Path Control 0.20 deg 24, 0.10 72, 49, -3.5 18, Pert~Nom
o Density Uncertainty 43 % -1. -0,67 -9, -4, 1.3 4. Pert~MNom
v Knowledge of Entry Position 1000 m 4 1 0,07 7 4, 1.8 4, Nav-Perb

~ Downtrack
v — Crosstrack 1000 I m -3 0,07 7 0, 1.5 3, Nov~Perb
w = Vertical 1600 m 0 Q0,07 ? 4, 1,3 4. Nav=-Perb

- I PR PR §

V] Knowledge of Entry Velocity 1 m/sec -2 1 0,08 9 o, 1.3 4, Naveferb

— Downtrack
- _‘7,1 NI S B
v L — Crosstrack ‘_ m/sec -3 0,07 ] 0, 1,5 3 MNay-Perb
W — Yertical 1 m/sec ~4 0.08 7 4. 1.5 1. Naov-Perb
EY Initial Gyro Misalignment 0.053 | deg -3 Q.07 ] C. 1.5 3. Nav-Perb
GCDR Gyro Acceleretion Insensitive Drilt Rate | 0,04 deg/hr “2 0.07 -] 0. 1.5 3. Nav-Perb
GlA Gyro Acceleration Sensitive Drift )

Rate — Input Axis 0,04 deg/hi/g -3 0,07 -] Q. 1.5 3 Nav-Paibs
GSA Gyro Aceuleration Sensitive Drift 1

Rate — Spin Axis 0.04 deg/hi/g -3 0,07 & 0, 1,5 3, Nov-Perb

i ‘—‘21‘——* —1
HISA | Gyro Anisoclasticity Lo.os deg/hr/g?| -3 [ 0,07 s 0, 1.5 3, Nav-Perb
8 Accelorometer Bias ERR Y 6 0. 1.6 3. New=Perb
SF Aceolerometer Scole Factor a.1 r% -2 0,07 ~1 -4 2.4 1. Nay=Parb
Q Accclerometer Non-Linearity 0.01 |%g | @ | 0.07 & 0 1.5 3, Nav-Ferb
AMLT Accelerometer Mivalignment r0.053 deg -2 0,05 4 4 1.2 2, NovPerb
, 30 RS$ 7 | o 8 51, | 105 2, 75

¥Nom — Nominal Case State S | -

Pert — Perturbed Case State
Nav — Mavigated State
Perls ~ Mominal Case State perturbed by navigator eira

Table 7 - Aeroassisted Orbltal Transfer Trajectory Bias to Navigator Errors

Input Errar Source - 3o Output Ervor
Great | Corrgctive AV
Exit Exit Flight | Apoapsis Circle | over nominal
Spued, | Path Angle, | Altitude, | Period, | Arc, for LEO,
Parameter Description Units m/see deg km sec deg mysec Error Type*
u Knowledge of Entry Pasition km 0. -0,03 -5, -4, -0,2 2 Perb=Nom
— Downtrack
v — Crosstrack kn Q. 0,02 -4, -4, 0.0 1 Perb~Nom
% w — Vertical kem o, -0,02 -4, -4, 0.0 ! Perb-Nonm
[V Knowledge of Entry Yelocity m/sce ~1. -0,03 7. -4, 0.4 z Parts-Mom
- Downfrack
v — Crasstrack m/ sec 0. -0.02 -4, -4, 0.0 1 Perb-Mom
W — Vertical i m/seq Q. -0,03 -7, -4, ~0.1 1 Parb-Nom
A — R W4 N R A
EV Initial Gyra Misalignment 0,053 | deg 0. -0,02 -4, -4, 0.0 1 Porb-Nom
GCDR Gyro Accelerotion Imensitive Drif
Rate 0,04 dueg/hr -1, -0,02 -4, -4, 6.0 1 Paili=MNom
I R -

GlA Gyre Agculeration Sunsitive Drift

Rate — Input Axis 0,04 | dey/hi/g Q. -0,02 -4, -4, 0,3 1 Perb-Nom

GiA Gyro Au:ef[:ru!iun Sensitive Drifr

Rate — Spin Axis 0,04 | deg/hifg 0. 0,02 -4, -4, 0.0 1 Perb-MNom

HISA Gyro Anlsoelastlcity 0,03 deg/hr."ﬂz 0. -0,02 -4, -4, 0.0 1 Perb-om
78 | Acceloremoter Bios FRN o -0,02__—}_1.—“ -4, WTH“W

SF Accul-r’c;f:ﬂ-l;“f;c.ql_;;;clor T 0.‘]“ V --% 2. -0,01 4, -4, ~-1,0 2 Porb-Nom

& Aczlulo_r;;JNOn-IInuuriry - O.Hi %/g 0, ) -0,02 -4, -4, m 1 Parb-Nom

AMLT | Accelorometor Misalignment 0.05 | aes | 0. | -o.02 . -4, | -oa 1 Perb=Nom

*Mom = Nominal Case Stare
*Porh -~ Nominal Case State porturbed by navigator orror
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25:1. This is reflected in Table 6. It includes

2 number of navigation and control error sources
which impact guidance performance. It points out
that the driving error sources are in control of
L/D and flight path angle. The corrective AV
required is not excessive (30AV = 24 m/sec over
the nominal AV of approximately 106 m/sec for a
350 km LEO). Additional A V, though, may be
required to correct rendezvous phasing withk 10.5°
great circle arc errors. These errors may be
greater for entry vehicles with Cppaz-to-Cppin
control capability of 10:1 or less. Table 7 shows
the bias error between the actual state perturbed
by the navigation and the actusl nominal state.

Symmary and Conclusions

An approach which efficiently secarches out
optimal sercassisted orbital transfer has been
developed. An explicit and adaptive closed loop
guidance approsch has also been developed with
performance near the optimal and sigpnificant
guidance accuracy. System design requirements
have evolved from these studies which suggest that
the entry system have Cppay~to-Cpyip control
greater than 10:1 and never gevelop lift during
the entire entry.
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APPENDIX 1

FORMULATION OF THE OPTIMAL, CONTROL PROBLEM

The exact equations of motion for a plasar
nonlifting entry into Earth's atmosphere are given

by

R -

Vo= o~ 2 P m CD v - gsl (1-1})
I v ~
Pe-fe +¥e (1-2)

= r = VSI. (1"3)

where V, T and r are the velocity, flight path
angle and radial distance respectively and where
p. 8, Chpand m are the air density, vehicle cross
sectional area, coefficient of drag and vehicgle
mass. Finally g(r) = g/r? is the acceleration of
gravity with p the grevitational constant of
Earth. In addition, v = H4+R with R representing
the radius of Earth and H altitude,

The atmosphere being assumed to have a radius Ry
a set of non-dimensional variables may be used to
carry out the analysis of this problem,

a-3h

Using data from a tabulated standard atmosphere,
let p{H) represent the demsity at altitude ¥ such
that with p, corresponding to sea level,

s(r) = & (1-4)
DO
1
4 _ 48 du & dp (1-5)
¢h dH dh P, d



where é» s the density gradient read from the

Ty, 4
table. HThe exact equations of motion (1-1) are
then redunced to the dimensionless form below

dy 2 k
e (ivmy? °r (1-6}
c

dy N S S -
at (k-1+h) v {(x—L+n) v a-n

dh -
% - VS (1-8)
poSHe Ra 1
where B = o CDmax and k = T (1-87}

<

are factors depending on the physical

characteristics of the vehicle and the atmosphere.

Replacing sin ' by s, and introducing n
Cp/Comay With Npin {n<l, the system equations
reduce to

dv 2 ks
=oa _gam v —Es B
dt (k—l+h)2 (1-9)
2
ds . (1-s7) N S
dv = (k-14n) [" (k—1+h)v] (1-10)
dh = wvs
peii) 1-11
dT ¢ !
The Hamiltonian is then given by
B= 2, |-887 N o
(k~1+h)
2
{(1-57) k
P Do (YT Gl v FoAy, Vs
= (1-12)

The system being autonomous and the time of flight
free, H=0 identically. Instead of minimizinmg Ty,
it is possible to maximize vy for given sy and for
hy=hg=1 with v, and s, also given.

H is then maximized by choosing Cp the control
such that

Ay<o Cp = Coyax
Mo Cp = Cppin
kv=o Cp = intermediate

The Ruler-Lagrange equations are given by

a, A (1=sT) [ . }
—_ = 2h B8V - o |1 e 2 A
dT v (k-1+h) (k—l#h)vz h

{1-13}

75? O . jfi;ii[} - —3;—-——*] - v
v (k—1+h)2 {k~1+h) (k-1+h)v h

(1-14)

L [
} v NS CHE (N

(1-15)

The intermediate control case can be ruled out by
observing that for A,=0, 3°¥ = 0, the Hamiltonmian
. : T

in (1-12) and the aqnat1oﬂ (-13) are

satisfied only if ls Ay = 0 too,

APPENDIX 2

A DISCUSSION OF THE TRANSVERSALITY CONDITIONS

Let ry represent the radius of the high orbit and
ry the radius of LEO.
AV

\/U/Ra » the

T
With ay

] 2
/Raand 0y = /Ra and Av =

conservation of the angular momentum gives

Vetrg
('):2

(z-1)

where vq represents the nondimensional velocity at
HED just after the application of the deorbit Avy
and Avy represents the velocity just before the

application of the circularizing AVy at LEO. Ves
s¢ and ay are related by
2 2 2 2
- -2 -5 = 2-2
(2-ve") oy oty (1 se) o (2-2)
while YE, 8¢ and ap satisfy
2 2 2 2
(Z—Vf) 6y ~ 209 + vp {I-sg) = 0 (2-3}

The overall optimization problem reguires the
minimization of the algebraic sum of both Av’s

\/Zﬂ, P
2_.
o 1 a, 2 (2-4)

And with the use of (2-1), the performance index
or payoff to maximize is

namely Avy + Avy

Avl + sz

, -5
1-s v 1-s
= -E £ + _£UV)dfm*Ji~ (2-5)
%y %y

with the side constraints (2-2) and (2-3) written
in compact form

wf(vf,sf) =0 (2-6}



The transverselity conditions at imitial and final
times are then

A
A = - E.J__ - v __&
v v e 3v
e e
Bme
- - v —=
S = 21 e ds
e %e (2-7)
9J v amf
A = v + f ov
Ve £ £
3J amf
A = 3s + Uf 3s
g £ f
where v, and v, &rée constant multipliers adjoint

to the side comstraints (2-6), The elimination of

Ug and vy in {(2-7) leads to

(az + 52 - 1) o
by R S - by D S
v v s s (2-8)
e e e e 1— 2
5
2 2 o
N ) (az + sf - 1) As + 2 (
= 2-9)
Ve VeSe £ 1—s§

If Avy alone must be minimized, then only the side
constraint eglve,sg) need to be taken inte account
since v,,y, ar® then given and the corresponding
transversality condition (2-9) considered only.

Ay, is guessed and the corresponding values of A,
anfl A, are obtained from (2-9) and (1-12) withf
Hg=0. f

The system and Lagrange equations (1-9)-(1-11) and
(1-13)-(1-15) are integrated backwards until h =1
at entry after a suitable guess of the exit Sg.
Ay, 1s then adjusted until the entry v, is
ma@ched. This procedure is repeated with a
different guess of sg until both entry conditions
are matched namely v, and s,. The trajectory thus
obtained represents the minimum AVy; solution for

piven arbitrary entry state (v,,s,) and given
target LEO, This particular two~point boundary
value problem consists of a 2x2 search on (lh .
s¢) in order to match the entry state (vgisghe®

For the more general case where AV; + AV, is
minimized with prescribed a; and @y, the two point
boundary value problem is essentially identical to
the one just described. lhf and sy are guessed
and the backward integration‘carried out until (2-
2) and {2-8) are satisfied. These iterations can
also be carried out by forward integration; for
exazmple in the case of the minimization of Avy +
Av,y, Ap, and s are gnessed, v, computed from (2-
2), A and A, computed from (2-8) and Hezo and
the E%rward ifitegration of both the system and
multiplier sets carried out until hge=1 and such
that {2-3) end (2-9) are simultanecusly satisfied.
Bowever it has been found that the backward
integration is more steble becanse of the behavior
of A, Which exhibits = large gradient div/de
near exit meking it very sensitive to the initial

""e guess,
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APPENDIX 3

The equations of motion assuming y to be smell are

L,
S - _D _ ZpVv _
V= -y 5 (3-1)
= vy (3-2)

Assuming an expomential atmosphere, eguations 1
and {2) can be rewritten, as follows:

(3-3)

dH
H

av _(l p°HS) o [~ o) an
v 2 By P H
S 8

Let us assume that over the exit interval that y
can be assumed to be an average constant,

therefore
v )g . H-H, )
{n v = exp HS |

An estimate of the exit speed can be made assuming
a constant or reference B ref, as follows:

H-~HF
- v k | exp =1 -1
[ exp HS

1 2
<oV
7 %% Hs H
2
.BCyv

(3-4)

(3--5)

<3
I

£
-
©
]
1
P
i
]
[0}

. (3-6)

computed airspeed

computed altitude

computed rate of climb

measured aerodynamic acceleration
commanded 8

Current
Current
Current
= Current
B Curgent

]

< H o
It

Conversely if the computed V; is greater than V,
desired, the new required or reference B can be
computed as follows:

Ret Y i A U (3-7)
Pl
]
and
B =
Ref *
kRef VH (3-8)

and q is inferred from current V and the previous
command f or

q = VBp (3-9)

APPENDIX 4

Assuming 2 small y, the eqguations of motion can be
written as follows:

(4-1)



Vertical acceleration

2

Vo= - L v,
v = n = 3 o] 3

(4-2)
Horizontal acceleration

where the p can be approximated by an exponential

atmospheric model as follows:

o= p_ exp [— (1-H )/H] (4-3)
o c s
p, = Reference p
H, = Altitude at reference p
Taking the time derivative of drag. we get
. 2
h. b 2D
B H v
{(4-4)
and the second derivative is
.. - . 3
o_ DA _mm _ 4pb _ 00
Hs Hs v V2 {4-5}
If we further assume that (D/V) is approximately

zero for powers greater than one, we get

jow]
ol
I~
e

. - }3 b
D = —_— — — ——

H Hy v (4-6)
The difference equations
8V are ther

- DrSI.i }.] » HED D ?n
fp= =g ooy Py Ty O
s ] 8 s
AL LY (4-7
v -
From (4-6)
. Dot -
5D-*H6D_H- 4-8)
G s
From (4-4)
oo 28V
5H = 5 v (4-9)}
v
S
From (4-1)
Y v
6Y = 35 8D+ g OB (4-10)
From (4-2)

Assuming drag to be constant over a 8V intervale,
we get

- B an Y o H B o
8D +(H + v )51) + E5D~ &n (4-11)

I{U

i

2K (4-12)

The controller for  is a second order system gs
follows:

5B = CléD ~ CZBH
(4-13)
Substituting equatioms (8), (9), (10}, (12) and
(13) into equations {(11), we get
C 2
Al 2V '
D+ {v + A 5 g] 8D
v
a
2 C gh 2 2C 2
S N A R e o4 28 o lsp-o
i c 2 wa o2 B 2 |
s v sV v
5 s 5
(4-14)

Using the standard form for a damped harmonic
system, namely

" . 2
® + 2fux o x =0

(4-15)
We get (D,,; = constant drag level)
. - 2(fw - DRef/YzB e
2 g (V/ )2 Ref
v
s
2
2 g {2V
SN (Vz - 1) 20
- N s \_s - _&
€ = b AR Pres v %
Ref SV )
s
(4-17)
where Pp.g is derived from the exit speed

contreller or estimator (Appendix 3).

The sbove gains can be computed every imtexval for
commanding the B as follows:

Be = BRror * C1(D-Dpeg - C(A~fipyy) (4-18)
) 2K
where HRef = "—\;ﬁ DRef (4_19’



