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 ABSTRACT 

 

The sharp rise in fuel prices and deteriorating environmental conditions over the last decade 

motivated automobile manufacturers to develop fuel efficient and clean automobiles. As a 

promising technology, hybrid electric vehicles (HEV) have been successfully introduced to the 

consumer market. In addition, the Plug-in HEV (PHEV), which can avoid fuel use and tail-pipe 

emissions by using grid electricity as the main source of energy within its designed “all electric 

range”, is expected to be launched in late 2010. These advanced vehicles require sophisticated 

design methods to optimize and balance multiple performance objectives due to the system 

complexity and an additional control degree of freedom. Past studies have focused on fuel 

economy, and other vehicle performance metrics, such as emissions, drivability, and NVH (noise, 

vibration, and harshness) received much less attention, despite their practical significance. The 

main goal of this doctoral study is to develop models and systematic design methods that 

optimize multiple objectives, including fuel economy, emissions, and drivability, for both HEVs 

and Plug-in HEVs (PHEVs). 

This dissertation investigates three optimal control problems; 1) optimal control of HEVs for 

fuel economy and emissions, 2) optimal control of PHEVs for fuel economy and emissions, and 

3) optimal control of rapid engine-starts for drivability. The first two problems optimize fuel 

economy and tail-pipe emissions simultaneously for selected drive cycles, but the engine-start 

control problem has a much shorter horizon and can be designed separately. 

For the simultaneous optimization of fuel economy and emissions, we first develop a parallel 

HEV (and PHEV) model that can efficiently evaluate both fuel economy and tail-pipe emissions, 

and then solve the optimal control problem that minimizes fuel consumption and emissions for a 

cold-start driving cycle using Dynamic Programming (DP). Based on DP results, a 



 

  

 xii

comprehensive extraction method is developed to extract implementable optimal control 

strategies over the entire state space, instead of a single optimal trajectory. This method is applied 

to both HEVs and PHEVs to extract both optimal energy management and catalytic converter 

temperature management strategies. For the optimal energy management of PHEVs under known 

trip distances, a new variable Energy-to-Distance Ratio (EDR) is introduced to quantify the level 

of battery state-of-charge (SOC) with respect to the remaining distance. The extracted results 

show that the engine on/off, gear-shift, and power-split strategies must be properly adjusted to 

optimize fuel economy and tail-pipe emission. Based on the extracted results, a DP-based cold-

start supervisory powertrain controller (SPC) is designed and compared with instantaneous 

optimization methods. Simulation results show that instantaneous optimization methods are good 

for the optimization of fuel economy despite frequent engine on/off and gear-shift events, but the 

DP-based SPC performs better when multiple objectives are considered. 

For the engine-start control problem, a more detailed powertrain model, including clutch and 

crank-angle domain engine models, is developed. Assuming that the clutch torque can be 

accurately estimated and perfectly cancelled, the optimal engine-start control problem is 

formulated to minimize engine-start time while accurately supplying the driver torque demand. 

This nonlinear optimal control problem is solved both analytically and numerically. Under special 

cases, the optimization problem can be analytically solved to obtain a closed form solution. DP, 

on the other hand, is used to obtain numerical solutions for all cases, and the results confirm that 

the numerical solution matches with the analytical solution. More importantly, the DP control 

policy is found to be time-invariant, and thus can be directly implemented in the form of a full 

state feedback controller. 
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CHAPTER 1 

INTRODUCTION 

1.1 Motivations 

An important event that happened over the last decade in the automotive world was the 

introduction of Hybrid Electric Vehicles (HEVs) to the consumer market. HEVs attracted public 

attention and have been successful in the market due to the sharp rise of fuel prices. High fuel 

prices motivated many researchers in both industry and academia to focus on the fuel economy of 

HEVs. While fuel economy is important for HEVs, other vehicle performance metrics, such as 

emissions, drivability, as well as noise, vibration, and harshness (NVH), are also very important 

due to emission regulations and consumer perceptions. However, optimizing these performance 

metrics are more difficult to achieve than optimizing fuel economy alone because corresponding 

models and optimal control problems are more complex. In addition, optimized design for a 

single objective may lead to poor performance of others, and these objectives must be properly 

coordinated for optimal and balanced performance. The main goal of this doctoral study is to 

develop models and systematic design methods that optimize multiple performance objectives, 

including fuel economy, emissions, and drivability for the HEV and Plug-in HEV (PHEV). In the 

following subsections, these performance objectives are discussed in order to illustrate the 

detailed motivations of this study. 

1.1.1 Fuel Economy 

Fuel economy has been a major focal point in the automotive world over the last decade, and 

has been a mainstream research area of the HEV [8,22,52,54,68,77,79]. In spite of numerous 
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efforts to reduce fuel consumption, the improvement in fuel economy of HEVs will eventually 

reach a plateau. On the other hand, the number of automotive vehicles has been rapidly growing 

and is expected to grow in the future as Figure 1.1 shows. As a result, the global oil dependency 

of the transportation sector is also expected to increase unless the main source of energy is 

replaced by another, e.g. electricity. 

Recently, Plug-in Hybrid Electric Vehicles (PHEVs) have received much attention as a 

promising technology to dramatically lower ground transportation’s dependency on fossil fuel 

and to reduce carbon dioxide (CO2) emissions. The dramatic reduction in fossil fuel consumption 

in PHEVs is achieved by substituting fossil fuels with grid electricity. As an example, when the 

All Electric Range (AER) of a PHEV is 30 miles, it will be possible to use little or no fossil fuel 

from the tank when the travel distance is less than 30 miles, assuming the electric power source is 

capable of satisfying the propulsion power need. When the trip distance exceeds the AER, and 

especially when emissions are considered, the optimal control of the PHEV is non-trivial–an 

energy management strategy that properly blends the electric energy and the internal combustion 

engine is necessary. In this study, we seek to develop a systematic method for the synthesis of the 

 

Figure 1.1: Projected number of global vehicles [60] 
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supervisory powertrain controller (SPC) to achieve near-optimal fuel economy and emission 

performance of a PHEV regardless of trip distance. 

1.1.2 Emissions 

Over the past few decades, environmental concerns and awareness have increased around the 

globe. Driven by these concerns, many countries have enforced ever-tightening emission 

regulations on automobiles, a major source of air pollutants [12,23,98]. Since automobile 

manufacturers are not allowed to sell vehicles that do not comply with these regulations, these 

rules must be considered in the design of vehicles. With the recent introduction of HEVs, 

manufacturers now have the option to leverage hybrid technology to follow these stringent 

emission standards. In the following, the emission standards of the United States are summarized. 

a) Federal standard 

In 1990, two federal emission standards Tier 1 and Tier 2 were defined as an amendment to 

the Clean Air Act (CAA) and consecutively implemented [40]. The Tier 1 standard was gradually 

phased-in starting in 1994, and took full effect from 1997 through 2004 [23]. Tier 1 was a weight-

based standard, which had a single emission certification level for each class of vehicle weight. 

On the other hand, Tier 2, which phased-in from 2004 and took full effect in 2007, is a fleet-

average program. The fleet-average program requires that all vehicles sold by a manufacturer 

must have the average Nitrogen Oxides (NOx) emissions below 0.07g/mi. In addition to the 

average requirement, all new vehicles are categories into one of the certification levels, called 

Bins. Tier 2 is composed of 8 permanent Bins (1~8) and 3 temporary Bins (9~11), 1 being zero 

emission and 11 being the dirtiest certification. Bins 9~11 were temporarily available during the 

phase-in period along with relaxed fleet-average requirements to give manufacturers time to adapt 

to the new standard. Each Bin specifies limits of five harmful exhaust gases listed as follows 

[34,40]. 
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 Non-Methane Organic Gases (NMOG): are precursors to the formation of ground-level 

ozone which leads to smog. Hydrocarbons are considered as NMOG. 

 Carbon Monoxide (CO): competes with oxygen in the bloodstream and is especially 

dangerous to those with heart disease. 

 Nitrogen Oxides (NOx): causes ground level ozone which aggravates respiratory 

conditions and causes smog. NOx also contributes to acid rain. 

 Particulate Matter (PM): has been shown to affect the respiratory function and has been 

found to be carcinogenic in some studies. 

 Formaldehyde (HCHO): can irritate the eyes and mucous membranes; cause headaches, 

allergies and trigger or aggravate asthma symptoms. 

Table 1.1 shows details of the eight permanent Bins of Tier 2 standard. The average NOx 

requirement of 0.07g/mi is comparable to Bin 5. Thus, if a manufacturer sells a vehicle certified 

as Bin 8, it must be offset by selling a sufficient number of cleaner vehicles certified as Bin 4 or 

below [40]. 

 

b) California’s standard 

California was granted to develop its own emission standards due to the severity of the state’s 

air pollution [97]. As a result, the California Air Resources Board (CARB) has been setting state 

emission standards more stringent than the federal standard, and other states may choose to adopt 

Table 1.1: Tier 2 emission standards for passenger cars and Light-Duty Trucks, FTP 75 [40] 

 miles Bin 8 Bin 7 Bin 6 Bin 5 Bin 4 Bin 3 Bin 2 Bin 1 

NMOG 
50k 
120k 

0.100 
0.125 

0.075 
0.090 

0.075 
0.090 

0.075 
0.090 

 
0.070 

 
0.055 

 
0.010 

 
0 

CO 
50k 
120k 

3.4 
4.2 

3.4 
4.2 

3.4 
4.2 

3.4 
4.2 

 
2.1 

 
2.1 

 
2.1 

 
0 

NOx 
50k 
120k 

0.14 
0.20 

0.11 
0.15 

0.08 
0.10 

0.05 
0.07 

 
0.04 

 
0.03 

 
0.03 

 
0 

PM 120k 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0 

HCHO 
50k 
120k 

0.015 
0.018 

0.015 
0.018 

0.015 
0.018 

0.015 
0.018 

 
0.011 

 
0.011 

 
0.004 

 
0 
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California’s standards at their will. In 1990, the CARB adopted the Low-Emission Vehicle (LEV) 

standard, which phased-in with Tier 1. The LEV was a fleet-average standard similar to Tier 2, 

but the restriction was applied to NMOG instead of NOx. For gasoline engines, hydrocarbon (HC) 

dominates the total amount of NMOG, and the yearly-tightening average NMOG restriction, 

shown in Figure 1.2, is one of the key challenges manufacturers face. 

In 1998, the LEV was amended to define the LEV II standard, as shown in Table 1.2. The 

phase-in period of LEV II started in 2004 along with the Tier 2, and took full effect in 2007. 

 

Supplemental requirements of LEV II include: 

 10% Zero Emission Vehicle (ZEV) production requirement 

 Extended durability limit of 120k miles 

1998 2000 2002 2004 2006 2008 2010
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Figure 1.2: Fleet average California NMOG requirements 

Table 1.2: LEV II standards for passenger cars and Light-Duty Trucks (LDT), FTP 75 [40] 

 miles LEV ULEV SULEV ZEV 

NMOG 
50k 

120k 
0.075 
0.090 

0.040 
0.055 

 
0.01 

0 

CO 
50k 

120k 
3.4 
4.2 

1.7 
2.1 

 
1.0 

0 

NOx 
50k 

120k 
0.05 
0.07 

0.05 
0.07 

 
0.02 

0 

PM 
50k 

120k 
0 

0.01 
0 

0.01 
 

0.01 
0 

HCHO 
50k 

120k 
0.015 
0.018 

0.008 
0.011 

 
0.004 

0 
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These requirements coupled with the fleet-average NMOG requirement make the LEV II standard 

the most stringent emission standard in the world. Fortunately, the 10% ZEV production 

requirement can be credited with production of Partial ZEV (PZEV) or Advanced Technology 

PZEV (AT-PZEV) up to 60%. Typically, PZEV applies to gasoline-fueled vehicles with 

comprehensive after-treatment system, and AT-PZEV applies to HEVs or vehicles using 

alternative fuels [40]. In summary, the emission goals of many HEVs including PHEVs are 

meeting the AT-PZEV certification, which requires SULEV certification with near-zero 

evaporative emissions and extended durability of 15 years/150k miles. 

Optimizing energy management strategy of HEVs and PHEVs for fuel economy does not 

necessarily optimize tail-pipe emissions because they are mainly emitted during cold-start before 

the three-way catalytic converter (TWC) reaches the light-off temperature. Therefore, fuel 

efficient engine operation and frequent engine shut-off during cold-start are not the best strategy 

for fast catalyst warm-up and will hurt emissions. In this study, we seek to develop an emission 

model and a control strategy that simultaneously optimizes emissions and fuel economy of HEVs 

and PHEVs for a cold-start by the catalyst temperature management. 

1.1.3 Drivability 

Despite significant increases in recent sales of hybrid electric vehicles (HEVs), the profits on 

these vehicles are low due to the high cost of the electric motors, batteries, and power-electronics. 

It is thus important to identify cheaper and higher value-added hybrid vehicle designs.  As a more 

practical near-term solution, the pre-transmission parallel HEV configuration (P2) offers a cost-

effective alternative with a single motor/generator (M/G). However, this configuration suffers a 

drivability issue during engine-starts because the single motor must simultaneously provide the 

traction torque as well as to start the engine via an engine-disconnect clutch without perceptible 

levels of noise, vibration, and harshness (NVH), especially in the form of driveline torque ripple. 

Drivability and NVH are non-negotiable performance measures because they are highly related to 
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perceived vehicle quality and have direct impacts to reliability and repair. In this study, we focus 

on drivability aspect of the engine-start control and seek to develop models and design methods 

that can be used to obtain a control strategy with optimal or sub-optimal drivability. 

Note that the time-horizon of this control problem is very short. Therefore, it is not necessary 

to consider fuel economy and emissions in the design of the engine-start. Instead, they could be 

determined either before or after the HEV/PHEV power management control design. 

1.2 Mathematical Background 

Many of the existing HEV control strategies have been developed based on optimal control 

theories. Three optimal control theories that are widely used are discussed in this section. Readers 

are referred to the Appendix for more details. 

1.2.1 Classical Optimal Control Theory: Variational Approach 

The variational approach is widely used in various applications, including the HEV control 

problem, owing to its elegant mathematical formulation and results. The main feature of the 

variational approach is that it converts the optimal control problem into a two-point boundary 

value problem, which is solvable. However, this approach does not guarantee the globally optimal 

solution because the necessary conditions are developed based on the first order calculus of 

variations. In addition, the two-point boundary value problem often must be solved iteratively to 

find the solution. Despite these disadvantages, it is a very useful tool to solve the optimal control 

problem and will be extensively used in this study. 

As an example, the Equivalent Consumption Minimum Strategy (ECMS) is a well-known 

energy management strategy of conventional HEVs for the optimization of fuel economy, which 

is a special case of the Variational Approach [80]. The idea behind instantaneous optimal control 

approaches is that instantaneously optimized control commands may result in near-optimal 

performance over the entire horizon. The near-optimality is true when the open circuit voltage 
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and internal resistance maps are not functions of the battery State-of-Charge (SOC) [80]. 

However, the near-optimality no longer holds when horizon-based performance objectives (e.g. 

emissions and drivability) are considered. For instance, tail-pipe emissions are highly correlated 

with the catalyst temperature, and this leads to a dynamic costate. This two-point boundary value 

problem must be numerically solved by an iterative search algorithm, and the results guarantee 

neither convergence nor global optimality. 

1.2.2 Deterministic Dynamic Programming 

Another widely used optimization algorithm is Deterministic Dynamic Programming (DDP 

or DP). Unlike the variational approach, DP searches all possible solutions in a more efficient 

way than enumeration using the Principle of Optimality [4,6,41]. Thus, the main advantage of DP 

over the variational approach is that the global optimality is guaranteed even for non-convex 

constrained nonlinear optimal control problems, and it is often used to obtain performance limits. 

A major drawback is that its computational efforts increase exponentially with the number of 

state and control variables, also known as the curse of dimensionality [4,5,41]. Thus, DP can be a 

very powerful tool to find the globally optimal solution, but only for nonlinear optimal control 

problems with a low number of states and inputs. Another disadvantage is that the resulting 

optimal control sequence often cannot be directly implemented, and the optimal strategy needs to 

be properly analyzed and extracted from DP results to design a real-time controller. 

1.2.3 Stochastic Dynamic Programming 

Stochastic Dynamic Programming (SDP), also known as Markov decision processes, is a 

variation of DP developed to optimize stochastic systems that can be described by the Markov 

Chain [4,6,49,71]. As a matter of fact, Bellman first developed SDP, and the DDP problem was 

defined and solved later [4].  The underlying concept of SDP is also the principle of optimality. 

The main advantage of this method is that the stochastic nature of real-world problems can be 

included in the optimal control problem, and the resulting optimal control policy is robustly 
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optimal for the stochastic process included in the model. Another important strength of SDP is 

that the output of the algorithm, which is in the form of a full-state feedback controller, can be 

directly implemented. The main drawbacks of SDP are that the system must be described by the 

Markov Chain in order to apply this method, and the performance of the optimal control policy is 

optimal for the given Markov Chain, but not for any deterministic case. In other words, the 

optimal control policy of SDP will perform near-optimally under various scenarios, but will 

experience some loss of optimality compared to DDP results for a specified scenario. In addition, 

SDP also requires heavy computations. Although SDP is a powerful optimization algorithm that 

outputs an optimal control policy that can be directly implemented with robust performance under 

uncertainties, DDP will be used in this study for detailed engineering insights via the extensive 

analysis of optimization results. 

1.3 Literature Review 

1.3.1 Emission Model and Control 

Modeling and simulations are essential tools for the design and control studies of HEVs. 

Unlike fuel economy, modeling and control studies for emission reduction relatively have not 

received much attention despite of their importance. In this section, existing emission models and 

control studies in the literature are summarized. 

a) Emission models 

To develop a powertrain and after-treatment model for the supervisory emission control 

strategy of HEVs, existing emission reduction techniques and models must be understood. Since 

the source of emissions for a parallel HEV is the Internal Combustion Engine (ICE), it is logical 

to investigate how conventional vehicles reduce tail-pipe emissions using the Three-Way 

Catalytic Converter (TWC), which is activated only after the catalyst brick temperature reaches 

the light-off temperature [9,78,85]. 
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A number of researches investigated the physics of the TWC and developed chemical kinetics 

based models, which describe the heat and mass transfer in the after-treatment system and 

conversion efficiency as a function of the catalyst brick temperature and A/F ratio 

[16,17,38,43,51,70,86,87,101]. Koltsakis et al. proposed a detailed 2-D exhaust pipe and TWC 

model based on fundamentals of mass, heat transfer, and chemical kinetics [43]. They also 

discussed its possible applications including emissions prediction over driving cycles and 

assessment of fast light-off techniques. Due to its heavy computational demand, researchers often 

used this model as a basis to develop 1-D exhaust system models. Multiple variations of the 

model have been developed by different groups of researchers with slightly different focuses and 

levels of details [16,17,38,51,86,101]. Throughout these studies, a common objective was to 

efficiently evaluate tail-pipe emissions for after-treatment design purposes, and these models are 

usually too complex for control studies. 

As an alternative for the 1-D models, Eriksson proposed a mean value model to predict 

exhaust system temperatures via a lumped parameter approach [24]. Another simplified exhaust 

system model proposed by Murrell et al. utilizes engine thermal networks and empirical data to 

describe exhaust system temperatures for rapid cold-start performances over different driving 

cycles [62]. These two models are sufficiently simple and yet accurate enough for control studies. 

Recently, control-oriented TWC models were proposed. Studies by Brandt et al. and Sun et al. 

initiated interest in the control-oriented TWC model [9,90]. Sun et al. discussed the cold-start 

emission control problem and the trade-off between the rapid catalyst light-off and tail-pipe HC 

reduction [90]. Brandt et al. developed a control-oriented TWC model for tail-pipe emissions 

reduction of conventional vehicles via A/F ratio and spark ignition control [9]. This model has 

been further improved [75,76,83,84,85]. These models are very useful for low-level control 

because they captured the effect of A/F ratio and spark timing on exhaust gas temperature, which 

can then be used to control catalytic converter temperature during a cold-start. 
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b) Emission controls 

A few HEV studies considered emissions and analyzed the trade-off between fuel economy 

and emissions [37,42,52,55,92]. However, most of the past studies considered the minimization 

of fuel consumption and engine-out emissions, instead of tail-pipe emissions [37,52,55]. 

Although reducing engine-out emissions helps to reduce tail-pipe emissions for extended driving 

cycles, reduction of engine-out emissions is not the key to tail-pipe emissions reduction for the 

normal use of vehicles. Since emission conversion efficiency of a cold TWC is very limited, fast 

catalyst warm-up and catalyst temperature management are the key to minimizing total tail-pipe 

emissions. Therefore, the thermal transient dynamics of engine and after-treatment systems must 

be considered in order to properly evaluate and reduce tail-pipe emissions. A study by 

Kolmanovsky et al. [42] considered catalyst temperature as a dynamic state for a simplified 

hybrid powertrain model, and the optimal fuel economy problem with maximum NOx constraint 

was solved by SQP, which is a local search algorithm. A study by Tate et al. [93] formulated the 

tail-pipe emission control problem for HEVs and solved it by shortest-path stochastic dynamic 

programming (SP-SDP), using a simplified after-treatment model. The study demonstrated that 

reduction of tail-pipe emissions trades off with fuel economy, but a steady-state (hot) engine was 

assumed and no analysis was discussed about the optimal control strategy and results. 

1.3.2 Plug-in HEVs 

Past PHEV studies can be classified into three areas; 1) energy and environmental impact, 2) 

design, and 3) control studies.  The literature will be given separately in these sub-topics. 

a) Energy and environment impact 

The focus of the early studies of PHEVs has been in the energy and environmental impact 

areas to assess the feasibility of the PHEV concept. Bradley and Frank surveyed the literature and 

summarized that the reductions in fuel consumption and CO2 of a PHEV are around 51-88% and 

40-67%, respectively, depending on design, driving conditions, and electricity sources [7]. Other 
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studies discussed improvements in fuel economy (FE) and CO2 at different levels of 

electrification of vehicles, from conventional vehicles to HEV, PHEV, and Extended-Range 

Electric Vehicles (E-REVs) [93,94]. These studies focused on tank-to-wheel FE analysis, but a 

broader view of the energy and emission analysis is necessary for nationwide feasibility of the 

PHEV. A number of studies performed well-to-wheels energy and greenhouse gas analysis and 

concluded that the choice of electricity sources is critical for reduction of CO2 when a large 

number of PHEVs are introduced [25,45,74,89,106]. 

b) Design 

Assuming that use of grid electricity for transportation energy is viable and beneficial, 

significant research has been conducted on the design and its influence on performance and cost 

of the PHEV for assessment of its market penetration. The National Renewable Energy 

Laboratory (NREL) and Argonne National Laboratory (ANL) conducted studies that focused on 

the component sizing problem and its influence on fuel economy and cost. These studies 

concluded that a smaller battery with a low power-to-energy (P/E) ratio is desirable for near-

future market penetration, because a smaller battery leads to much lower battery and power 

electronics cost with little reduction in FE for typical daily driving [58,88]. Other studies also 

reached similar conclusions from the fact that many people drive less than 30km each day and 

operate under 40kw of propulsion power, based on a daily driving distance and propulsive power 

distribution analysis [44,81]. However, aggressiveness of driving cycles influences these analyses 

and should be considered during the vehicle design process [50,26,15]. Another important design 

decision, powertrain configuration, has also been studied [28,39]. 

c) Control 

Despite extensive research in control of the HEV, a relatively small number of studies have 

been conducted for the PHEV. The focus of the PHEV control studies is how to distribute the 

available battery energy throughout the driving cycle when the travel distance exceeds the AER, 

while control strategy for trips shorter than AER is trivial: the minimum engine use. Gonder and 
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Markel proposed and compared three control strategies, electric vehicle/charge sustaining 

(EV/CS), engine-dominant, and electric-dominant strategy [30]. Since performance of each 

strategy is sensitive to trip distance and driving conditions, they suggested that the control 

strategy can be manually or automatically switched from one to another for improved FE based 

on the future driving information. Another study by Sharer et. al. performed similar analysis on 

EV/CS, full engine power, and optimal engine power strategies, and emphasized sensitivity of 

their performances with respect to travel distances [82]. These strategies are designed based on 

engineering intuition and do not guarantee optimality. Recent study by Moura et. al. used the 

stochastic dynamic programming approach to solve the optimal control problem of the PHEV 

[61]. However, the stochastic approach does not properly address the dependency of the optimal 

SOC management on various travel distances exceeding AER despite their importance. 

When emissions are considered, the optimal control problem becomes an even more complex 

problem to solve because the PHEV is designed to reduce fuel consumption by frequent and 

extended engine shut-down. The study by Carlson et. al. showed that PHEVs may produce more 

noxious emissions than conventional HEVs, if not carefully designed and/or controlled [14]. 

1.3.3 Engine-start Control 

Optimal fuel economy and/or emission have been the mainstream research focus of HEV 

control in the past. Few drivability studies exist in the literature despite of its importance. A 

recent study by Canova et al. investigated the engine-start control problem of the belted 

starter/alternator (BSA) diesel HEV [13]. They developed a BSA-engine system model and a 

closed-loop controller that starts the engine following a given speed profile. Another study by 

Zhang et al. conducted experiments to analyze jerk responses of an integrated starter/generator 

(ISG) HEV as a measure of drivability during shifts and powertrain mode changes [108]. These 

BSA/ISG HEVs have a dedicated electric starter at an additional cost, and the difficulty of the 

clutch-controlled rolling-start with a single electric motor is not present. Several studies 
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addressed the difficulty of the engine-start control for the P2 configuration [18,67]. Colvin et al. 

conducted tests to show that the desired level of drivability was achieved by using proper control 

strategies in various real-world scenarios [18]. The authors intentionally slip the input clutch 

(between the transmission and motor) to dampen out the vibration during a rolling-start. This is 

certainly a good way to reduce NVH, but it comes at the cost of reduced responsiveness because 

an increase in the driver torque demand will be difficult to meet with the input clutch slipping. 

Several other engine-start control studies focusing on NVH can be found in the literature 

[104,46,35]. The scope of this study, however, is limited to drivability, and the focus is on the 

optimization of vehicle drivability, which is characterized by two measures; engine-start time and 

torque error between the demanded and supplied torque. 

1.4 Contributions 

In the previous sections, we reviewed the literature in modeling and control of HEVs and 

PHEVs for fuel economy, emissions, and drivability. It is clear that past studies mainly focused 

on fuel economy, and other performance metrics received less attention. In particular, models and 

design methods for optimization of these performance objectives were not adequately studied. 

The following list shows the main contributions of this work. 

 Development of a simplified cold-start tail-pipe emission model 

The lack of a computationally efficient emission model hindered studies in the design and 

control of HEVs for emission reductions. The main reasons for this are complicated and highly 

transient mechanisms of the combustion and after-treatment. By focusing on catalyst temperature 

dynamics and conversion efficiency, a simplified but sufficiently accurate model was developed. 

A supervisory control algorithm for emission reduction is also formulated. 
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 Development of a comprehensive extraction method 

Use of Dynamic Programming (DP) has been limited due to its difficulty with real-time 

control implementations, and often it is only used to find the achievable performance benchmark. 

In order to make further use of the DP results for the design of a real-time controller, an 

extraction method was previously developed to extract an implementable near-optimal control 

strategy based on a single optimal trajectory [52]. This method, however, does not provide 

enough information during the cold-start phase due to the short warm-up time, and a 

comprehensive extraction method is proposed. This new extraction method utilizes all of the 

optimal control information found from the DP to reconstruct a near-optimal controller that 

covers the entire state space. The concept of the comprehensive extraction method is generic and 

can be applied to other DP problems. 

 Introduction of Energy-to-Distance Ratio (EDR) for control of PHEVs 

Under various trip distance and SOC conditions, a supervisory powertrain controller (SPC) of 

PHEVs needs to adjust its control strategy for optimal fuel economy and emission performance. 

Assuming that the remaining trip distance is known, a new variable Energy-to-Distance Ratio 

(EDR) is introduced in order to quantify the level of battery SOC with respect to the remaining 

trip distance. This variable is found to play an important role in adjusting the SPC of PHEVs for 

optimal fuel economy and emission performance. In particular, the cold-start control strategy 

needs to be properly adjusted under various EDR conditions. 

 Identification of the importance of the optimal engine on/off and shift strategies 

The engine on/off and shift strategies are often left out, and pre-determined control strategies 

are used when the optimal control problems of parallel HEVs are formulated. In this study, these 

control variables are included in the optimal control problem, and the results show that they are 

crucial control variables in optimizing multiple performance objectives. In addition, these control 

variables must be adjusted to optimize emissions and fuel economy of PHEVs under various SOC 

and travel distance conditions as well as emissions. 
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 Development of an adaptive DP-based SPC algorithm 

The instantaneous (static) optimization method inherently has difficulty dealing with horizon 

performance metrics such as emissions and drivability, and the modification of individual control 

variables without loss of optimality is difficult to achieve. For instance, late-shift for fast catalyst 

warm-up or avoiding gear-shifts for drivability will likely lose optimality. Based on DP results, 

an adaptive near-optimal SPC algorithm is proposed. Owing to its modular control architecture, 

this algorithm can be easily adjusted to optimize multiple performance objectives without a 

significant loss of optimality. 

 Modeling and optimal control of the engine-start for drivability of parallel HEVs 

Control of the engine-start has been a challenging control problem of parallel HEVs due to 

drivability and NVH issues. Fast engine-clutch engagement is desired, but this often creates 

drivability and NVH problems. In order to accurately predict the engine, clutch, and vehicle 

dynamics during the engine-start, detailed compression/firing torque and clutch models are 

developed. Using this model, the optimal control problem that minimizes the engine-start time 

while providing the torque demanded is solved by both analytical and numerical approaches. The 

DP control policy is found to be time-invariant, and thus can be directly implemented in the form 

of a full state feedback controller. 

1.5 Outline of the Dissertation 

This dissertation is organized as follows: In Chapter II, a system-level HEV/PHEV 

powertrain model was developed for accurate predictions of both fuel economy and tail-pipe 

emissions. In Chapter III, this model is used to solve an optimal supervisory control problem that 

minimizes both fuel consumption and emissions using DP, and a comprehensive extraction 

method is proposed to extract DP results and to develop a cold-start supervisory powertrain 

controller (SPC) that can change engine on/off, shift, and power-split strategies during a cold-
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start. Chapter IV presents the new variable Energy-to-Distance Ratio (EDR), and an adaptive 

SPC algorithm that adjusts engine on/off and shift strategies based on EDR is developed. In 

Chapter V, a powertrain model of a parallel HEV is developed for control of the engine-start, and 

an optimal control problem of the engine-start is formulated and solved. Finally, conclusions are 

discussed in Chapter VI. 
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CHAPTER 2 

MODELING OF THE HEV AND PLUG-IN HEV FOR 

FUEL ECONOMY AND EMISSIONS 

In this chapter, a system-level HEV model is developed in the Matlab/Simulink environment. 

Many component models of the HEV model are shared with the Plug-in HEV (PHEV) model 

except for the motor and battery, of which the power and capacity increased. The purpose of the 

present HEV model is to develop an accurate but simple model appropriate for efficient 

evaluation of fuel economy and tail-pipe emissions. 

2.1 System Configuration 

The target vehicle is a compact SUV with the pre-transmission parallel hybrid configuration, 

also known as Input Power Assist (IPA) or P2. Figure 2.1 shows the schematic of the target 

vehicle. An engine-disconnect clutch replaces the torque converter for pure electric vehicle (EV) 

mode. The pre-transmission configuration allows a smaller M/G, easier packaging, and reduced 

spin losses over the post-transmission type [59]. Parameters of the vehicles are listed in Table 2.1. 

Battery

ClutchEngine
Electric
Motor

Transmission

Battery

ClutchEngine
Electric
Motor

Transmission

 

Figure 2.1: Schematic of a pre-transmission parallel HEV powertrain 
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Table 2.1: Parameters of the target vehicles; conventional, HEV, and Plug-in HEV 

 
Conventional 

vehicle 
HEV Plug-in HEV 

Mass 1479kg 1579kg 1679kg 

127kw (170hp) @5300rpm 
SI Engine 

217Nm (160lbft) @4500rpm 

Transmission 
4 speed 

[2.95 1.62 1 0.68] 
Rated 
power 

20kw 40kw 
Motor 

Max 
torque 

N/A 
200Nm 400Nm 

Rated 
power 

20kw 40kw NiMH 
Battery 

Capacity 
N/A 

1.3kwh 7.75kwh 
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Figure 2.2: Overview of the Simulink HEV powertrain model 



 

 
20

2.2 Fuel Economy Model 

2.2.1 Overview of the fuel economy model 

A simple two-state (vehicle speed and SOC) vehicle model is used to predict power and 

energy flows for the fuel economy evaluation. Other fast dynamics, such as intake manifold 

filling and motor dynamics, are assumed to be much faster than energy dynamics and neglected. 

Figure 2.2 shows the overview of the Simulink HEV powertrain model. 

2.2.2 Sub-system models 

2.2.2.1 Spark Ignition (SI) Engine 

The quasi-static engine model is suitable for supervisory control studies assuming that the 

engine transients, e.g. intake manifold and combustion dynamics, are much faster than the 

system-level energy flow dynamics. This model is efficient and requires low computational load. 

All the engine outputs (e.g. torque, fuel consumption, and emissions) are described by static 

nonlinear maps with two inputs; throttle (φ) and engine speed (ωe). The torque and fuel maps, 

shown in Figure 2.3 and Figure 2.4, are generated from the steady-state test bench provided by 

General Motors (GM). 
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Figure 2.3: Engine torque map as a function of throttle and engine speed 
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The accessory losses are not included in the engine torque map, but they are separately added for 

more accurate prediction of fuel economy as Equation (2.1) shows. The losses include power 

steering, fan, and brake pump losses, which are also modeled by look-up tables as functions of 

the throttle (φ) and engine speed (ωe). 

 ),(),( elosseenge TTT    (2.1) 

2.2.2.2 Motor/Generator (M/G) 

The M/G subsystem includes a 20kW (40kW for PHEV) permanent magnet AC motor, an 

inverter, and an M/G controller. To reduce computational effort, it is assumed that the low-level 

controls, e.g. motor torque tracking, have sufficiently high bandwidth, and thus the effects of 

transients on energy flow dynamics are negligible. The requested M/G torque (TM/G,req) signal 

from the supervisory controller and the angular M/G velocity (ωM/G), which equals the 

transmission input speed (ωi), are the inputs to the M/G subsystem. The M/G model outputs the 

required electric power (PM/G) and supplied M/G torque (TM/G), which is assumed to perfectly 

track the requested torque (TM/G,req) unless it is limited by the maximum M/G or battery power. 
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Figure 2.4: Engine fuel rate map as a function of throttle and engine speed 
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The following two equations mathematically describe the aforementioned relationships between 

the inputs and outputs of the M/G subsystem. 

 ),,min()( max,max,/,/,// battGMreqGMreqGMGM TTTTsignT   (2.2) 

 k
GMGMGMGM TP ////   (2.3) 

where TM/G,max is the maximum torque limited by M/G, T batt,max is the maximum torque limited by 

the battery, and ηM/G is the M/G efficiency as a function of TM/G and ωM/G. The lumped efficiency 

map ηM/G, shown in Figure 2.5, accounts for all the energy lost during the energy conversion 

between mechanical and electrical domains for both directions including constant inverter 

efficiency of 95%. k indicates the direction of the power flow, and it is required for proper use of 

the efficiency map. If M/G is used as a motor, k = -1 and the motor provides propulsion power to 

the vehicle. When generating, k = 1 and the vehicle kinetic energy is converted to electrical 

energy and then stored in the battery. 

2.2.2.3 Energy storage system (Battery) 

A 20kW battery is selected for the target HEV (40kW for the PHEV), and the equivalent 

circuit battery model from ADVISOR package is adopted. The schematic diagram of the 
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Figure 2.5: Efficiency contour map of the Motor/Generator (20kW) 
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equivalent circuit model is shown in Figure 2.6. The required M/G power (PM/G) is the input, and 

SOC and the charge/discharge power limits (Pbatt,max) are the outputs of the battery model. 

The model is divided into four sub-models where each sub-model computes open circuit 

voltage (Voc) and internal resistance (Rint), power flow limit (Pbatt,max), current (Ibatt), and SOC 

sequentially. Voc and Rint determine the battery efficiency and are functions of SOC and battery 

operating temperature (Tbatt). We, however, assume isothermal operations in this study, and thus 

the open circuit voltage and internal resistance become functions of only SOC as Equation (2.4). 

 )(),( int SOCfRSOCfVoc    (2.4) 

Voc and Rint are then used to compute requested battery power, power limit, and the actual current 

flowing through the battery. 

 int
2

int/ ),,,( RIIVRVSOCPfP battbattococgmbatt    (2.5) 

Solving the quadratic Equation (2.5) for Ibatt 
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   (2.6) 

Knowing the amount of current flow, the SOC dynamics can be calculated as follows. 

 
batt

batt

C

I
COS    (2.7) 

Note that the battery model contains only a single dynamic state, SOC. There are other battery 

models involving a larger number of dynamic states with more parameters for higher fidelity. 

However, it is commonly accepted that the single-state battery model sufficiently captures the key 
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Pbatt

 

Figure 2.6: Internal resistive battery model 
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dynamics and corresponding battery efficiency for supervisory control studies. Figure 2.7 shows 

the battery efficiency map as a function of SOC and Pbatt, where the positive Pbatt indicates battery 

discharge and the negative indicates charge. This contour map indicates that the battery efficiency 

is nearly constant with respect to the SOC. 

2.2.2.4 Drivetrain 

The drivetrain is defined as the system from the transmission input shaft to the wheel. 

Although a drivetrain model can be quite complicated if the purpose of the model is for NVH 

analysis or servo level control, the model can be much simplified for the energy analysis purposes. 

Assuming perfect clutches and gear-shifts, the following equations describe the transmission and 

final drive gear models. 

 iTMiFDGRwheel CTFDGRT    (2.8) 

 wheeli FDGR    (2.9) 

where GR is transmission gear ratio; FD is final drive gear ratio; ηGR and ηFD are transmission and 

final drive efficiency, respectively; Ti is transmission input torque, CTM is transmission viscous-

loss coefficient; ωi is transmission input speed; and ωwheel is wheel speed. 
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Figure 2.7: Efficiency contour map of the battery (20kW) 
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2.2.2.5 Vehicle dynamics 

For fuel economy and emission performance evaluations, it is a common practice that only 

the vehicle longitudinal dynamics is considered. The longitudinal vehicle dynamics is modeled as 

a single point mass with various forces acting on it. The vehicle speed and road load are 

computed by Equation (2.10)-(2.11). 

 
r

roadbraketirewheel

M

FFRT
V


  (2.10) 

 2
210 VfVffFroad    (2.11) 

where Rtire is the tire radius, Fbrake is the friction brake force, and Froad is the road load. The road 

load includes road grade (f0), rolling (f1), and aerodynamic (f2) resistances. Note that the tire 

dynamics (e.g. tire slip) is not included in this model, and it is assumed that all torque is 

transmitted to the vehicle. 

2.2.2.6 Regenerative braking 

The regenerative braking algorithm plays an important role in evaluating HEV performance 

because it determines how much vehicle kinetic energy is recuperated for future use, and thus, 

affects the overall vehicle efficiency. Figure 2.8 shows two types of regenerative braking 

algorithms: parallel and series [59]. 

 

 

   (a) Parallel type    (b) Series type 

Figure 2.8: Parallel and series regenerative braking algorithms [59] 
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Although the parallel type does not require a sophisticated braking torque proportioning 

controller, it does not recuperate the maximum possible kinetic energy. Thus, the series type will 

be used in this study, assuming that the braking torque proportioning algorithm works properly 

and all vehicle kinetic energy is regenerated as long as the braking power is lower than the M/G 

and battery power limits. The friction brake is applied only when the requested brake level cannot 

be met by the regenerative braking. Equation (2.12) shows the regenerative braking algorithm. 

  max,max,/,,/ ,,min battGMdemiVSOCreqGM TTTWWT   (2.12) 

where )(SOCfWSOC  and )(VfWV  . Weighting functions WSOC and WV are used to avoid 

overcharge and NVH issue at low vehicle speed, since overcharge may damage the battery and 

the M/G control at low vehicle speed may cause passenger discomfort [103]. Figure 2.9 shows 

these two weighting factors. 

2.3 Emission Model 

Balancing model fidelity and computational efficiency is a key factor to be considered for a 

successful emission model. In particular, the number of states must be kept small for Dynamic 

Programming implementation. In this section, a simplified emission model suitable for 

supervisory control of HEVs is developed, and integrated with the fuel economy model 

developed in Section 2.2. 
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Figure 2.9: Regenerative braking weighting factors 
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2.3.1 Emission fundamentals 

Key chemical reactions that determine the amount of noxious emissions in the exhaust gases 

can be described by a two-step process: (1) emission production during combustion and (2) 

emission reduction via the after-treatment system. In the cylinders, fuel and air chemically react 

to produce power and exhaust gases with harmful emissions, which travel through the exhaust 

manifold and then into the Three-Way Catalytic Converter (TWC), where a part of the harmful 

emissions are converted into safe gases. The following subsections summarize the essentials of 

these two processes. 

2.3.1.1 Emission production during combustion 

The chemical reaction and emission production during combustion in a gasoline engine is 

significantly influenced by the engine temperature as well as air/fuel ratio, engine speed, 

manifold pressure, air temperature, intake/exhaust valve timing, and spark timing. The production 

mechanism of three noxious emissions (hydrocarbon, carbon dioxide, and nitrogen oxide) and the 

influence of the engine temperature on the emission production are of particular importance to 

this study. 

Hydrocarbon (HC) – The crevice and cylinder head are the main areas that produce HC when 

fully warmed-up. During a cold-start, HC is the most challenging emission to be reduced because 

the amounts of unburned and partially burned fuel greatly increase due to poor combustion 

quality when engines are cold. A cold engine with cold cylinder walls tends to produce more HC 

due to multiple factors including the following five major causes [32]. 

1. Misfiring 
2. Incomplete flame propagation 
3. Wall wetting 
4. Rich fuel-air charge 
5. Crevice storage of the fuel-air charge and its release 

Figure 2.10 shows the steady-state HC production rate as a function of throttle and engine speed, 

when the engine is fully warmed up. Note that the HC map is very similar to the fuel rate map. 



 

 
28

 

Carbon Monoxide (CO) – The amount of CO production is primarily influenced by the air-fuel 

(A/F) ratio where low A/F ratio generally increases CO production [78]. Many conventional 

vehicles are equipped with a fuel rich (low A/F ratio) strategy for faster catalyst warm-up during 

cold-start because fuel rich combustion results in higher exhaust gas temperature. Thus, two 

design objectives, lower fuel consumption and lower CO, conflict each other and a control 

strategy during cold-start must be carefully designed to minimize total CO over the driving cycles. 

Figure 2.11 illustrates that the CO rate increases very rapidly above 4000 rpm. 
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Figure 2.10: Engine-out HC rate map of a fully warmed-up engine. 
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Figure 2.11: Engine-out CO rate map of a fully warmed-up engine. 
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Nitrogen Oxide (NOx) – Dissociation, the main NOx producing reaction, decreases with lower 

engine temperature, because a cold engine lowers the flame temperature and hinders the flame 

propagation [17]. Thus, NOx reduction during cold-start is a lesser concern. Figure 2.12 shows the 

NOx rate map for a fully warmed-up engine. 

2.3.1.2 Emission reduction via after-treatment system 

Since the early 1980’s the TWC has been rapidly developed and widely used to reduce 

noxious exhaust gases (HC, CO, and NOx). In the TWC, the engine-out exhaust gases undergo 

five major chemical reactions listed below [17]. 

 225.0 COOCO   (2.13) 

 OHCOOHC 22263 335.4   (2.14) 

 OHCOOCH 2224 22   (2.15) 

 OHOH 222 5.0   (2.16) 

 22 5.0 NCONOCO   (2.17) 

Note that these chemical reactions are activated only after the catalyst reaches its light-off 

temperature and it take significant time for the catalyst to warm up. As a result, an automobile 

typically produces 70~90% of its emissions before the catalyst warms-up [17,78]. Therefore, fast 

catalyst warm-up is important during a cold-start. 
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Figure 2.12: Engine-out NOx rate map of a fully warmed-up engine. 
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2.3.2 Modeling for supervisory control approach 

For conventional vehicles, the control problem of emission minimization has focused on A/F 

ratio and spark timing control for fast catalyst warm-up during cold-start idle operations. When 

positive power is demanded by a driver, the engine must provide the requested power. In contrast, 

HEVs have an additional control degree of freedom, and the power demand can be split between 

two power sources: battery and engine. Different power-split strategies lead to different engine 

operations, thermodynamic responses of the catalyst, and thus different tail-pipe emission 

responses. Therefore, the present model development will focus on the dynamic effects of various 

engine operations (or power-split strategies) on the TWC dynamics and total tail-pipe emissions. 

In addition, all low-level controllers (e.g. A/F control and spark timing during a cold-start) are 

assumed to be previously designed and perfectly controlled in this study. 

2.3.3 Overview of the tail-pipe emission model 

Figure 2.13 shows the overview of the emission model. The emission model can be divided 

into two sub-models; engine thermal dynamics and after-treatment dynamics. Since quasi-static 

engine model only outputs steady-state (hot) engine data, the role of engine thermal dynamics is 

to take the engine temperature into account for accurate prediction of cold engine outputs. The 

after-treatment system dynamics includes catalyst brick temperature dynamics, which is required 

for computing conversion efficiency of the TWC. 

Engine Thermal 
Dynamics

After-treatment 
Dynamics

Engine Thermal 
Dynamics

After-treatment 
Dynamics

Figure 2.13: Block diagram of the tail-pipe emission model 
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2.3.4 Sub-system models 

2.3.4.1 Engine thermal dynamics 

The engine thermal dynamics and its effects on engine-out emissions are important to 

accurately predict engine-out emissions during cold-start. The engine thermal dynamics is further 

divided into two sub-blocks, coolant temperature dynamics and correction factor. 

Coolant temperature dynamics 

Although the cylinder wall temperature is the key variable that affects the combustion 

kinetics, the coolant temperature is frequently selected to represent the cylinder wall temperature 

because of 1) rapid response to the cylinder wall temperature, 2) ease of measurement, and 3) 

ease of modeling [62]. 

Under the assumption that the cooling system controller activates circulation of the coolant 

when the coolant temperature reaches a threshold value Tcool,max, a simple lumped thermal 

capacitor model with saturation is: 

     max,where
11

coolcoolcoolatm
loss

cool
CF

exh
gain

cool TTTTTT
dt

dT



 (2.18) 

where Tcool is coolant temperature, Tatm is atmospheric temperature, and τgain and τloss are heat 

transfer time constants. Texh
CF indicates the corrected (cold) exhaust gas temperature. Although 

combustion flame temperature would be more appropriate for heat-gain source temperature, Texh 

is used instead due to its accessibility. The following section describes how a correction factor is 

computed. 

Cold-engine correction factor 

For supervisory control purposes, we seek a simplified model that predicts cold engine 

outputs as a function of coolant temperature. One approach is to simply multiply hot engine 

outputs by a Correction Factor (CF), which is essentially a cold/hot ratio as a function of the 

coolant temperature. Murrell et al. collected experimental cold-start data from various engines 
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and showed a clear correlation between CF and coolant temperature [62]. It was observed that CF 

can be approximated by an exponential function: 

 ))(exp(1 ,,0 jCFjcoolj KTTCF   (2.19) 

where T0,j and KCF,j are curve-fitting parameters for each engine output  j. Figure 2.14 shows CF 

of emission components, fuel consumption rate, torque, and exhaust temperature, as a function of 

coolant temperature. Note that the appropriate sign must be selected in Equation (2.19) for each 

engine output. The cold engine outputs can be computed by multiplying hot engine outputs by CF 

as in Equation (2.20). 

 jCFj j
CF   (2.20) 

where j represents engine outputs such as HC, CO, NOx, Tinlet, Te (engine torque), and fm (fuel 

consumption rate). The parameters of the correction factor functions will be estimated and listed 

in Section 2.4. 

2.3.4.2 After-treatment dynamics 

The after-treatment system model (Figure 2.15) is divided into two parts; the TWC thermal 

dynamics and the conversion efficiency map. The TWC thermal dynamics calculates the catalyst 
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Figure 2.14: Correction factors (cold/hot ratio) of various engine outputs as a function 
of the coolant temperature  



 

 
33

brick temperature. Then, conversion efficiencies are calculated based on the catalyst brick 

temperature. 

TWC thermal dynamics 

Let us first define exhaust gas temperatures at two locations in the after-treatment system as 

shown in Figure 2.15. Texh and Tinlet are the exhaust gas temperatures at the exhaust manifold and 

TWC inlet, respectively. Tinlet is available from the steady-state engine data and is plotted in 

Figure 2.16. 
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Figure 2.15: Schematic of the after-treatment system [66] 
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Figure 2.16: Test-based exhaust gas temperature map at the catalytic converter inlet 
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If the exhaust gas temperature is not available, the gas inlet temperature can be empirically 

estimated based on published data. Eriksson collected steady-state exhaust gas temperature data 

at several locations from an experiment for exhaust system modeling, and concluded that there is 

a clear relationship between the exhaust gas flow rate and exhaust gas temperatures [24]. In 

particular, the exhaust gas temperature at the converter inlet can be approximated by a 

logarithmic function of the exhaust flow rate (2.21) as Figure 2.17 shows, whereas the gas 

temperature at the manifold near the exhaust port can be approximated by a linear function. 

 )ln(,0 enginletexhinlet WKTT   (2.21) 

The logarithmic function and large temperature drop at the low gas flow rate can be explained 

by the heat transfer over the exhaust pipe. In other words, the temperature drop decreases with 

increasing gas flow rate. Also, the cycle-to-cycle variation and varying engine operating 

conditions are responsible for the scattered data of Texh, since the thermocouple is located very 

close to the cylinder [24]. 

 

Given the inlet gas temperature, the brick temperature dynamics are modeled by a lumped 

thermal capacitor as shown in Figure 2.18. 

Texh

Tinlet

 

Figure 2.17: Exhaust gas temperatures as a function of the gas flow rate [24] 
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The governing equation for the lumped capacitor model is described as follows. 

     
i

iengiconviccatatmosatmcat
CF

inletisengcat
cat WKTTAhTTAWh

dt

dT
Vc ,,,,,)(   (2.22) 

where Tcat is the catalyst brick temperature. The first term on the right side is heat gain from the 

exhaust gas, the second term is heat loss to the atmosphere, and the last term is the heat generated 

from emission conversion. Note that the heat transfer coefficient (hcat) is significantly influenced 

by the gas flow rate, Weng. Assuming that the heat transfer coefficient is a linear function of Weng, 

Equation (2.23) can then be expressed as following: 

     
i

iengiconviccatatm
atm

cat
CF

inlet
inlet

engcat
t WKTT

R
TT

R

W

dt

dT
C ,,,

1   (2.23) 

     
i

iengiconviconvcatatm
atm

cat
CF

inlet
inlet

engcat WKTTTT
W

dt

dT
,,,

1 


 (2.24) 

where Ct is the lumped thermal capacitance of the catalyst brick; Rinlet and Ratm are the thermal 

resistance with respect to exhaust gas temperature at the inlet and atmosphere, respectively; Kconv,i 

is a conversion energy generation constant for each reacting emission; ηconv,i is conversion 

efficiency of each emission; Weng,i is flow rate of each emission; and i represents each type of 

emission. 

 

 

Tcat

TatmTinlet
CF

conversion heat
generation

RatmRinlet

Tcat

TatmTinlet
CF

conversion heat
generation

RatmRinlet

 

Figure 2.18: Thermal resistance diagram of the after-treatment system  
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Conversion efficiency map 

With the catalytic converter brick temperature computed above, we can use this information 

to predict the emission conversion efficiency [17,38,51,86], which is defined as: 

 
ieng

itail
iconv W

W

,

,
, 1  (2.25) 

where Wtail,i is tail-pipe flow rate of emission i. Both exponential and arctan functions are 

commonly used to describe the relationship between the brick temperature and conversion 

efficiency. Among these two candidate functions, arctan is selected due to its ease of parameter 

tuning: 
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ilightoffcat
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











 
  (2.26) 

where ξexh,i is a weighting factor for the exhaust gas flow rate, Keff,i is a tuning parameter that 

represent a slope of the efficiency function, and Tlightoff,i is the light-off temperature of each type of 

emissions. Note that ηconv,i is saturated by a minimum and a maximum conversion efficiencies (e.g. 

0 and 0.99). Figure 2.19 illustrates a conversion efficiency map and what each parameter 

represents. 
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Figure 2.19: Conversion efficiency map of HC using an arctan function. 
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Finally, the efficiency of the catalytic converter should be a function of exhaust gas flow rate, 

which could be approximated by a linear function as shown below [75]. 

 iengiiexh bWa ,  (2.27) 

The exhaust gas flow rate weighting factor becomes significant when tuning tail-pipe CO 

response in the subsequent section. 

2.4 Parameter Estimation and Model Validation 

Model validation for fuel economy has been extensively conducted in the literature, and we 

focus on parameter estimation and model validation of the emission model in this section. 

Parameters of the emission model are calibrated by comparing the model’s response with the test 

data. Note that only limited cold-start test data are available to the author due to the difficulty of 

experiment set-ups for the transient engine performance, and thus, complete model validation 

over the entire state space is not performed. Instead, a set of cold-start FTP cycle data for the 

target vehicle is used for parameter estimation and model validation. 

The parameter estimation is done in a two-step process. The availability of engine-out 

emission data allows for a decoupled parameter tuning of the engine and catalytic converter 

models. First, using engine-out emissions and engine-load test data as inputs to the model, the 

parameters of the converter model are tuned to match the tail-pipe emission responses of the 

model to those of the cold-start FTP cycle data. Figure 2.20 shows that the TWC model very 

accurately predicts three tail-pipe emissions during a cold-start despite some discrepancy in 

conversion efficiencies. In theory, if both engine-out and tail-pipe emissions of the model and 

data match, conversion efficiencies must match as well. It is possible that the definition of the 

conversion efficiency is different or there are computational errors. If converter temperature data 

are available, tuning parameters of the catalytic converter model can further be divided into two 

separate steps (catalyst brick temperature and conversion efficiency map). 
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After the catalytic converter model is tuned properly, parameters of the cold engine model are 

then tuned to generate both engine-out and tail-pipe emission responses that match with those of 

the cold-start FTP cycle data. Table 2.2 shows the list of parameters that are obtained from the 

tuning process. Overall, Figure 2.21 shows a good match of the emission model (solid lines) to 

the test data (dashed lines). Predictions of tail-pipe HC show a great match with those of test data, 

while NOx and CO predictions are not as good. These errors mainly come from an engine-out 

emissions mismatch due to the interpolation error of the engine-out emission map, and this error 

can be reduced by collecting more engine data in those operating regions. In the next two 

chapters, this HEV model will be extensively used to optimize both fuel economy and tail-pipe 

emissions. 
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Figure 2.20: Comparison of TWC model (solid) vs. test data (dashed) emission 
responses for the cold-start FTP urban cycle 
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Figure 2.21: Comparison of complete model (solid) vs. test data (dashed) emission 
responses for cold-start FTP urban cycle 

Table 2.2: Emission model parameters determined from model tuning and validation 

Parameter Value Parameter Value Parameter Value 

Tlightoff,HC 500 K Keff,HC 20π Kconv,HC 20 

Tlightoff,CO 600 K Keff,CO 25π Kconv,CO 20 

Tlightoff,NOx 360 K Keff,NOx 32π Kconv,NOx 20 

aHC -0.002 bHC 1.04 inlet  1000 

aCO -0.011 bCO 1.17 atm  600 

aNOx 0 bNOx 0 gain  500 

    loss  400 
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CHAPTER 3 

OPTIMAL CONTROL OF THE HEV FOR FUEL ECONOMY 

AND EMISSIONS 

In this chapter, a systematic design method of a cold-start supervisory powertrain controller 

(SPC) was developed based on the Dynamic Programming (DP) technique. Despite guaranteed 

global optimality, DP cannot be directly implemented in a real-time controller because the 

optimal control policy computed by DP is time-dependent on a specified speed profile. Thus, 

more useful control strategies are extracted from the DP solution, and a cold-start SPC algorithm 

is designed based on the extracted results. 

3.1 Optimal Control via Dynamic Programming 

Dynamic Programming (DP) is a powerful tool for solving dynamic optimization, also known 

as trajectory optimization, problems due to its guaranteed global optimality even for nonlinear 

dynamic systems with constraints. Although the near-optimality of the static optimization 

technique was validated for the fuel economy control problem of a parallel HEV (discussed in the 

Appendix), the near-optimality does not hold when emissions are considered because tail-pipe 

emissions heavily depend on the catalyst temperature. Thus, DP, a dynamic optimization 

technique, will be used to obtain the globally optimal solution of this multiple objective optimal 

control problem. Knowing that faster catalyst warm-up generally trades off with fuel economy 

and that there is an additional control degree of freedom (power-split), it is interesting to see if 

DP will be able to reduce tail-pipe emissions without significant loss of fuel economy. 
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3.1.1 DP problem formulation 

Inclusion of emission dynamics in the vehicle model introduces two additional dynamic 

states (Tcat, Tcool), in addition to the original dynamic state, SOC. Note that the vehicle speed is 

specified by the driving cycle and is no longer a state variable. The well-known curse of 

dimensionality makes it exponentially difficult to solve DP problems with increasing number of 

states and/or control inputs [4,6,41]. Therefore, a simplified model is preferred, and further 

simplification of the model is necessary for reduced computational load. Since tailpipe emissions 

are dominated by the catalyst temperature dynamics and its conversion efficiency, we decided to 

simplify the coolant temperature model based on the assumption that the warm-up and cool-down 

rates of the coolant temperature during a cold-start are proportional to those of the converter brick 

temperature. Verification of the above assumption can be found from the literature [62], and the 

coolant temperature is approximated by a linear function of the catalyst temperature until it 

reaches the coolant circulation threshold temperature, Tcool,max. 

 


 


max,

_ )(

cool

atmcatratioTatm
cool T

TTKT
T   

max,

max,

if,

if,

coolcool

coolcool

TT

TT




 (3.1) 

Replacing the original coolant temperature dynamics (Equation (2.19)) with Equation (3.1) 

reduces the number of dynamic states down to two, which results in a DP problem with 

manageable computation load. Table 3.1 summarizes the key variables of the DP problem, which 

consists of a discrete and a continuous control input and two dynamic states, whereas vehicle 

velocity (V) and power demand (Pdem) are specified by the FTP-72 driving cycle. 

Note that the engine-off command is included in this DP problem by augmenting Teng grid 

with a node with a value equal to -1. Also, a control variable, motor torque (Tm/g), is eliminated by 

the drivability constraint defined as 

 engdemiGM TTT  ,/    (3.2) 

where Tdem is torque demand at the transmission input. Table 3.1 also indicates that the gear 

position is a control input, which allows the DP to have full control over the powertrain. 
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Let us define a cost function and identify constraints of the multi-objective optimal control 

problem. The objective of the optimal supervisory control is to minimize fuel economy and tail-

pipe emissions, while sustaining SOC level at the end of a cycle. Although three types of major 

harmful emissions (HC, CO, and NOx) were modeled for a wide range of applications, the 

emission regulations put emphasis on reducing cold-start HC for gasoline engines (see section 

1.1.2). Thus, only HC is penalized in the cost function to focus on the trade-off between HC and 

fuel economy and the design method of a cold-start SPC in this study. 

Minimize  





1

0

N

k
kk HCFCJ    (3.3) 

Subject to initialfinal SOCSOC    (3.4) 

Although equations (3.3) and (3.4) reflect a well-defined optimal control problem, the final SOC 

constraint in (3.4) is numerically difficult to implement because large costs are often applied to 

constrained states, and these costs tend to propagate throughout the entire state space due to the 

interpolation method used to compute previous state costs (Jk-1). Unfortunately, use of the 

interpolation cannot be avoided because this is a two-dimensional DP problem, for which the 

exact DP algorithm (no interpolation) is difficult to implement. Therefore, an alternative optimal 

control problem that can be numerically implemented is defined as follows with component limits. 

Minimize  





1

0
/

N

k
offonkkk EGrHCFCSOCJ   (3.5) 

Table 3.1: Variables and grids of the HEV DP problem for fuel economy and emissions 

 Variables Grid 

Stage (k) Time [0:1:final time] 

Gear (Gr) [1 2 3 4] 
Control (u) 

Engine torque (Te) [-1 0:5:210] 

SOC [0.5:0.01:0.7] 
State (x) 

Catalyst temperature (Tcat) [300:40:700 900] 
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Subject to 

max,,min,

max,/,/min,/

max,,min,

max,,min,

battkbattbat

GMkGMGM

ekee

ekee

initialfinal

PPP

TTT

TTT

SOCSOC












  (3.6) 

where ωe is engine speed, Te is the engine torque, Tm/g is the motor torque, and Pbatt is the battery 

power. Note that the ΔSOC penalty is added in the cost function to implement the charge 

sustenance, and α needs to be adjusted for a charge sustaining strategy. In addition, penalties on 

engine on/off and gear-shift events are added to avoid an excessive number of these events. 

Readers are referred to the Appendix for the detailed DP algorithm. 

3.1.2 DP results 

The trade-off between fuel economy and HC is studied by varying coefficient β in Equation 

(3.5). Table 3.2 indicates that a trade-off exists between fuel economy and tailpipe HC, and a 

substantial tailpipe HC reduction can be achieved by a slight fuel economy loss, through a 

significantly shortened light-off time. 

Pareto-curve that represents this trade-off is shown in Figure 3.1. DP results show that ULEV 

standard can be met by penalizing HC, but the target vehicle would need comprehensive HC 

reduction techniques, e.g. HC adsorber or air-injection, to meet the SULEV standard (10 

mg/mile). 

Table 3.2: DP results showing trade-off between fuel economy and HC 

Penalty 
Coefficients 

β = 0 
α = 413 
γ = 0.02 
λ = 0.05 

β = 20 
α = 417 
γ = 0.02 
λ = 0.05 

β = 50 
α = 419 
γ = 0.02 
λ = 0.05 

β = 200 
α = 432 
γ = 0.02 
λ = 0.05 

β = 500 
α = 451 
γ = 0.02 
λ = 0.05 

MPG 
[adjusted, 
coldstart] 

40.26 
(0%) 

40.11 
(-0.4%) 

39.90 
(-0.9%) 

39.66 
(-1.5%) 

39.30 
(-2.4%) 

HC 
(mg/mile) 

43.7 
(0%) 

37.7 
(-13.7%) 

28.7 
(-34.3%) 

25.2 
(-42.3%) 

22.9 
(-47.6%) 

Light-off 
time (sec) 

45 43 28 28 28 
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Figure 3.2 compares two DP solutions; β = 0 and β = 200. This comparison shows that tail-

pipe HC emissions are reduced by commanding extra load from the engine early on in the drive 

cycle, so that the TWC rapidly warms up during the first vehicle launch. Although this initially 

leads to increased fuel consumption, the extra power is stored in the battery, and the increased 

fuel consumption is later offset by spending the additional energy stored in the battery. Therefore, 

significant emission reduction can be achieved with minimal loss of fuel economy. 
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Figure 3.1: Trade-off between fuel economy and HC over various β. 

β = 0

β = 20

β = 50

β = 200

β = 500



 

 
45

3.2 Comprehensive Extraction Method 

Despite guaranteed optimality of the DP solution, its solution cannot be directly implemented 

because the output of the DP algorithm is a time-varying control sequence. The time dependence 

of this control sequence is strong because the vehicle speed and driver power demand is fixed at 

time step k, and extraction of an implementable feedback controller is necessary. The 

conventional extraction method previously developed at the University of Michigan extracted 

near-optimal gear-shift and power-split strategies from a single optimal trajectory [53]. This 

method, when applied to cold-start optimization results, does not provide enough information to 

extract cold-start control strategy due to the short warm-up time. Thus, a comprehensive 

extraction method is proposed to learn and extract cold-start optimal control strategies over the 

entire state space. 
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(a) β = 0     (b) β = 200 

Figure 3.2: Simulation results of the DP solution for β = 0 and β = 200 on the FTP urban cycle 
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3.2.1 Extraction algorithm 

The idea of the comprehensive extraction method is to utilize all of the optimal control 

information found through DP, instead of a single optimal trajectory. Suppose that DP stores the 

optimal control information in the form of uk
*(Tcat, SOC), where values of uk

* are stored for all 

state grid points at each time step k. Then, all uk
* elements can be grouped together for each Tcat 

grid point as shown in Figure 3.3. The rectangular box represents the optimal control policy uk
* in 

a state and time space, where x1 is Tcat and x2 is SOC, and k indicates the time step. Each node in 

the box contains the optimal control information for the given state (x1,x2) and time step k, and the 

curve represent the optimal trajectory. The following algorithm converts uk
* into three useful 

forms of optimal control strategies, engine on/off (uon/off
*), gear-shift (uGear

*), and Power Split 

Ratio (PSR) (uPSR
*), where PSR is defined as 

 
dem

eng

P

P
PSR   (3.7) 

Note that torque split ratio (TSR), which is defined as Teng/Tdem, equals PSR for the pre-

transmission parallel HEV since the engine speed (ωe) equals transmission speed (ωi) when the 

),( SOCTu catk


Tcat

 

Figure 3.3: State space of the optimal control policy (uk
*) showing the comprehensive extraction 

algorithm with a Tcat sweep.
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clutch is engaged. Prior to the extraction algorithm, a designer must choose β that balances fuel 

economy and HC and obtain uk
* for the chosen β. In this study, a relatively high penalty 

coefficient (β = 200) is chosen to see a cold-start control strategy that is clearly distinguishable 

from the hot strategy. 

The extraction algorithm is described below: 

a) Let time step k = 1 and obtain optimal control signal uk
*. 

b) Obtain driving cycle information (Pdem, Twheel, V) at k = 1. 

c) If Twheel > 0, then continue to d). Otherwise, skip to step g). 

d) For all Tcat and SOC grid points, convert uk
* into two separate optimal control signals, 

gear selection (ugear
*) and engine torque (Teng

*). uon/off
* can be simply obtained by checking 

whether Teng
* = 0 or not. 

e) Find the optimal Tdem
* and ωi

* using ugear
*, and compute 




 

dem

eng
PSR T

T
u  

f) Store all uPSR
*, uGear

*, and uon/off
* values into the new optimal control matrices to obtain 

 catdemiPSR TTu ,, ,  catdemGear TPVu ,, ,  catwheeloffon TTVu ,,/
 , and  catdemioffon TTu ,,/  . 

g) Repeat steps a) through f) for all k. 

3.2.2 Extracted results 

Two representative sets of optimal control matrices are selected for cold and hot strategies, 

Tcat = 420K and 700K respectively, and plotted in Figure 3.5-3.7. Extracted results for other 

temperatures are very similar to either Tcat = 420K or 700K results because the catalyst 

temperature quickly changes over a relatively narrow range of efficiency curve as Figure 2.19. 

Figure 3.5-3.7 indicate that all three control strategies, engine on/off, gear-shift, and PSR, should 

be adjusted during a cold-start for HC reduction. Figure 3.5(a) shows that the optimal engine 

on/off decision can be made based on the power demand at the wheel when the catalyst is hot. On 

the other hand, data points for the cold catalyst did not show a clear separation of engine on/off 

data. Instead, engine on/off data are much more distinguishable when they are plotted on a 

transmission input speed (ωi) vs. torque demand at the transmission input (Tdem) plane as Figure 

3.5(b) shows. 
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(a) Tcat = 700K     (b) Tcat = 420K 

Figure 3.4: Extracted DP engine on/off strategy at Tcat = 700K and 420K 
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(a) Tcat = 700K     (b) Tcat = 420K 

Figure 3.5: Extracted DP shift strategy at Tcat = 700K and 420K 
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(a) Tcat = 700K     (b) Tcat = 420K 

Figure 3.6: Extracted DP power-split strategy at Tcat = 700K and 420K 
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Note that when the catalyst is cold, the engine is not turned on until ωi reaches 1500 rpm, even 

when high power is demanded by the driver. This is to make sure that the engine operates at 

higher speed during cold-start. Figure 3.6 indicates that both cold and hot optimal shift strategies 

have clearly separable gear data on a V vs. Pdem plane, which allows use of a conventional shift-

map. During cold-start, a late-shift strategy is necessary to promote faster catalyst warm-up by 

operating the engine at higher speeds. Figure 3.6 shows that cold and hot optimal PSR data points 

can be approximated by two separate lines. The cold PSR line is located higher than the hot PSR 

line for increased Texh and faster catalyst warm-up. Note that PSR lines can be replaced by the 

optimal engine torque map, Teng
*(ωe,Tdem,Tcat), where Teng

* data are plotted on a Te vs. Tdem vs. ωe 

space to form optimal engine torque surfaces. This method includes ωe as an additional axis for 

better approximation of DP results. In summary, the extracted results show that the engine on/off 

and shift strategy play key roles in achieving optimal charge management and fast catalyst warm-

up by determining the optimal engine speed, while PSR mainly focuses on optimizing engine 

operations for the given speed. Therefore, the engine on/off and gear-shift control must be 

included in the optimal control problem formulation of the parallel HEV. 

3.3 Design of Cold-start Supervisory Powertrain Controller 

As discussed in the previous section, all extracted results can be classified by either a cold or 

hot strategy depending on whether the catalyst temperature reached the light-off temperature or 

not. Relatively fast catalyst warm-up coupled with switch-like performance of the catalyst is 

responsible for such results. These results allow us to design the DP-based cold-start SPC with 

two control modes, Hot and Cold SPC; each mode focuses on fuel economy and emissions 

respectively. Figure 3.4 shows the flowchart of the cold-start SPC with two modes. In this section, 

a cold-start SPC algorithm is developed based on the previous extracted results, and its hot-start 

and cold-start performances are compared to those of the instantaneous optimization methods. 
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3.3.1 Hot SPC algorithm 

3.3.1.1 Instantaneous optimal controller (IOC) 

The instantaneous optimization method, also known as static optimization method, is widely 

used for fuel economy optimization of the HEV due to its computational efficiency and easy 

implementation [68,80]. The Equivalent Consumption Minimization Strategy (ECMS) is a well-

known instantaneous optimization strategy. This approach attempts to minimize the total fuel 

consumption by minimizing sum of the fuel consumption rate and battery energy consumption 

rate at every instant. Although the instantaneous approach does not guarantee a globally optimal 

solution as Equation (3.8) shows, researchers showed that the instantaneous approach achieves 

near-optimal performance when the battery efficiency map is independent of the battery SOC 

[80]. Readers are referred to the Appendix for more rigorous development of these cases. 

 


 
N

k
k

N

k
k FCFCJJ

00

minminmin  (3.8) 

The instantaneous optimization problem is formulated as follows. 

Problem formulation 

The instantaneous optimization problem is formulated as follows. 

Minimize ),,(),( dux
dt

dSOC
puxFuelJ rate   (3.9) 

Subject to  initalfinal SOCSOC    (3.10) 

 

Figure 3.7: Flowchart of the cold-start SPC 
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where x is the state vector (V, SOC=0.6), u is the control input (Gr, Teng), d is the disturbance 

input (Pdem), and p is a Lagrange multiplier, which is a weighting factor for the electric energy 

consumption rate and needs to be adjusted for the charge sustenance. SOC is fixed at 0.6 for 

reduced computation time, assuming small SOC deviation from a nominal value of 0.6. Note that 

the engine on/off and gear-shift penalties shown in Equation (3.5) inherently cannot be applied to 

the instantaneous optimization problems because they are horizon-based performance objectives. 

Since battIdtdSOC  , where Ibatt is the current through the battery, Equation (3.9) is rewritten as 

follows. 

 Minimize ),,(),( duxIpuxFuelJ battrate   (3.11) 

Algorithm 

The above instantaneous optimization problem is solved off-line, and the solution can be 

implemented as a supervisory control algorithm in the form of a full state feedback controller. 

The optimal control policy (u*) is generated by the following algorithm. 

a) Compute two instantaneous cost matrices (Fuelrate(x,u) and Ibatt(x,u,d)) for all x, u, and d 

space using a quasi-static HEV model. 

b) Choose p, and compute the cost matrix J(x,u,d). 

c) Find the optimal control policy, u*(x,d), that minimizes J. 

d) Simulate the HEV model with u*
 (x,d) found. Check if SOCfinal = SOCmin. If not, adjust p, 

and repeat c) and d) until the charge sustenance condition is met. 

 
Note that the optimal control policy u*(x,d) is solved in a single computation step, but 

instantaneous costs must be computed over the entire state, control, and disturbance space. Also, 

no separate design of control algorithms for engine on/off, shift, and power-split strategies are 

necessary. Although such a centralized control algorithm is convenient to implement, it is 

difficult to modify or calibrate each control strategy for practical issues (e.g. frequent shift and 

engine on/off) without a loss of optimality, since two control inputs (Te and Gr) are strongly 

coupled with each other in this policy. 
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3.3.1.2 DP-based Hot SPC 

The logic of the DP-based Hot SPC algorithm for a hot TWC is described as follows. 

If Pdem<Pon/off, 
Turn off the engine and select the gear using the Electric Vehicle (EV) shift-map 

/m g demP P  

If V<20mph, then disengage the engine clutch  
Else, engage the clutch. 

Else, 
Turn on the engine 
Select the gear using the engine-on mode shift-map and  find Tdem and ωi 
Find PSR from Tdem and Ni and compute 

demeng PPSRP   

Compute M/G power:
/m g dem engP P P    

End 
 

Core design parameters of the above algorithm to achieve near-optimal performance are 

engine on/off threshold power (Pon/off), shift-map, and PSR map. The flow chart of the proposed 

SPC algorithm is illustrated in Figure 3.8 to help visualize the rules described above. In this 

algorithm, the optimal engine on/off, gear, and PSR commands are determined sequentially 

because the PSR decision requires Tdem and Ni, which can only be determined after gear selection 

is made, and shift-map selection depends on the engine on/off decision. Embedding DP 

 

Figure 3.8: Flowchart of the DP-based SPC algorithm 
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information in this intuitive rule-based control structure provides implementable, near-optimal, 

and decoupled control logics of three sub-control modules: engine on/off, shift, and PSR. 

3.3.2 Cold SPC algorithm 

Two Cold SPCs are developed using horizon-based and instantaneous-based approaches. The 

Map-based SPC was developed based on the instantaneous optimization approach, and used as a 

benchmark to assess the performance of the DP-based Cold SPC. 

3.3.2.1 DP-based Cold SPC 

Since the extracted strategy of the cold-start DP solutions can be illustrated in the same state 

space as the hot results, the control algorithm of the DP-based Hot SPC shown in Figure 3.8 can 

be reused for the DP-based Cold SPC except for the engine on/off algorithm. Figure 3.4(b) shows 

that during a cold-start, the engine on/off logic is triggered by the transmission input speed (ωi), 

instead of Pdem. For the gear-shift and power-split strategies, the hot-strategies (Figures 3.5(a) and 

3.6(a)) are simply replaced by the cold-strategies (Figures 3.5(b) and 3.6(b)). 

3.3.2.2 Map-based Cold SPC 

No standard emission control algorithm was found in the literature to use as a benchmark, 

and an instantaneous optimization method using engine maps is proposed to design a benchmark 

cold-start control strategy for HC reduction. The idea of the Map-based Cold SPC is to find the 

optimal throttle and shift strategy that minimizes engine-out HC but maximizes the exhaust gas 

temperature for fast catalyst warm-up using transient engine maps. The static optimization 

problem is formulated and solved as follows. 

Objective 

Find the throttle (φ) and gear (Gr) that maximizes the following value function. 

 
ratecoolHCinletcoolT

CF
rate

CF
inletcoolrateinlet

HCTCFTTCF

HCTTHCTf

inlet



)()(

),,(




 (3.12) 
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where Tinlet and HCrate are hot engine-maps, δ is a weighting factor for hydrocarbon, and CFi is the 

correction factor for the engine output i. Maximizing the value function of Equation (3.12) will 

result in increased exhaust gas temperature at the catalyst inlet (Tinlet) and reduced engine-out 

hydrocarbon rate (HCrate). 

In Figure 3.9, a sample contour plot of the value function illustrates how the optimal throttle 

and gear combination that maximizes the value function can be computed. δ is selected by 

balancing fast warm-up and lower HC. The dashed line represents the optimal throttle line that 

maximizes the value function at each engine speed (ωe), and this line changes as Tcool increases. 

Four x marks represent each gear selection on the optimal throttle line for a given vehicle speed. 

The optimal gear is selected by evaluating value functions at these four points. These points will 

move along the optimal throttle line as the vehicle accelerates. 

Off-line optimization algorithm 

Since Tinlet and HCrate are functions of φ and ωe, the value function can be expressed as a 

function of φ, ωe, and Tcool, i.e. 

 ),,(),,( coolecoolrateinlet TgTHCTf   (3.13) 

The new value function g can then be used in the following off-line optimization algorithm. 
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Figure 3.9: A sample contour plot of the value function f for Tcool = 350 K and δ = 8000 
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a) For a given vehicle speed (V), an engine speed vector (ωe) can be computed using the 

gear ratio vector (Gr). 

b) For a given Tcool and ωe vector, the optimal throttle vector (φopt) can be obtained from the 

pre-computed optimal throttle look-up table. 

c) For given φopt, ωe, and Tcool, the value function g(x) can be evaluated and compared with 

each other to find the optimal Gr and φ for given V and Tcool. 

d) Repeat steps a) through c) for all V and Tcool to generate cold-start gear and throttle look-

up tables, ),(),,( coolcoldcoolcold TVTVGr  . 

 
The overall structure of the algorithm described above is shown in Figure 3.10. 

3.4 Results and Discussion 

3.4.1 Hot SPC algorithm – Fuel economy 

First, the simulation results of the DP-based SPC are compared with the DP solution. Figure 

3.11 shows that the control behavior of the DP-based Hot SPC is very similar to the original DP 

solution; i.e. the extraction was done successfully. One noticeable difference is that the gear-shift 

frequency of the DP-based SPC is significantly lower. This is a mainly achieved by adding 

hysteresis in the shift-map (Figure 3.5) at the expense of fuel economy. 

V Gear ωe

Tcool

Optimal
throttle φopt

max g(x)

φcold
*

Grcold
*

 

Figure 3.10: Block diagram of the instantaneous optimization algorithm for the Map-based SPC. 

(Solid line: vector, Dashed line: scalar) 
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The simulation results of the DP, IOC, and DP-based Hot SPC are summarized in Table 3.3 

for comparison. The results show that the IOC achieves near-optimal fuel economy, only 1.8% 

below the DP results, but the performance of the DP-based Hot SPC was not as good as the 

instantaneous approach. This indicates that the performance of the instantaneous approach is 

quite good for fuel economy. However, Table 3.3 indicates that the IOC experiences very 

frequent engine-on and gear-shifts, and these drivability issues must be resolved by better 

calibration or enhancement through a drivability algorithm. In fact, the instantaneous approach 

inherently suffers from the drivability issue, and it is difficult to resolve this issue without a loss 

of optimality because engine on/off, gear-shift, and power-split commands are coupled with each 

other. In contrast, the DP-based SPC is very easy to adjust the shift-map and the engine on/off 

threshold value without a significant loss of optimality because each control strategy is decoupled 

from one another. 
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Figure 3.11: Simulation response comparison of DP vs. DP-based SPC 
for the hot-start FTP cycle 



 

 
57

3.4.2 Cold SPC algorithm – Fuel economy and emissions 

Figure 3.12 shows that simulation responses of the DP-based SPC are very close to those of 

DP, and thus the cold-start DP control policy was successfully extracted. 

 

Table 3.3: Comparison of DP, IOC, and DP-based Cold SPC simulation results 
on the FTP-72 cycle 

Controller DP (β =0) IOC 
DP-based 
Hot SPC 

MPG 
[adjusted, hot-start] 

40.32 
(0%) 

39.60 
(-1.8%) 

37.96 
(-5.6%) 

Fuel Consumption (g) 
462.8 
(0%) 

471.8 
(+1.9%) 

489.8 
(+5.8%) 

Engine-on count 55 71 56 

Shift count 159 222 116 
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Figure 3.12: Simulation response comparison of DP vs. DP-based SPC 
for the cold-start FTP cycle 
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The DP-based Cold SPC is implemented and compared with DP and Map-based SPC. For a 

fair comparison, both DP-based and Map-based SPCs share the DP-based Hot SPC. Table 3.4 

indicates that the DP-based Cold SPC achieves near-optimal performance and better performance 

than the Map-based SPC. In particular, HC performance is significantly affected by different 

cold-start control strategies. Compared to DP, tailpipe HC of the DP-based SPC increased by 

only 4.0%, while tailpipe HC of the Map-based SPC increased by 17.5%. One of the major 

factors for this substantial HC increase is the cold-start engine-on timing. The Map-based 

optimization problem is inherently unable to determine when the engine should be turned on/off, 

and its engine on/off algorithm remains unchanged from the DP-based Hot SPC. 

 

 

Table 3.4: FC and HC combined performance comparison of DP, Map-based, and DP-based 
Cold SPC on the FTP-72 cycle 

Controller DP (β =200) 
Map-based 
Cold SPC 

DP-based 
Cold SPC 

MPG 
[adjusted, cold-start] 

39.66 37.44 37.56 

Fuel Consumption (g) 
470.5 
(0%) 

496.6 
(+5.5%) 

495.1 
(+5.3%) 

HC (mg/mile) 
25.2 
(0%) 

29.6 
(+17.5%) 

26.2 
(+4.0%) 

Performance Measure 
J=FC+200 HC (g) 

508.3 
(0%) 

541.0 
(+6.4%) 

534.4 
(+5.2%) 

Engine-on count 52 56 59 

Shift count 150 116 116 
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CHAPTER 4 

OPTIMAL CONTROL OF THE PLUG-IN HEV FOR 

FUEL ECONOMY AND EMISSIONS 

Control of the Plug-in HEV (PHEV) poses a different challenge from that of the HEV due to 

the large battery capacity designed to be depleted throughout the drive cycle. In particular, when 

the trip distance exceeds the all electric range (AER), the optimal power management is non-

trivial; i.e. an optimal control strategy for a particular trip distance may not be optimal for other 

trip distances. The AER is defined as the maximum distance a PHEV can travel from a single full 

discharge with minimum fuel consumption. 

When emissions are considered, the optimal control of the PHEV becomes an even more 

complex problem because the PHEV is designed to dramatically reduce fuel consumption by 

frequent and extended engine shut-downs, which may lead to catalytic converter cool-down 

below the light-off temperature. In this chapter, we seek a systematic design method to synthesize 

a supervisory powertrain controller (SPC) that achieves near-optimal fuel economy and tail-pie 

emissions under known travel distances. 

4.1 Design of the Target Plug-in HEV 

The target PHEV of this study shares most of its powertrain components with the HEV’s—

except a larger battery and a more powerful motor are used. Main design variables of the PHEV 

are battery capacity and rated power of the battery and motor. Since high-capacity battery and 

high-powered power electronics are still very expensive, their sizes must be minimized. In this 

study, the battery capacity and propulsion power of the target PHEV are designed based on the 

following consideration. 
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a) 20 miles of AER is selected to keep the PHEV affordable while maintaining a reasonable 

electric range. 

b) Based on Figure 4.1, 40kw battery and M/G is chosen to provide just enough electric 

propulsion power for electric vehicle (EV) operation on a light-loaded drive cycle, e.g. 

UDDS (FTP-72). 

This choice of design makes this PHEV more suitable for city driving. 

4.2 Optimal Control via Dynamic Programming 

As discussed in the Appendix, the near-optimality of the instantaneous optimization approach 

is guaranteed only if 
x

H


  is negligibly small (see Appendix). When emissions are considered, 

catT

HC


 has significant dynamics, and the near-optimality of the instantaneous optimization method 

no longer holds. Thus, a horizon optimal control method must be used to solve the combined fuel 

and emissions optimization problem of the PHEV, and a DP optimization problem is formulated 

and solved in this section. 
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Figure 4.1: Transmission-input power profile of the target vehicle on the FTP-72 cycle.
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4.2.1 DP problem formulation 

The DP problem of the PHEV is slightly different from that of the HEV in Section 3.1, 

because PHEVs are designed to deplete the battery energy, whereas HEVs must maintain SOC. 

This implies that the PHEV only needs to maintain SOC above the minimum SOC while the 

HEV has the charge sustenance constraint, SOCinitial = SOCfinal. Figure 4.2 illustrates these 

differences in the DP problem formulation by comparing sample SOC trajectories of the HEV 

and PHEV on a distance vs. SOC plane. 

The state-reduction technique used in Chapter 3 is applied to the PHEV model as well for 

computation reduction. Replacing the original coolant temperature dynamics (2.19) with (3.1) 

reduces the total number of dynamic states from three to two. Table 4.1 summarizes the variables 

and their grids in the DP problem, which consists of two control inputs and two dynamic states, 

whereas vehicle velocity (V) and power demand (Pdem) are specified by the driving cycle. LA-92 

cycle, a high-power cycle, is selected to ensure that the engine turns on even for trip distances 

shorter than the AER, otherwise the optimal control solution is trivial (only use the battery). For 

extended travel distances, the LA-92 cycle, a 10 mile cycle, is repeated to generate 20 mile and 

30 mile cycles, which allows for a significant reduction in computation time by reusing the 

transitional cost tables. 

HEV
PHEV

HEV
PHEV

 

Figure 4.2: Sample SOC trajectories of an HEV and a PHEV on the Distance vs. SOC plane 
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Note that the SOC range of the PHEV problem is much larger than that of the HEV problem due 

to the deep discharge capability. This makes the SOC variable to have many more grid points 

compared to the HEV case. 

The optimal control problem is formulated as follows: 

Minimize  





1

0
/min )0,max(

N

k
offonkkk EGrHCFCSOCSOCJ   (4.1) 

Subject to 

max,min,

max,/,/min,/

max,,min,

max,,min,

min

battbattbatt

GMkGMGM

ekee

ekee

k

PPP

TTT

TTT

SOCSOC











  (4.2) 

Due to numerical difficulties of implementing the minimum SOC constraint, the max(SOCmin–

SOCk,0) term is added in the cost function, and α must be adjusted to prevent SOC dropping 

below the minimum SOC while avoiding the large cost propagation (see section 3.1.1). One 

problem that may arise from this approach is that α may need to be adjusted when β is changed 

for FE vs. HC trade-off study. An α to β sensitivity study was conducted over a range of β values 

and showed very low sensitivity. In other words, α is quite robust to β, and no adjustment is 

necessary for the SOC constraint when β varied. Other numerical methods of DP, such as exact 

DP (no interpolation), were sought, but could not be applied due to the size of the state space. 

Penalties on engine on/off and gear-shift events are applied to improve drivability of the solution 

Table 4.1: Variables and grids of the PHEV DP problem for fuel and emission reduction 

 Variables Grid 

Stage (k) Time [0:1:final time] 

Gear (Gr) [1 2 3 4] 
Control (u) 

Engine torque (Te) [-1 0:5:200] 

SOC [0.2:0.01:0.9] 
State (x) 

Catalyst temperature (Tcat) [300:40:700 900] 
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and to promote separation of engine on/off modes and gear selections from one another for the 

extraction of these control strategies in section 4.4. 

4.2.2 DP Results 

The target PHEV is optimized for two trip distances (20 miles and 30 miles). For trip 

distances less than the AER (20 miles), the optimal solution is trivial, e.g. optimize electric 

drivetrain during EV mode and minimize fuel consumption when the power demand exceeds the 

battery power limit. Figure 4.5 shows DP simulation results of the 20-mile LA-92 cycle for β = 0 

and β = 500. For the β = 0 solution, the engine is very lightly used only when the battery cannot 

supply the power demanded, which results in maximum charge depletion rate. The β = 500 

solution reduces HC emissions by commanding higher engine-load for fast catalyst warm-up but 

with increased fuel consumption. 
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(a) β = 0      (b) β = 500 

Figure 4.3: DP simulation results of the 20-mile LA-92 cycle at β = 0 and β = 500 
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For the 30 mile optimization, Figure 4.4 shows that the catalytic converter reaches the light-

off temperature much faster than 20 mile cycle and maintains conversion efficiency high even for 

β = 0. The main reason is that significant engine operations are required due to the extended trip 

distance. The increased trip distance is another factor that keeps the weighted HC low. For the β = 

500 solution, HC emissions are kept very low by fast catalyst warm-up and maintaining Tcat well 

above the light-off temperature to ensure full converter efficiency throughout the cycle. Note that 

all four optimal SOC trajectories slowly deplete in a controlled manner such that the final SOC 

barely touches the minimum SOC for both trip distances. 

For each trip distance, the trade-offs between fuel consumption (FC) and HC emissions are 

studied by varying coefficient β. Figure 4.5 shows two Pareto-curves that represent the FC vs. HC 

trade-offs for the 20 mile and 30 mile cycles. Detailed DP results are also provided in Table 4.2 

and 4.3. DP results show that tailpipe HC can be significantly reduced at the expense of fuel 

economy loss. Note that the 20 mile cycle has a higher FC/HC sensitivity than the 30 mile cycle 
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Figure 4.4: DP simulation results of the 30-mile LA-92 cycle at β = 0 and β = 500 
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and sacrifice more fuel to reduce HC. The main reason is that there is sufficient electric energy 

for the 20 mile cycle, and the increased engine-load and engine-on time for higher Tcat and 

conversion efficiency leads to increase in FC that was originally unnecessary when emissions are 

not considered. As of 2010, no special emission standards are available for the PHEV yet, and the 

SULEV standard of the conventional vehicle is shown as a reference. 
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Figure 4.5: Trade-off between fuel consumption and HC for 20 mile and 30 mile cycles 

Table 4.2: DP results showing trade-off between fuel economy and HC 
for the 20-mile LA-92 cycle 

Penalty 
Coefficients 

β = 0 
α = 0 
γ = 0.02 
λ = 0.05 

β = 200 
α = 0 
γ = 0.02 
λ = 0.05 

β = 500 
α = 0 
γ = 0.02 
λ = 0.05 

β = 700 
α = 0 
γ = 0.02 
λ = 0.05 

β = 1000 
α = 0 
γ = 0.02 
λ = 0.05 

MPG 
[unadjusted, 

coldstart] 
842.2 676.9 515.4 365.3 277.1 

Fuel Consumption 
(g) 

64.8 
(0%) 

80.6 
(+24.4%) 

105.9 
(+63.4%) 

149.4 
(+130.6%) 

197.0 
(+204.0%) 

HC (mg/mile) 
25.0 
(0%) 

19.2 
(-23.2%) 

14.1 
(-43.6%) 

9.2 
(-63.2%) 

5.9 
(-76.4%) 

Engine-on time 
(sec) 

85 85 86 116 162 
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In order to understand how the optimal solutions change with respect to β for the 20 mile and 

30 mile cycles, Tcat and engine efficiency distributions were analyzed. Figure 4.6 clearly shows 

that Tcat distribution shifts higher with increasing β for both 20 mile and 30 mile cycles. This shift 

is much more apparent for the 20 mile cycle than for the 30 mile cycle because the distribution of 

Tcat for 20 mile cycle with β = 0 is exceptionally low due to the limited engine operation, while 

insufficient electric energy for the 30 mile cycle requires more engine operation even for β = 0, 

which keeps the Tcat higher. 

Figure 4.7 shows that with increasing β, the engine efficiency improves for the 20 mile cycle 

while drops for the 30 mile cycle. For the 20 mile cycle with β = 0, the engine turns on only when 

the battery cannot supply the demanded power, and the engine power is generally minimal to 

minimize fuel consumption, resulting in poor engine efficiency. When higher engine power is 

desired to maintain high Tcat and conversion efficiency, the engine operates at higher efficiency at 

the expense of increased fuel consumption. On the contrary, for the 30 mile cycle with β = 0, 

there are already sufficient engine power requirements to operate in the high efficiency region 

due to insufficient electric energy for the 30 mile cycle. 

Table 4.3: DP results showing trade-off between fuel economy and HC 
for the 30-mile LA-92 cycle 

Penalty 
Coefficients 

β = 0 
α = 4e3 
γ = 0.02 
λ = 0.05 

β = 200 
α = 4e3 
γ = 0.02 
λ = 0.05 

β = 500 
α = 4e3 
γ = 0.02 
λ = 0.05 

β = 700 
α = 4e3 
γ = 0.02 
λ = 0.05 

β = 1000 
α = 4e3 
γ = 0.02 
λ = 0.05 

MPG 
[unadjusted, 

coldstart] 
137.8 135.6 133.2 130.2 123.8 

Fuel Consumption 
(g) 

594.1 
(0%) 

603.5 
(+1.6%) 

614.6 
(+3.5%) 

628.8 
(+5.8%) 

661.1 
(+11.3%) 

HC (mg/mile) 
14.8 
(0%) 

7.0 
(-52.7%) 

5.9 
(-60.1%) 

5.2 
(-64.9%) 

3.6 
(-75.7%) 

Engine-on time 
(sec) 

473 486 531 575 648 
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Another important trend was observed from the optimal SOC trajectories. Figure 4.8 shows 

the optimal SOC trajectory of the 30 mile cycle with respect to distance. It can be seen that SOC 

depletes at a constant rate when plotted on a Distance vs. SOC plane, and this holds for all SOC 

and distance conditions. This is an important finding because if all optimal solutions behave in 

this manner this slope can be used to inform the controller how much electric energy is available 

and how fast the battery should be depleted for the optimal control. This is the key idea of the 

adaptive SPC to be illustrated in the rest of this chapter. 
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(a) Distance = 20 miles    (b) Distance = 30 miles 

Figure 4.6: Tcat distributions of DP solutions for 20 mile and 30 mile cycles 
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Figure 4.7: Engine efficiency distributions of DP solutions for 20 mile and 30 mile cycles 
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One of the questions that may arise from the above observation is that whether the SOC slope 

will be constant when driving involves segments of very high power requirement and segments of 

low power requirement. In order to answer this question, another DP problem is solved for a 

cycle that consists of a FTP72 and a US06, which are the least and the most aggressive standard 

cycles respectively, as Figure 4.9 shows. The distance is 15.51 (7.5+8.01) miles, and this cycle is 

repeated twice to generate a 30 mile cycle. 

The optimal SOC trajectories for the above cycle are solved and plotted in Figure 4.10. DP 

results indicate that the slope is slightly affected by the cycle aggressiveness. Note that the battery 

is discharged at a faster rate during the light-loaded cycle (FTP) rather than the high-loaded one 

because the engine operations at high-speed high-load scenarios are efficient and using the 
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Figure 4.8: Optimal SOC trajectories on a Distance vs. SOC plane 
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Figure 4.9: Vehicle speed profile of a cycle that consists of a FTP72 and a US06. 
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electric energy during the light-load cycle is more beneficial. Therefore, cycle aggressiveness 

should be considered as an uncertainty in finding the true EDR and the optimal control strategy. 

4.3 Introduction of Energy-to-Distance Ratio 

Assuming that the cycle aggressiveness does not significantly changes throughout the cycle, a 

new variable, Energy to Distance Ratio (EDR), θ, is introduced to quantify this slope and to 

adaptively control the charge depletion rate. In particular,   is used as a key variable to construct 

an adaptive SPC from DP results. Assuming that the remaining trip distance (drem) is known, the 

EDR is defined as 

   
remrem d

SOCSOC

d

SOCSOC minmin1tan









 
   (4.3) 

where tan-1 can be removed under the small angle assumption, when the unit of distance is in 

miles, and SOC ranges 0 to 1. Note that 

   max   (4.4) 

where 035.0
20

2.09.0
tan 1

max 





 

  (AER=20miles). Thus, we can normalize θ such that 

   1
max


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Figure 4.10: Optimal SOC trajectories for the FTP72+US06 cycle. 
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Note that the AER value and θmax may change with driving style or driving cycle, and θ would be 

a better choice to use for implementations in order to avoid the effect of cycle aggressiveness. 

Figure 4.11 illustrates the EDR,  , on the SOC vs. distance plane and optimal SOC trajectories 

of a few samples of   values. 1  indicates sufficient electric energy available (or EV mode), 

and 0  indicates depleted battery (or charge-sustaining mode). 

4.4 Two-Dimensional Comprehensive Extraction Method 

In section 3.2, a comprehensive extraction method that utilizes all of the optimal control 

information found from DP is proposed to learn and design the optimal cold-start strategy of 

HEVs. For PHEV control, this extraction method is expanded to a two-dimensional space (EDR 

and Tcat) because the control strategy of PHEVs must be properly adjusted depending on the EDR 

as well as the catalyst temperature for optimal fuel economy and emission performance. For 

example, the optimal cold-start control strategy for a high EDR condition (e.g. EV mode) would 

be different from that for a low EDR condition (e.g. charge sustaining strategy). In this section, 

two sets of optimal control strategies (hot and cold) are extracted to learn and design an optimal 

cold-start PHEV controller under various EDR conditions. 
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Figure 4.11: Geometrical definition of EDR (θ) on the Distance vs. SOC plane 
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4.4.1 Two-dimensional extraction algorithm 

Suppose that DP stores the optimal control information in the form of uk
*(Tcat, SOC), where 

values of uk
* are stored for all state grid points at each time step k. Then, all uk

* elements can be 

grouped together by either   or Tcat as shown in Figure 4.12. The rectangular box represents the 

optimal control policy uk
* in a state and time space, where x1 is Tcat and x2 is SOC, and k indicates 

the time step. Each node in the box contains the optimal control information for the given state 

(x1,x2) and time step k. The following algorithm converts uk
* into three decoupled optimal control 

strategies, engine on/off (uon/off
*), gear-shift (uGear

*), and Power Split Ratio (PSR) (uPSR
*). Prior to 

the extraction algorithm, a designer must choose β that balances fuel economy and HC emissions 

and obtain uk
* for the chosen β. In this study,  β = 500 of the 30 mile cycle is selected but the 

optimal control policy of the 20 mile cycle could also be used because it also contains various 

EDR solutions. 

The two-dimensional extraction algorithm is described as follows: 

a) Choose Tcat = 300K. 

b) Let time step k = 1 and obtain the corresponding optimal control policy uk
*. 

 

θ

),( SOCTu catk


Tcat

θ

),( SOCTu catk


Tcat

 

Figure 4.12: State space of the optimal control policy (uk
*) showing the two-dimensional 

comprehensive extraction algorithm with   and Tcat sweeps. 
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c) Obtain driving cycle information (Pdem, Twheel, V, drem) at k = 1, where drem is the 

remaining distance. 

d) If Twheel > 0, then continue to e). Else, store engine-off and EV gear information into 

 catwheeloffon TTVu ,,,/  ,  catdemioffon TTu ,,,/  , and  catdemEVGear TPVu ,,,   matrices, and skip e) 

through g). 

e) For all SOC grid points at the chosen Tcat, compute   and convert uk
* into two separate 

optimal control signals, gear selection (ugear
*) and engine torque (Teng

*). uon/off
* can be 

simply obtained by checking whether Teng
* = -1 or not. 

f) Find the optimal Tdem
* and ωi

* using ugear
*, and compute eng

PSR
dem

T
u

T




   

g) Store all uon/off
*, uPSR

*, and uGear
* values into matrices to obtain  catwheeloffon TTVu ,,,/  , 

 catdemioffon TTu ,,,/  ,  catdemGear TPVu ,,,  , and  catdemiPSR TTu ,,,  . 

h) Repeat steps b) through g) for all time step k. 

i) Repeat steps a) through h) for all other Tcat. 

This algorithm generates a set of five matrices that are functions of both EDR and Tcat. 

    catwheeloffon TTVu ,,,/   (4.6) 

  catdemioffon TTu ,,,/     (4.7) 

  catdemGear TPVu ,,,     (4.8) 

  catdemEVGear TPVu ,,,     (4.9) 

  catdemiPSR TTu ,,,     (4.10) 

4.4.2 Extracted results 

4.4.2.1 Extraction of hot DP results (Tcat > 700K) 

Four sets of the optimal control strategies under  97.06.035.002.0  at Tcat = 900K are 

selected and plotted in Figure 4.13, 15, and 16. These figures show that   has significant 

influences on the engine on/off and gear-shift strategies, while the power-split strategy is not 

affected by  . Figure 4.13 shows that the optimal engine on/off decision can be made by Pdem 
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(power demand at the wheel), and this threshold value increases with  , which agrees with the 

intuition that the PHEV should use more electric energy when the battery energy is abundant. The 

threshold Pdem values are plotted on a Pdem vs.   plane in Figure 4.14. 
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Figure 4.13: Extracted hot-catalyst engine on/off strategies at four sample   values 
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Figure 4.14: Extracted hot-catalyst engine on/off power threshold as a function of   
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Figure 4.15 shows that the optimal shift maps can be generated on a V vs. Pdem plane, and 

they gradually change with  . With increasing  , the shift lines become upright, which leads to 

early-shifts. This is an important finding because the importance of the shift strategy was often 

overlooked, and a fixed shift strategy was commonly used. The effect of the shift strategy will be 

further discussed with PSR strategy analysis. Note that the number of data points reduces as   

increases because only engine-on data points are used for the extraction of the hybrid mode shift 

strategy, and an expected shift-map is created for 97.0  based on the trend found from the 

extraction results. Also, the engine on/off threshold line is drawn as a reference, and this trend 

agrees with the previous engine on/off analysis. 
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Figure 4.15: Extracted hot-catalyst shift strategies at four sample   values 
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Figure 4.16 shows that the optimal PSR data points can be approximated by a curved line 

when plotted on a PSR vs. Tdem plane. It is interesting to see that the line itself does not need a 

significant change, but the optimal PSR data points shift toward high Tdem region when   

increases. This observation coupled with the shift-map analysis depicts that the PSR line is 

determined to primarily maximize engine efficiency, and the shift-map is responsible for the 

optimal charge management. For instance, if fast charge depletion is desired to minimize fuel 

consumption, early-shift is necessary to command high Tdem and low PSR, which leads to power-

assist mode. On the other hand, if there is not enough SOC to displace fuel consumption, high 

PSR is desired for recharge mode, which can be achieved by late-shifts. Note that different set of 

  was used to obtain four different power-split strategies. 
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Figure 4.16: Extracted hot-catalyst power-split strategies at four sample   values 
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Shift and PSR control strategies discussed above dictate how to control transmission, engine, 

and motor when the engine is running (hybrid mode). When the engine is turned off, the sole 

control variable is the gear selection, and the static optimization method can be used to maximize 

M/G + transmission efficiency. However, the optimal EV control policy is already available from 

the DP results, and EV shift-map is obtained through the same extraction method and plotted in 

Figure 4.17. Note that limited data points are available for low   because only engine-off data 

are used. From the above results, it seems unnecessary to adjust the EV shift-map. 

In summary, the extracted results show that the engine on/off and shift strategies should 

change with various . Therefore, both the engine on/off and gear-shift strategies should not be 

pre-determined, and all three control strategies, engine on/off, gear-shift, and power-split 

strategies, must be solved together in the optimal control problem. 
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Figure 4.17: Extracted EV shift strategies at four sample   values 
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4.4.2.2 Extraction of cold DP results (Tcat ≤ 700K) 

For the cold-start control strategy, Tcat = 420K is selected and plotted in Figure 4.18-4.20 

using the same set of   values as the hot results. In general, the cold-start strategy of the PHEV 

is found to be similar to that of the HEV. In fact, low-EDR extracted results are almost identical 

to those of conventional HEVs (i.e. HEVs use a charge sustaining strategy), but the transition 

from hot to cold strategy is gradual and initiated at a higher temperature than the catalyst light-off 

temperature. However, as   increases, the optimal cold-start strategies become interesting. 

Figure 4.18 shows that the engine on/off should be triggered by the transmission input speed 

as the conventional HEV case, but a major difference between the PHEV and the HEV results is 

that the power threshold also needs to be applied to limit the use of engine with increasing  . 
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Figure 4.18: Extracted cold-start engine on/off strategies at four sample   values 
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Figure 4.19 indicates that the late-shift is desired for the higher exhaust gas temperature. 

Again, the low   results are identical to those of HEVs, and this late-shift strategy does not 

significantly change with increasing   except for the increasing power threshold, as shown in 

Figure 4.18. For the cold-start power-split strategy, Figure 4.20 shows that a different PSR line 

should be used for increased engine-loads during cold-starts to promote higher exhaust gas 

temperature. This is very similar to the HEV results, but the powertrain needs to operate in the 

low PSR region for high   values. 

In summary, the major difference in the cold-start strategy between conventional HEVs and 

PHEVs is that additional condition of the power threshold is needed for the engine on/off 

algorithm. 
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Figure 4.19: Extracted cold-start shift strategies at four sample   values 
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4.5 Design of Adaptive Cold-start Supervisory Powertrain Controller 

Since all the extracted results for the PHEV were described in the same state space as those 

for the HEV, the basis structure and rules of the HEV SPC algorithm developed in Chapter 3 can 

be directly used here for control of the PHEV. The design and evaluation of the cold-start SPC for 

the PHEV are carried out as follows. For the hot SPC, two adaptive SPCs (instantaneous and DP-

based) will be developed and compared with DP and the Electric Vehicle/Charge Sustaining 

(EV/CS) strategy under various   conditions. Then, two cold SPCs (Map-based and DP-based) 

are developed for proper catalyst temperature management and emission reduction. These cold 

SPCs are compared with DP results to benchmark their performance. 
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Figure 4.20: Extracted cold-start power-split strategies at four sample   values 



 

 
80

4.5.1 Hot SPC algorithm 

4.5.1.1 Adaptive instantaneous optimal controller (IOC) 

Using the EDR,  , and the concept of adaptive control of the charge depletion rate, an 

adaptive instantaneous optimal control problem can be formulated as follows: 

 Minimize ),,()(),,( duxIpduxFuelJ battrate   (4.11) 

where x is the state vector (V, SOC), u is the control input vector (Gr, Teng), and d is the 

disturbance input (Pwheel). Note that the Lagrange multiplier, p, controls the charge depletion rate 

and should be adjusted depending on  . The optimal control policy (u*) and )(p  were generated 

by the following process. 

a) Compute two instantaneous cost matrices (Fuelrate(x,u,d) and Ibatt(x,u,d)) for all x, u, and d 

space using the PHEV model. 

b) Choose  , and compute the corresponding SOC for the given travel distance. 

c) Choose p, and compute the cost matrix J(x,u,d). 

d) Find the optimal control policy, u*(x,d), that minimizes J. 

e) Simulate the PHEV model on a drive cycle (LA92) using u* computed, and check for 

SOCfinal = SOCmin. If not, adjust p, and repeat steps c) – e) the equality condition is met. 

f) Repeat steps b) – e) as necessary for other   values. 

Figure 4.21 shows the function )(p  obtained from the above process for the target vehicle of 

this study. 
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Figure 4.21: Lagrange multiplier p as a function of   for the LA-92 cycle 
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4.5.1.2 Adaptive DP-based Hot SPC 

Based on the extracted hot results, the logic of the adaptive hot SPC algorithm is proposed as 

follows. 

If Pdem<Pon/off )( , 
Turn off the engine and select the gear using the Electric Vehicle (EV) shift-map 

/m g demP P  

If V<60mph, then disengage the clutch for engine disconnect 
Else, engage the clutch. 

Else, 
Turn on the engine 
Select the gear using the engine-on mode shift-map )(  and find Tdem and Ni 
Find PSR from Tdem and Ni and compute 

demeng PPSRP   

Compute M/G power:
/m g dem engP P P    

End 

The flow chart of the adaptive DP-based SPC algorithm is illustrated in Figure 4.22 to help 

visualize the logic. Note that Pon/off and shift-map are functions of  , and they are obtained from 

the DP results, as shown in Figure 4.15 and 16. Other non-adaptive design parameters, PSR map 

and EV shift-map, are obtained from Figure 4.17 and 18 respectively. 
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Figure 4.22: Flowchart of the adaptive DP-based Hot SPC 
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In this algorithm, the engine on/off power, gear shifting map, and PSR commands are 

sequentially determined because the PSR decision requires Tdem and ωi, which can only be 

determined after gear selection is made, and the shift-map selection depends on the engine on/off 

decision. Embedding DP information in this rule-based control structure provides decoupled 

control logics of three sub-control modules: engine on/off, shift, and PSR, and is expected to 

perform near optimally. 

4.5.2 Cold SPC algorithm 

As discussed in section 4.4.2.2, the cold DP results of PHEVs are analogous to those of 

HEVs except for the engine on/off algorithm. Thus, both DP-based and Map-based Cold SPCs 

developed in Chapter 3 are directly applied to the PHEV using the PHEV extraction results: 

engine on/off, gear-shift, and PSR strategies (shown in Figure 4.13-4.20). For the cold-start 

engine on/off algorithm, a power threshold condition is added to the input speed condition. 

4.6 Results and Discussion 

In this section, hot-start and cold-start performances of the DP-based SPC are compared with 

those of DP and instantaneous approaches as shown below. 

4.6.1 Hot SPC algorithm – Fuel economy 

The adaptive DP-based SPC is implemented and simulated to evaluate its hot-start fuel 

economy performance. Its results are compared with DP, adaptive instantaneous optimal 

controller (IOC), and EV/CS. Figure 4.23 shows that the adaptive DP-based Hot SPC is 

Table 4.4: Controller performance comparison chart 

 Controllers 

Hot-start DP 
Adaptive 

IOC 
DP-based 

SPC 
EV/CS 

Cold-start DP 
Map-based 

SPC 
DP-based 

SPC 
-------- 
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successfully extracted from DP results, and its control signals (engine on/off, gear, and PSR) 

closely follow those of DP under various EDR conditions. 

The fuel economy results of DP, IOC, DP-based Hot SPC, and EV/CS are summarized and 

compared with one another in Figure 4.24. The plot indicates that the adaptive DP-based SPC 

achieves near-optimal fuel economy for all   conditions owing to the adaptive control structure, 

and it performs much better than EV/CS strategy. The fuel economy improvement over the 

EV/CS increases with higher   and is expected to increase as   approaches 1. However, the DP-

based SPC did not perform as good as the IOC. In fact, the IOC even outperforms DP, but at the 

expense of very large number of shift events. This is mainly due to the impact of engine on/off 

and shift event penalties on the fuel consumption of DP. When   is high, the vehicle mainly 
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Figure 4.23: Simulation response comparison of DP vs. DP-based SPC 
for 667.0  and 381.0  on the hot-start LA92 cycle. 
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operates in EV mode, and performance of EV mode primarily depends on engine on/off and gear-

shift strategies. Table 4.5 shows that the engine-on and gear-shift counts of the IOC are extremely 

high, and an additional algorithm and/or calibration will be required to resolve these drivability 

issues at the expense of fuel economy. 

On the contrary, three control decisions (engine on/off, gear-shift, and power-split) of the DP-

based SPC are sequentially determined, and individual control module can be separately modified 

without a significant loss of optimality for practical issues (e.g. drivability). For instance, if a late 

shift is desired for improved drivability, a calibrator can modify only the shift-map without any 

modification of the optimal PSR line or engine on/off strategy. However, this is difficult for the 

IOC to achieve because these control decisions are coupled with each other. Thus, the strengths 

of the DP-based SPC over the IOC include are 1) simple and intuitive control logic, 2) modular 

controller design, and 3) adjustability of individual control module. 
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Figure 4.24: Fuel consumption comparison of DP, IOC, DP-based SPC, and EV/CS 
for various  on the hot-start LA92 cycle. 
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4.6.2 Cold SPC algorithm – Fuel economy and emissions 

For a fair comparison of the DP-based vs. Map-based Cold SPC, both controllers share the 

adaptive DP-based Hot SPC so that the control strategy is different only during the cold transient. 

First, the DP-based Cold SPC is implemented, and its simulation responses are compared with 

DP solution. Figure 4.25 shows that for 381.0  the control signals and vehicle states of the DP-

based SPC are very similar to those of DP, but for 667.0  the first engine-on timing of DP-

based Cold SPC occurs earlier than DP, resulting increased tail-pipe HC. 

Despite some discrepancy in the engine on/off control strategies between DP-based SPC and 

DP simulation results, Figure 4.26 indicates that the DP-based SPC achieves near-optimal 

performance and outperforms the Map-based SPC under all   conditions. The cost function of 

the DP problem is used to evaluate combined fuel economy and emissions performance. Table 

4.6 shows that a loss of the optimal emission performance is more apparent than that of the 

optimal fuel economy. In addition, the loss of optimality increases with higher   mainly due to 

increased EV operation. Table 4.6 shows that another factor for the reduced performance of the 

DP-based SPC is the drivability. Two rule-based SPCs result in much reduced number of engine 

on/off and gear-shift events, which trades off with the fuel economy and emissions. 

Table 4.5: Comparison of DP, IOC, DP-based SPC, and EV/CS simulation results 
for 667.0  and 381.0  on the hot-start LA92 cycle. 

 667.0  381.0  

Controller DP IOC 
DP-

based 
SPC 

EV/CS DP IOC 
DP-

based 
SPC 

EV/CS 

MPG 
[unadjusted

hotstart] 
146.92 146.9 141.1 117.6 67.17 67.86 66.90 59.65 

Fuel Cons. 
(g) 

556.7 
(0%) 

557.1 
(-4.5%) 

580.8 
(+4.3%) 

694.6 
(+24.8%) 

1196 
(0%) 

1206 
(-1.1%) 

1225 
(+2.4%) 

1369 
(+14.5%) 

Engine-on 
count 

135 175 116 68 162 232 142 110 

Shift count 394 1043 352 376 384 939 348 382 
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In summary, the cold-start DP-based SPC consistently outperforms the Map-based SPC and 

achieves near-optimal fuel economy and emission performance despite some loss of optimality 

during the cold-start transient. 

 

0 200 400 600 800 1000 1200 1400
0

2

4

G
ea

r

 

 

SPC

DP

0 200 400 600 800 1000 1200 1400
-40

-20

0

20
40

P
ow

er
 [

kW
]

 

 

engine (SPC)

motor (SPC)
engine (DP)

motor (DP)

0 200 400 600 800 1000 1200 1400
0

0.5

1

1.5

P
S

R

 

 

SPC

DP

0 200 400 600 800 1000 1200 1400

500

1000

T ca
t [

K
]

 

 

SPC

DP

0 200 400 600 800 1000 1200 1400
0

5

10

time (sec)

w
td

. 
T

ai
lp

ip
e 

H
C

[m
g/

m
ile

]

 

 DP

SPC

0 200 400 600 800 1000 1200 1400
0

2

4

G
ea

r

 

 

SPC

DP

0 200 400 600 800 1000 1200 1400
-40

-20

0

20
40

P
ow

er
 [

kW
]

 

 

engine (SPC)

motor (SPC)

engine (DP)

motor (DP)

0 200 400 600 800 1000 1200 1400
0

0.5

1

1.5

P
S

R

 

 

SPC

DP

0 200 400 600 800 1000 1200 1400

500

1000

T ca
t [

K
]

 

 

SPC

DP

0 200 400 600 800 1000 1200 1400
0

5

10

time (sec)

w
td

. 
T

ai
lp

ip
e 

H
C

[m
g/

m
ile

]

 

 DP

SPC

  

(a) 667.0      (b) 381.0  

Figure 4.25: Simulation response comparison of DP and DP-based Cold SPC 
for 667.0  and 381.0  on the cold-start LA92 cycle. 
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Figure 4.26: FC and HC combined performance comparison of DP, Map-based SPC, and DP-based 
for various  on the cold-start LA92 cycle. 

Cost function: J = FC(g) + 500HC(g) 

Table 4.6: Comparison of DP, DP-based, and Map-based Cold SPC simulation results 
for 667.0  and 381.0  on the cold-start LA92 cycle 

 667.0  381.0  

Controller DP 
DP-based 

SPC 
Map-based 

SPC 
DP 

DP-based 
SPC 

Map-based 
SPC 

MPG 
[unadjusted, 
cold-start] 

142.0 138.6 137.6 67.38 66.45 66.40 

Fuel Cons. (g) 
576.1 
(0%) 

591.0 
(+2.6%) 

595.4 
(+3.4%) 

1215 
(0%) 

1233 
(+1.5%) 

1234 
(+1.6%) 

HC (mg/mile) 
7.09 
(0%) 

9.33 
(+31.6%) 

9.62 
(+35.7%) 

8.22 
(0%) 

9.48 
(+15.3%) 

9.72 
(+18.2%) 

Performance 
Measure (g) 

J=FC+500 HC 

682.5 
(0%) 

731.0 
(+7.1%) 

739.7 
(+8.4%) 

1338 
(0%) 

1375 
(+2.8%) 

1380 
(+3.1%) 

Engine-on 
count 

137 118 115 202 142 141 

Shift count 454 358 376 446 350 350 
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CHAPTER 5 

OPTIMAL CONTROL OF ENGINE-START FOR DRIVABILITY 

As of 2010, power-split hybrids have dominated the hybrid vehicle market, mainly because of 

their superior performance. The pre-transmission parallel hybrid electric vehicle (HEV) with a 

single motor is a cost-effective design, closer to the traditional powertrain, and thus can be 

implemented with fewer and less significant design changes. This configuration, however, has a 

challenging drivability issue during engine-starts because the motor must simultaneously provide 

the driving torque and start the engine using an engine-disconnect clutch. In this chapter, we first 

develop a control-oriented HEV powertrain model to accurately predict the engine, clutch, and 

vehicle dynamics during the engine-start process. Then, assuming that the clutch torque can be 

accurately estimated and perfectly cancelled, the optimal engine-start control problem is 

formulated and solved by analytical and numerical methods to minimize engine-start time while 

accurately supplying the driver torque demand. 

5.1 Powertrain Model for Engine-start Control 

The target vehicle is a pre-transmission parallel HEV with an engine-disconnect clutch 

(Figure 5.1). This configuration offers a cost-effective design while providing a full electric 

vehicle (EV) mode for a significant fuel economy improvement. Vehicle parameters of the target 

HEV are listed in Table 2.1 except for the motor and battery sizes are increased from 20kw to 

30kw to provide substantial electric propulsion power. This arrangement, however, introduces the 

clutch-controlled engine-start problem, and a control-oriented powertrain model is developed in 

this section in order to accurately evaluate drivability performance. 
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5.1.1 Overview of the model 

Figure 5.2 illustrates a simplified free-body diagram of the HEV powertrain. In this diagram, 

we assume that the gear is fixed and the clutch is slipping. Note that the dynamics of the engine 

and vehicle inertias are controlled by the clutch torque (Tclutch) and motor torque (TM/G). The motor 

torque can be controlled relatively fast and accurately, but the clutch torque is determined by the 

clutch pressure, which has a significant delay due to the hydraulic actuator dynamics. Teng is the 

compression (or firing) engine torque applied at the crank shaft, and Tloss is the total torque losses 

due to road load and driveline losses. The control objective is to quickly accelerate the engine 

speed (ωe) to match the transmission input speed (ωi) using a coordinated control of Tclutch and 

TM/G while avoiding any torque disturbance transferred through the clutch to the vehicle body. 

A Simulink HEV model is developed based on the above free-body diagram. Figure 5.3 

illustrates a block diagram of the vehicle model. The model consists of three sub-models, vehicle 

dynamics, engine dynamics, and clutch model. The clutch model takes the slip speed (Δω=ωi-ωe) 

Battery

ClutchEngine
Electric
Motor

Transmission

Battery

ClutchEngine
Electric
Motor

Transmission

 

Figure 5.1: Schematic of a pre-transmission parallel HEV powertrain 

Jeng Jveh
Teng Tloss

Tclutch Tclutch

TM/Gωe ωi
 

Figure 5.2: Simplified free-body diagram of the HEV powertrain. 
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and clutch pressure as inputs and computes the clutch torque. Then, the engine and vehicle 

dynamics are determined by the clutch torque and motor torque. 

In the state space representation, the vehicle model is described as follows. 

 ),( uxfx   (5.1) 

where x is the state vector with four state variables ωi, ωe, θcrank, and intake manifold pressure 

(MAP). u is the control input vector with four variable, clutch pressure (Pclutch), motor torque 

(TM/G), and firing command (firing). Tloss is not an input because it is internally computed. We 

assume that the second gear is selected and fixed during the engine-start process. 

5.1.2 Clutch model 

The clutch is a difficult component to model due to its discontinuous nature. An accurate and 

reliable clutch model can be found from the Simulink library Simscape/SimDriveline. This model 

was developed based on the Coulomb friction model, which uses both static and dynamic friction 

coefficients depending on the slip speed (Δω). Let us define the friction coefficient (μ) as: 

 
appe

clutch

FrN

T
  (5.2) 
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-
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-
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Figure 5.3: Block diagram of the vehicle model for engine-start control. 
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where Fapp is the applied normal force, re is the equivalent radius, and N is the number of clutch 

plates. Under the assumption that the effects of temperature and Fapp on μ are small, the slip speed 

(Δω) dominates μ function in normal operations, and Tclutch can be computed as 

 

 
 
  clutchc

clutcheffe

appeclutch

PK

PArN

FrNT












 (5.3) 

where Aeff is the effective area of the clutch, and Pclutch is the applied clutch pressure. Now, the 

challenge in modeling the clutch is to know how to model μ(Δω). One of the simpler and widely 

used friction models is shown in Figure 5.4. This function switches between two states; ‘slip’ and 

‘stick’. 

When the slip speed is non-zero, the clutch model is in the slip state, and the clutch torque is 

determined by the dynamic friction coefficient (μd) and clutch pressure. When the slip speed is 

zero, the clutch model is in stick state, and the clutch capacity (Tcap) is limited by 

 clutchsccap PKT   (5.4) 

where μs is the static friction coefficient. Note that the actual clutch torque can be equal to or 

lower than the clutch capacity during the stick state. The governing equations of the simplified 

free-body diagram using this model are as follows. 

 when slipping 







lossclutchGMiveh

clutchengeeng

TTTJ

TTJ

/




 (5.5) 

μ

Δω

μs

μd

μ

Δω

μs

μd

 

Figure 5.4: Friction coefficient (μ) as a function of the slip speed (Δω). 
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 when sticking 







ie

lossengGMeveheng TTTJJ


 /)( 

 (5.6) 

Although the above Simulink model offers reliable simulation results using a sophisticated 

state transition algorithm, it can not handle vector or matrix signals, which allow multiple 

simulations in a single model-call for significant computation time reduction. Thus, the hyper-

tangent function of μ in Figure 5.5 will be used for DP computations. Note that the function is 

now continuous and crosses zero for reliable simulations without complexity of a state transition 

algorithm. For the optimal control problem, we assume fast actuator servo-loop dynamics and 

focus on identifying the optimal clutch pressure, Pclutch
*(t). The actuator delay, however, will be 

considered for implementation of the optimal solutions. 

5.1.3 Engine model 

The engine model for the engine-start control study needs to be very accurate because the 

compression and firing torque of the engine are the main sources of torque disturbance. A 

detailed engine model developed by General Motors in C++ is used in this study. This model was 

converted into a Simulink model because handling the matrix initial conditions is convenient in 

the Matlab/Simulink environment for DP computations. Due to confidentiality, the engine model 

is not discussed in detail. The scope and basic ideas of this model, however, are described below. 
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Figure 5.5: Approximated friction coefficient (μ) as a function of the slip speed (Δω). 
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The engine model consists of three parts, intake manifold dynamics, compression/firing 

torque, and inertial dynamics. This entails three dynamic states; crank angle (θcrank), engine speed 

(ωe), and intake manifold pressure (MAP). Figure 5.6 shows a block diagram describing the 

intake manifold dynamics and compression/firing torque model. 

5.1.3.1 Intake manifold dynamics 

The intake manifold pressure dynamics are described by the mass conservation law and the 

ideal gas law. Figure 5.6 shows that the inlet and outlet air-flow rates are computed to find the 

MAP rate. The inlet air-flow rate is computed as 
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where Athrot is the throttle area, and the throttle is assumed to be fixed at idle during the engine-

start process. The outlet air-flow rate is the summation of air-flow rates into cylinders with open 

intake valves. That is, 

 
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Figure 5.6: Overview of the engine model. 
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where reff,i is the effective crank radius of cylinder i, Apist is the piston top area, R is the gas 

constant, and T is the ambient temperature. 

5.1.3.2 Compression/firing torque 

When the engine is warm, the compression/firing torque can be accurately computed by the 

crank-angle domain cylinder pressure map, which is a function of crank angle (θcrank), engine 

speed (ωe), MAP, and firing command (firing). Figure 5.7 shows two sample pressure maps of the 

compression mode at 200rpm and firing mode at 1000rpm. However, this map-based pressure 

model is inappropriate for the very first cycle because initially all cylinder pressures start at the 

atmospheric pressure regardless of the crank angle. This introduces significant complexity to the 

compression torque model, and each cylinder undergoes different pressure trajectories depending 

on individual initial crank angle. 

In addition, we need to pay special attention to the transition from compression to firing 

mode because this transition cannot occur during the combustion and expansion phases. In other 

words, the transition can only occur after the exhaust phase starts and before the compression 

phase ends, otherwise, the pressure response will be discontinuous. Note that this transition 

model requires an extra state, a memory of the last state, and is thus neglected for DP 

computations. 
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Figure 5.7: Sample pressure maps of compression mode (200rpm) and firing mode (1000rpm). 
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5.1.3.3 Compression/firing torque 

The rotational dynamics of the engine inertia is described as follows. 

 
pistoneqeng

pistoneqlossclutcheng
e JJ

TTTT

,

,




  (5.9) 

where Teng is the compression/firing torque, Tclutch is the clutch torque, Tloss is the engine friction 

loss, Jeng is the rotational engine inertia, and Teq,piston and Jeq,piston are piston equivalent torque and 

rotational inertia, respectively. Note that Teq,piston and Jeq,piston are necessary to reflect the torque 

and rotational inertia induced by the piston, which are not negligibly small and functions of the 

engine rotational angle. 

5.1.4 Vehicle model 

Since we do not consider high frequency NVH in this study, the quasi-static driveline and 

point mass vehicle inertial models developed in section 2.2.2.4 and 2.2.2.5 are used and 

summarized below.  

 iTMiFDGRwheel CTFDGRT    (5.10) 

 wheeli FDGR    (5.11) 

 
r

roadbraketirewheel

M

FFRT
V


  (5.12) 

 2
210 VfVffFroad    (5.13) 

5.1.5 Parameter estimation and model validation 

Due to the lack of experimental data, engine parameters are obtained from the GM model, 

clutch parameters are estimated based on the literature, and other vehicle parameters are shared 

with the supervisory control vehicle model. Thus, the model validation focuses on the engine 

model, and the Simulink model developed in the previous section is validated by comparing it 

with the C++ based GM model. Figure 5.8 shows two simulation examples under two different 

control commands; both examples use final MAP = 0.3 bar, a clutch torque cancelling motor 
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controller (this will be discussed in the following section), and constant clutch pressure 

commands; one at 250kPa with initial fire at 0.3 sec and the other at 300kPa with initial fire at 

0.25 sec. Both examples show that both engine torque (Teng) and engine speed (ωe) responses of 

the Simulink model are almost identical to those of GM model. After many more simulations, 

comparisons, and analyses under various inputs, it is concluded that the engine-start model 

accurately predicts the engine, clutch, and vehicle dynamics. 

5.2 Optimal Control of the Engine-start 

The optimal control of the HEV engine-start is a constrained nonlinear optimization problem 

with free terminal time and partly free terminal state. In this section, two optimal control 

problems are formulated and solved using various optimization methods. 
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(a) Pclutch = 250 kPa     (b) Pclutch = 300 kPa 

Figure 5.8: Comparison of Simulink model and GM model under two different control commands 
(Pclutch = 250 kPa and 300 kPa).
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Let us first define the engine-start optimal control problem as follows. If we assume that the 

clutch torque can be accurately estimated and the motor torque dynamics are very fast, we can 

eliminate one of the control variables, TM/G, by using a clutch torque cancellation motor controller, 

 clutchdemidemGM TTT  ,,/  (5.14) 

where Ti,dem is the demanded torque at the transmission input, and TM/G,dem is the demanded motor 

torque. Then, the torque disturbance transmitted through the clutch can be perfectly cancelled as 

long as the motor torque capacity permits. That is, 

 max,/,/,,/ if GMdemGMdemiclutchdemGMi TTTTTT   (5.15) 

In addition, we can eliminate ωi by assuming that the change in ωi is small during the engine-start 

process (i.e. large vehicle inertia). The resulting simplified engine-start system is described as 

 ),( uxFx   (5.16) 
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 f1, f2, and f3 are individual nonlinear 

system dynamics. Disturbance parameters are initial crank angle (θcrank,0) and driver demand 

(Ti,dem). 

Now, the objective of the optimal control problem is to find Pclutch(t) and firing(t) that 

minimize the engine-start time while also minimizing the torque disturbance to the vehicle body. 

Since the final time is free and depends on the final state, we need to clearly define what the 

conditions are for terminating the control problem. Otherwise, we may end up with an 

undesirable final state; i.e. a final state with very high MAP is not ready for a clutch lock-up 

because the high engine torque ripples cannot be cancelled out by the motor torque. We define 

the final time (tf) as the first time when the clutch is ready for lock-up. That is when two 

conditions, |ωi(tf)–ωe(tf)|<50rpm (i.e. small slip is allowed before a clutch lock-up) and MAP 

<MAPtarget (target MAP ready for a clutch lock-up), are met for the first time. In a mathematical 

form, the cost function and the boundary conditions are described as follows. 
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Optimal Control Problem 1 

Minimize   ft

t idemif dtTTtJ
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, )(   (5.17) 
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The cost function consists of a final time and torque error penalty. In the constraints, the 

initial crank angle and MAP are assumed to be 0 deg and 1 bar respectively, the final speed 

condition allows some slipping, and the MAP condition ensures that the engine torque can be 

handled by the motor after the clutch lock-up. 

On the other hand, a different optimal control problem can be formulated if the driver 

demand is treated as a constraint rather than a cost. Furthermore, some torque reserve may be 

desirable in order to meet a possible increase in driver torque demand during the engine-start 

process. As a result, the second optimal control problem is formulated as follows. 

Optimal Control Problem 2 

Minimize ftJ    (5.19) 

Subject to 

firinge

targetf

fcrankcrank

fifee

reserveGMGM

demii

firing

MAPtMAPtMAP

tt

rpmttt

tTTT

tTT



















for0

)( bar, 1)(

)(free,0)(

50)()(,0)(

 allfor ,

 allfor ,0

0

0

0

max,//

,

 (5.20) 

where the first constraint guarantees that the driver demand is always met, and the second 

constraint maintains a specified level of torque reserve. 

Figure 5.9 shows a conceptual sketch of all optimal solutions that can be obtained by the 

above two optimal control problems. These optimal solutions are classified into four categories. 

The first category contains a unique solution that achieves the absolute minimum engine-start 
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time at the expense of significant propulsion torque loss. The second category is the trade-off (or 

disturbed) solution, which balances the engine-start time and torque disturbance. The third 

solution is another unique solution that achieves minimum time without any compromise in 

torque demand (Ti =Ti,dem) by using all available M/G torque. The last one is the torque reserve 

solution, which is the slowest solution and compromises the engine-start time in order to reserve 

a desired level of motor torque. Note that first two categories of solutions are obtained by solving 

the Optimal Control Problem 1, and the third and fourth by Optimal Control Problem 2. 

5.2.1 Variational approach 

The optimal control theory based on the variational approach is applied to solve Optimal 

Control Problem 1 (5.13-14). First, we can define the Hamiltonian function as 

    uxFPuxTTPuxH T
idemi ,),(1),,( 2
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P is the costate, also known as the Lagrange multiplier. 

Then, the necessary conditions that minimize the augmented cost function 
ft

ta dtPuxHJ
0

),,(  

are as follows. 
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Figure 5.9: Conceptual sketch of various optimal solutions. 
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Since the control input u is bounded and constrained, Pontryagin’s Minimum Principle 

(PMP) can be used to replace (5.24) with 

 ),,(minarg)(
)(

PuxHtu
Utu 

   (5.25) 

The corresponding boundary conditions are the original initial and final state constraints plus 

the Hamiltonian condition at the final time, H(tf) = -1, which is introduced by the free final time 

and its appearance in the cost function. Now, the optimal control problem is converted into a two-

point boundary value problem with six ordinary differential equations and six boundary 

conditions including H(tf) = -1. Unfortunately, the algebraic constraint (5.24) on the control input 

cannot be solved for useful insights or the analytical control law. 

Despite its elegant mathematical formulation, variational approach does not guarantee the 

globally optimal solution because it is developed based on the first order calculus of variations. In 

addition, the above necessary conditions must be solved by iterative numerical methods to find a 

solution. Thus, we will use other approaches to find the optimal solutions and obtain useful 

insights. 

5.2.2 Analytical approach via ‘divide and conquer’ 

The objective of the analytical approach is to find the optimal solution in a closed form by 

reformulating (or reducing) the optimal control problem using engineering insights. Let us divide 

the optimal control problem into two smaller problems, engine-driven (Δω>0) and engine-driving 

(Δω<0) phase, because the direction of clutch torque changes with the sign of the slip speed. 
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5.2.2.1 Engine-driven (Δω>0) phase 

During the engine-driven phase, we can simply solve for a solution that reaches Δω=0 as 

soon as possible because the cost function is a monotonic function of the clutch pressure; faster 

speed-up always leads to faster MAP drop as well as faster speed convergence. 

Solution categories 1, 3, and 4 defined in Figure 5.9 can be obtained by the analytical 

approach. First of all, the absolute minimum time solution is trivial; apply maximum clutch 

pressure (Pclutch,max) and use available motor torque (TM/G,max – Ti,dem) to reduce torque error as 

much as possible, which is defined as torque demand minus actual torque at the transmission 

input (ΔTi = Ti,dem – Ti). 

For the perfect disturbance rejection and torque reserve solutions, the input torque is now 

fixed by the drivability constraint (Ti =Ti,dem), and the torque reserve constraint will always be 

active because the minimum time is achieved if and only if all of the available M/G torque is used 

to accelerate the engine (TM/G,max=Ti,dem). Now, the optimal control problem is simply how to 

choose Pclutch(t) that utilizes all of the available M/G torque (TM/G,avail) without exceeding the limit. 

The perfect disturbance rejection and torque reserve solutions are derived as follows. Let the 

clutch torque be equal to the available torque to minimize the engine-start time. That is, 

 )()()()( ,max,/,/ tTtTtTTtT reservedemiGMavailGMclutch   (5.26) 

By the clutch model, Tclutch is computed as 

   )()()( tPtCtT clutchclutch    (5.27) 

Combining (5.22) and (5.23) to find the optimal pressure command, 
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where ωe(t) is described by the engine dynamics, 
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The required information to solve Pclutch
*(t) are TM/G,max(t), Ti,dem(t), Treserve(t), and initial ωi (which 

can be calculated from vehicle speed and gear). A useful special case is that if we assume that 

TM/G,max(t), Ti,dem(t), and Treserve(t) are constant during the engine-start, then Pclutch
*(t) is only a 

function of Δω(t). Furthermore, if we assume that μ(Δω) is constant almost everywhere, as Figure 

5.4 and 5.5 show, the optimal pressure command Pclutch
*(t) is constant almost everywhere (except 

when Δω≈0) regardless of the firing command. This is an important result because the constant 

pressure command is very easy to implement, and the resulting clutch torque is constant, which is 

also easy to cancel out. 

 )()()()( ,max,/,/ tTtTtTTtT reservedemiGMavailGMclutch   (5.30) 

The main decision of the firing command is the initial firing time. In theory, the initial firing 

should occur as soon as the engine speed reaches the minimum firing speed (ωfiring) because firing 

significantly helps faster engine speed-up and reduction of MAP. 

5.2.2.2 Engine-driving (Δω<0) phase 

The engine-driving phase problem is not as simple as the driven phase because the cost 

function is no longer a monotonic function of the clutch pressure. Two objectives, faster engine 

speed convergence and faster MAP reduction may conflict with each other. The engine speed 

overshoot is desirable for two reasons; 1) a slipping clutch allows for a smooth controllable clutch 

torque whereas the clutch lock-up leads to large firing torque ripples transmitted through the 

clutch, and 2) the overshoot leads to a faster MAP drop, but the engine speed eventually has to 

come back down before the clutch lock-up. Therefore, the optimal solution in a closed form can 

not be solved for the engine driving phase, but simple pressure commands, such as with constant 

or linear functions are good candidates for practically implementable optimal solution. 

As an example, if we limit the clutch pressure command to a linear function, one can find an 

initial value and a slope of that linear function that meets two final state constraints on ωe and 

MAP at a minimum engine-start time. Figure 5.10 shows two examples for a comparison; one 
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with a constant pressure and the other with a linearly increasing function starting at a lower 

pressure. Both examples share the optimal constant pressure command (perfect disturbance 

rejection with Treserve = 0Nm) for the engine-driven phase. Note that the first example with a 

simple constant clutch pressure command leads to small slipping condition during the engine-

driving phase. On the other hand, the second example shows that the lower clutch pressure 

promotes overshoot initially, and then the increasing pressure brings the speed back down to the 

input speed before the target MAP (0.6 bar) is reached. This increased engine speed results in 

increased air-flow rate from the intake manifold, which leads to a slightly faster engine-start time. 

5.2.3 Numerical approach via Dynamic Programming 

DP is a very powerful optimization tool for solving a wide range of optimal control problems 

including nonlinear non-convex constrained problems. For numerical implementation of DP in 

the Matlab/Simulink environment, the two original optimal control problems are discretized and 

modified as follows. 
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Figure 5.10: Simulation results of two sample analytical optimal solutions (Treserve = 0Nm). 
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Optimal Control Problem 1 
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The design variables are α, β, γ, and Treserve, where β and γ are the motor torque and clutch 

pressure change penalty coefficients, respectively. The motor torque penalty tries to keep its 

magnitude down, and pressure change penalty reduces changes in clutch pressure commands. 

These penalties are necessary, and their coefficients must be adjusted to obtain practical solutions. 

The main challenge in implementing the DP algorithm for these optimal control problems is that 

this is a minimum time problem. Time penalties of (5.17) and (5.19) are implemented by 

penalizing the cost matrix by 1 at each time step, except for states that meet the final state criteria. 

Note that the final engine speed condition is modified to promote small negative slip, which 

reduces numerical issues that arise when Δω≈0 due to the hyper-tangent clutch model (Figure 

5.5) used for DP purposes. 

Table 5.1 summarizes the variables and grids of the DP problem, which consists of two 

control inputs and three dynamic states. Recall that one of the control variables, TM/G, is 
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eliminated by the perfect Tclutch cancellation assumption using the perfect TM/G controller in (5.14). 

This allows for perfect disturbance rejection as long as the magnitude of Tclutch is smaller than the 

available TM/G. 

There are three important parameters that must be determined before solving the optimization 

problem. These are input speed (ωi), driver demand at the transmission input (Ti,dem), and initial 

crank angle (θcrank,0). These parameters may have a significant impact on the optimal solution 

because 1) the input speed is the target engine speed, 2) the maximum M/G torque depends on the 

input speed, and 3) Ti,dem together with TM/G,max determines the available M/G torque. Although 

θcrank,0 may seem to have an influence on the optimal solution, we have analytically shown that 

the optimal solution is not a function of θcrank,0. In this study, we chose a set of these parameters 

(ωi =1300rpm, Ti,dem=100Nm, θcrank,0=0deg) as an example to illustrate the design method. In 

addition, MAPtarget = 0.6 bar and ωfiring = 700rpm are used in this study, but different values may 

be used for more conservative solutions, depending on the vehicle design and application. 

Table 5.1: Variables and grids of the engine-start control DP problem 

 Variables Grid 

Stage (k) Time [0:0.001:0.5] sec 

Clutch Pressure (Pclutch) [0:25:1000] kPa 
Control (u) 

Firing Command (Firing) [0, 1] 

Engine Speed (ωe) [0:25:1500] rpm 

Crank Angle (θcrank) [0:5:715] deg State (x) 

Manifold Pressure (MAP) [0.5:0.1:1] bar 
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5.2.4 DP Results 

Figure 5.11 summarizes several solutions of both Optimal Control Problems 1 and 2. Note 

that the optimal solutions are comparable to the conceptual sketch shown in Figure 5.9. Also, 

recall that the actuator dynamics and the compression-to-firing transition model are neglected for 

DP simulations, and the engine-start times will increase when these realistic models are included. 

Figure 5.11 illustrates that the absolute minimum time solution (Sol. 1) can start the engine very 

quickly with high clutch pressure. However, the torque error for this solution is very large 

because all of the motor torque is used to start the engine. In fact, some of the vehicle inertial 

energy is reversely transferred to the engine. With increasing penalty on torque error, the torque 

error decreases at the cost of the engine-start time. Note that the overshoot also decreases with 

increasing time because there is a sufficient time to reduce MAP for slower solutions. Sol. 3 and 4 

show that the time also trades off with torque reserve as expected. In particular, Figure 5.12 
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Figure 5.11: Optimal pressure commands and engine speed profiles of various DP solutions. 
(β = 1e-6, γ = 1e-6 for all solutions)
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shows that the engine-start time directly trades off with the initial clutch pressure, which is held 

constant during the engine-driven phase, as the analytical approach showed. 

Although Optimal Control Problem 1 is solved to illustrate possible trade-offs, the solutions 

are less likely to be used on production vehicles because the interruption of power supply will not 

be acceptable. Instead, torque reserve solutions are more likely used to prepare for possible 

increases in driver demand during on engine-start. This leads to trade-offs as shown in Figure 

5.13, and a designer must choose the proper balance between fast start-up and torque reserve 

depending on the various operating conditions including driver demand, vehicle speed, gear, and 

supervisory controller command. 
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Figure 5.12: Trade-off between initial clutch pressure and engine-start time. 
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Figure 5.13: Trade-off between torque reserve and engine-start time. 
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Figure 5.14 shows detailed simulation responses of a sample DP solution for 20Nm of torque 

reserve. Similar to the analytical solution, the DP solution also suggests that we start with a 

constant clutch pressure that utilizes all of the available motor torque, and starts firing as soon as 

the minimum firing speed constraint is met for fast start-up. Then, when the engine speed exceeds 

the input speed, the clutch pressure is reduced to allow for overshoot, and then the pressure is 

increased to bring the speed back down to the desired slip speed as MAP approaches the target 

MAP. Note that the clutch pressure is somewhat noisy during the engine-driving phase and has a 

large spike at 0.24sec as Δω approaches 0. This spike is again due to the hyper-tangent clutch 

model with μ crossing 0 at Δω=0 (see Figure 5.6). Given the slow response of the hydraulic 

actuator, these are difficult to implement, and we will discuss how to implement DP solutions in 

the following section. 
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Figure 5.14: Simulation results of a torque reserve DP solution [Sol. 4]. 
(Treserve = 30Nm, β = 1e-6, γ = 1e-6) 
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5.3 Real-time Control Implementation 

5.3.1 Direct implementation of the DP control policy 

For the supervisory control of HEVs and PHEVs investigated in Chapters 3 and 4, DP results 

could not be directly implemented because the output of the DP algorithm is a time-varying 

control policy, and an extraction process was needed for the implementation of DP results. The 

time dependence of this control policy was strong because the vehicle speed and driver power 

demand were constrained at every time step k by the driving cycles. This, however, is not the case 

for the engine-start DP problem. Neither state variable nor disturbance input is constrained at 

time step k, and the DP control policy is in the form of a time-varying (time-dependent) full state 

feedback look-up table. That is uk
*(ωe,θcrank,MAP,k) where k is the time step. Furthermore, Figure 

5.15 shows that the time-dependence of the DP control policy uk
* is negligible. 
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Figure 5.15: DP control policy (uk
*) at various time steps k (θcrank=0 and Treserve=30Nm). 
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Note that only clutch pressure commands at high engine-speed are shown here, because DP 

suggests initial-fire at the minimum firing speed and pressure command at low speed are constant. 

From Figure 5.15, we can conclude that the DP control policy uk
* is independent of time k. Thus, 

 )(),( xukxu    (5.35) 

and uk
* can be directly implemented in the form of a full state feedback controller without any 

extraction/learning process. 

Although the direct implementation is easy in theory, it is not so trivial in reality because fast 

changes in clutch pressure cannot be realized by the hydraulic actuator, and thus filtrations and 

calibrations of u* would be necessary for real-world implementations. For instance, we must 

smooth out u* by eliminating spikes around 1300rpm shown in Figure 5.15. These spikes are the 

results of the clutch model approximation near zero slip speed (we used a hyper-tangent function 

for DP purposes and a transmission input speed of 1300rpm). 
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Figure 5.16: Filtered DP control policy at various crank angles (k=1 for Treserve=30Nm). 
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Further filtration and calibration of the pressure commands around 1300rpm would be necessary 

to reduce NVH due to sharp changes in clutch torque (i.e. the direction of clutch torque changes 

when the direction of the slip speed changes). 

In addition to the time-independence, further reduction of the control policy is sought by 

testing the dependency of the control policy on the crank angle. Figure 5.16 shows the filtered DP 

control policy at various crank angles and indicates that the DP control policy slightly changes 

with respect to the crank angle due to the firing torque ripples. Thus, u* depends on all three states, 

and the full state feedback policy cannot be further reduced. 

The filtered DP policy (Figure 5.16) is directly implemented, and Figure 5.17 shows the 

simulation results of the direct implementation of the filtered DP control policy. These results 

show nearly identical simulation responses to the original DP responses (Figure 5.14) without the 

pressure spikes. 
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Figure 5.17: Simulation results of the directly implemented DP control policy. 
(Treserve = 30Nm, β = 1e-6, γ = 1e-6) 
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5.3.2 Controller algorithm 

Figure 5.18 illustrates the proposed controller architecture in a block diagram. Gp(s) is the 

engine-start model that was used for optimization, and Ga(s) is the clutch actuator dynamics we 

neglected for optimization purposes. In this control architecture, the objective is to design Ci(s), 

Co(s), and Cm(s); inner-loop controller, outer-loop controller, and motor controller respectively. 

First of all, design of Ci(s) is a nonlinear control problem, but it has been extensively studied to 

achieve fast reference (Pr) tracking performance. Thus, we assume that the actuator loop is a first 

order transfer function. Design of Co(s) is what this study has investigated, and the DP control 

policy can be directly applied here after minor calibrations. The roles of Co(s) include selecting a 

proper torque reserve based on the driver demand (Ti,dem) and available motor torque (TM/G,max). 

Lastly, design of Cm(s) is trivial under the perfect clutch torque cancellation assumption, 

assuming Tclutch can be accurately estimated. However, accurate estimation of the clutch torque is 

a challenging problem. In fact, estimation error coupled with fast but non-negligible motor 

dynamics may be the main source of the NVH, and the design of Cm(s) will require both 

estimation and feedback control algorithms to reduce NVH. 

5.3.3 Control sequence 

The engine-start control is an open-loop control problem; the engine-start process is initiated 

when the supervisory controller requests hybrid mode, and ends when the engine reaches the 

target speed and MAP. Thus, the sequence of the open-loop control algorithm is proposed along 

with the control architecture developed above. 

















MAP
e

e




demiT ,

demiT ,

: plant

: controller

: plant

: controller
 

Figure 5.18: Block diagram of the engine-start control architecture. 



 

 
113

1. Determine Pr(t) based on Tm/g,max, Ti,dem, and Treserve. 

2. Command Pr(t) while estimating Tclutch for perfect disturbance rejection using the M/G. 

3. When ωe = ωi, check if MAP < MAPtarget to find out whether ωe is ready for the clutch 

lock-up. 

4. If ωe and MAP are ready for the clutch lock-up, lock up the clutch. 

5. Else, adjust Pr(t) using a DP-based feedback controller until MAP < MAPtarget, while 

continuing to cancel out the clutch torque. 

The main design variable in this algorithm is to select a proper level of torque reserve that 

balances the engine-start time and torque responsiveness based on the driver demand and vehicle 

states. In addition, it can be beneficial to choose Treserve such that MAP=MAPtarget when ωe = ωi for 

the first time. This choice would avoid overshoot as well as aggressive clutch engagement. 

We have demonstrated how the direct implementation of DP control policy can be realized in 

a real-time control algorithm and a control sequence. In the engine-start control algorithm, the 

DP-based control policy developed in this chapter provides reference clutch pressure commands 

that optimize the design criteria, but other controllers (e.g. hydraulic actuator and motor 

controllers) must be adequately designed and coordinated with the DP control policy to achieve 

the designed performance. 
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

6.1 Conclusions 

In this dissertation, models and design methods that optimize fuel economy, emissions, and 

drivability are developed for control of Hybrid Electric Vehicles (HEVs) and Plug-in HEVs 

(PHEVs). 

Studies in the literature showed that the instantaneous optimization method is a good 

approach for the fuel economy optimization problem. However, the instantaneous optimization 

control approach may suffer from frequent engine on/off and gear-shift events due to its inherent 

inability to handle horizon-based performance objectives such as emissions and drivability, and 

these drivability issues must be properly resolved. When horizon-based performance objectives 

are considered, dynamic optimization methods are proper tools to solve an optimal control 

problem and find an optimal strategy. For instance, Dynamic Programming (DP) results indicated 

that a late-shift strategy with higher engine load is important during cold-starts for fast catalyst 

warm-up, and an early-shift strategy with higher engine on/off threshold power is crucial for the 

optimal charge depleting strategy of a PHEV. Moreover, an adaptive supervisory control 

algorithm that consists of three modular control strategies (engine on/off, gear-shift, and power-

split strategies) is proposed based on the extracted DP results. Each individual control strategy is 

properly adjusted to minimize fuel consumption and tail-pipe emissions under various Energy-to-

Distance Ratio (EDR) and catalyst temperature conditions, assuming that the remaining trip 

distance is known for the optimal control of PHEVs. This DP-based control algorithm is easy to 

adjust and generic enough to be used for both HEVs and PHEVs. Thus, the main advantages of 
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the DP-based SPC over the instantaneous optimal controller are 1) simple and intuitive control 

logic, 2) modular controller design, and 3) adjustability to optimize horizon performance 

objectives. 

On the contrary, the extraction process is not necessary when DP method is applied to the 

engine-start control problem. The DP control policy is found to be nearly time-invariant because 

neither state variable nor disturbance input is constrained at time step k, and thus it can be directly 

implemented in the form of a full state feedback controller after proper calibrations. Moreover, 

the analyses of the DP results and control policy illustrated that a constant clutch pressure 

command is a good practical control strategy, and the engine-start time trades off with the motor 

torque reserve. Thus, the main design variable of engine-start control is to choose a proper clutch 

pressure that balances the engine-start time and torque reserve based on the driver demand and 

vehicle states. 

In conclusion, this doctoral thesis studied merits and limitations of the instantaneous and 

horizon-based optimization approaches in applications to control of HEVs and PHEVs for 

multiple objectives. The instantaneous approach can be an effective tool for problems with 

instantaneous performance objectives, but the horizon optimization approach is the proper choice 

when horizon-based performance objectives are considered. 

6.2 Future Work 

 Application of the comprehensive extraction method for other configurations 

In this study, a design method for the cold-start SPC has been developed using the 

comprehensive extraction method for the pre-transmission parallel hybrid configuration. 

Although this method may not be directly applicable to other hybrid configurations, such as series 

and power-split, the overall approach and comprehensive extraction method may be applicable to 

extract useful optimal control strategies and design control algorithms for other configurations. 
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 Estimation of true Energy-to-Distance Ratio (EDR) under various uncertainties 

In Chapter 4, an adaptive supervisory powertrain controller (SPC) was developed to optimize 

fuel economy and emissions under known trip distances. However, when this is applied to real-

world vehicles, the optimality of the proposed controller becomes questionable due to many 

uncertainties that arise from real-world driving conditions such as vehicle mass, driving style, and 

elevation profile. Thus, EDR must be properly adjusted to reflect the true EDR for current and 

future driving conditions. Finding true EDR is, however, difficult because it needs to be estimated 

based on multiple uncertainties that change in real-time, and future information is generally not 

available. 

 Modeling and control of the engine-start for NVH reduction 

In Chapter 5, assuming that perfect clutch torque estimation and cancellation are feasible, 

drivability has been the focus of the engine-start control, and a corresponding optimal control 

problem has been formulated and solved by various methods. However, perfect estimation and 

cancellation are challenging problems and likely infeasible. If the perfect clutch torque estimation 

assumption fails, NVH problems arise, and a feedback controller that attenuates NVH would be 

necessary as a part of the motor controller because the motor torque can be much more quickly 

and accurately controlled than the clutch torque. 

Since NVH control problems tend to reside in the high frequency region, the engine-start 

control for NVH poses a different control problem from the one that has been studied in this 

dissertation. A much more detailed model, including shaft dynamics, will be necessary, and 

classical control theories, such as loop shaping, will be more useful than the optimal control 

theories. 
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APPENDIX A 

MATHEMATICAL BACKGROUND 

Classical Optimal Control Theory: Variational Approach 

The variational approach is widely used in various applications including HEV control 

problems due to its elegant mathematical formulation and results. The main feature of the 

variational approach is that it converts the optimal control problem into a two-point boundary 

value problem. However, this two-point boundary value problem often must be solved iteratively 

to find the solution, which guarantees neither convergence nor global optimality. Despite these 

disadvantages, it is a very useful tool to solve the optimal control problem. In the following, the 

general form (free time and partly free final state) of the variational approach is summarized. 

The optimal control problem is to find t1
*>t0, x

*(t), and u*(t) for t0≤t≤t1
* that 

 Minimize     1

0

,,),( 11

t

t
dttuxLttxKJ  (A.1) 

 Subject to ),,( tuxfx   (A.2) 

              010 )( xtx   (A.3) 

                     0),( 1 ttxi  (A.4) 

where K(x,t) is terminal cost function, L(x,u,t) is instantaneous cost function, f(x,u,t) is system 

dynamics, ψi(x,t) is final state constraints, t0 is initial time, and x0 is initial state, and these 

functions and initial conditions are all given. Then, the Hamiltonian function is defined as 

   ),,()(,, tuxftptuxLH  , (A.5) 

and the necessary conditions for the solution of the above optimal control problem are as follows 

[5,10,41]: 

If a solution t1
*, x(t), u(t) for t0≤t≤t1

* is a local minimizer, then there is p(t) such that 
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This two-point boundary value problem can be numerically solved by iterative search algorithms 

such as Sequential Quadratic Programming (SQP). 

Special case (instantaneous optimization): HEV control for fuel economy 

Equivalent Consumption Minimum Strategy (ECMS) is a well-known instantaneous 

optimization method, which minimizes the sum of fuel and battery energy consumption at every 

instant, where the weighting factor of the battery energy consumption must be properly selected 

to achieve charge sustenance [68,69,79,80]. ECMS was first developed based on engineering 

intuition, and then its near-optimal performance was supported by the analogy between the 

variational approach and ECMS as follows [80]. 

Find the optimal control trajectory u(t) that 

 Minimize  
1

0

t

t fuel dtumJ   (A.13) 

 Subject to ),( uSOCfCOS   (A.14) 

                  )()( 10 tSOCtSOC   (A.15) 
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Then, define the Hamiltonian function as 

 ),()(),,( uSOCfpumpuxH fuel   , (A.16) 

and the necessary conditions are 

 ),(   uSOCfCOS   (A.17) 
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If we assume that the open circuit voltage and internal resistance maps are not functions of the 

battery SOC, that is 

 )(
~

),( ufuSOCfCOS   (A.20) 

Then, the Hamiltonian function becomes 
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ufpumpuH fuel    (A.21) 

and the necessary conditions are 
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Under this assumption, 0)( tp  and the costate p(t) is now constant. In addition, since u is 

constrained due to the limited engine power, equation (1.10) is replaced with 

   puHtu
u

,
~

minarg)(   (A.25) 

using the Pontryagin’s Minimium Principle (PMP). These necessary conditions with a single 

constant costate becomes an instantaneous optimization problem and can be easily solved; one 

can compute u*(p) and find p that meets the charge sustenance constraint for a given driving cycle. 
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Although the variational approach-based static optimization method offers near-optimal 

performance with relatively simple algorithm for the fuel economy problem, the near-optimality 

and simplicity no longer hold when horizon-based performance objectives (e.g. emissions and 

drivability) are considered for simultaneous optimization. For instance, tail-pipe emissions 

heavily depend on a dynamic state, catalyst temperature, and leads to dynamic costate, 0)( tp . 

Therefore, the necessary conditions cannot be simplified and should be numerically solved by the 

iterative search algorithm. One of the main weaknesses of the variational approach is that the 

global optimality is not guaranteed because the theory is developed based on the first order 

calculus of variations, but its solution is globally optimal if 1) the optimization problem is convex 

or 2) the global minimum exists and there is a unique solution that satisfies the necessary 

conditions. 

Dynamic Programming 

Another widely used optimization algorithm is Dynamic Programming (DP). The main 

advantage of DP over the variational approach is that the global optimality is guaranteed even for 

non-convex constrained nonlinear optimal control problems. A main drawback is that its 

computational efforts exponentially increase with the number of state and control variables, also 

known as curse of dimensionality. Thus, for nonlinear optimal control problems with reasonable 

size, DP can be a very powerful tool to find the globally optimal solution. In this section, the 

principle of optimality and the DP algorithm are summarized as follows. 

 

For a discrete-time deterministic dynamic systems, 

 ),,,(1 kkkk wuxfx        k = 0,1,…N-1 (A.26) 
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if  


  1210 ...,,,, N , where k  maps states xk into control action )( kkk xu  , is the 

optimal policy that minimizes the following dynamic optimization problem: 

Minimize the cost function 

 ),,()(
1

0
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k
kN wuxLxKJ 





  (A.27) 

Subject to 

 ,0)( ii xg       i = 1,2,…p (A.28) 

 ,0)( jj uh       j = 1,2,…q (A.29) 

 n
k Xx R ,      m

kk kxUu R ),(  (A.30) 

where xk is the state vector at stage k in the space of X, uk is the control vector, wk is a 

predetermined disturbance, Lk is the instantaneous transition cost, K is the terminal cost at the 

final stage N, and g and h are inequality and equality constraint functions respectively. 

Then, the principle of optimality dictates that the truncated policy  








  121 ...,,,, Niiii   is an 

optimal solution to the following sub-problem. 
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where Ji indicates the “cost-to-go” function from stage i to N. Note that constraints are imposed in 

this dynamic optimization problem. One of the advantages of DP is that it can handle constraints 

on state and control variables [6,41]. 

We can extend the idea of the principle of optimality to arrive at the DP algorithm, which 

allows us to solve the entire dynamic optimization problem by solving a sub-problem for each 

stage repeatedly backwards in time. In other words, we can solve a much smaller single stage 

sub-problem for the last stage (i = N – 1) resulting in a truncated optimal policy  



  11 NN  , and 

then solve another single stage sub-problem for the second to last stage (i = N – 2) with 

 



  11 NN   and cost-to-go 

1NJ  information given from the previous sub-problem, and for the 
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third to last stage, and so on, until the initial stage (i = 0), which completes the entire optimization 

problem with the optimal policy  


  1210 ...,,,, N  and total optimal cost J . Thus, the 

entire optimization problem is decomposed into a sequence of single stage minimization 

problems as follows. 

Step N – 1 
 )],,()([min 1111
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
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u
N wuxLxKJ

N

 (A.32) 

Step k, 10  Nk  
 )],,([min 1 kkkk
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  (A.33) 

where optimal policy  








  121 ...,,,, Niiii   gives the optimal cost-to-go 
iJ , which represents 

the optimal cost from stage i to final stage N. Instead of enumerating all possible control 

sequences, solving the optimal control problem via the presented DP algorithm promises reduced 

computation burden and globally optimal solution. 
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