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Retrospective Cost Adaptive Control of Low-Reynolds 
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The performance of micro air vehicles (MAVs) is sensitive to flow unsteadiness such as 
wind gusts, due to their low flight speed and light weight. We investigate the interplay of active 
flow control and stable flight performance. Specifically, a dielectric barrier discharge (DBD) 
actuator, characterized by fast response and non-moving parts, is used to control unsteady 
aerodynamics under fluctuating free-stream conditions on finite and infinite wings with the 
SD7003 airfoil geometry at chord Reynolds numbers between 300 and 1000. Feedback control 
is achieved using a retrospective cost adaptive controller, which adjusts control gains by 
minimizing a quadratic function of the retrospective performance and requires knowledge of 
nonminimum-phase (NMP) zeros (i.e., the complex numbers with magnitude greater than one 
where the transfer function equals zero) of the linearized flow-actuator model. The linearized 
flow-actuator system with lift as the performance has one real NMP zero, which approaches 
one as the distance between the actuator and the leading edge, Reynolds number, wing aspect 
ratio, or voltage increment decreases. At 15° angle-of-attack under modest free-stream 
fluctuation, DBD actuator commanded by the control law can stabilize lift by adjusting 
pressure and suction regions on the airfoil surface. 

Nomenclature 

AR  = aspect ratio of a wing ( /b c ) 
b  = span of a wing, m 
c  = chord length of a wing, m 

 or D dC C  = drag coefficient of a wing or wing section 

 or L lC C  = lift coefficient of a wing or wing section 

pC  = pressure coefficient 

 or iEE   
= electric field vector, N/C  

 or b biFF
 
= quasi-steady body force generated by the DBD actuator, N/m3  

iH
 

= i-th Markov parameter, 1/V  

cn
 

= order of the controller  

Re  = Reynolds number  
U  = free-stream speed, m/s 

*t  = normalized time in the flow simulation ( /U t c ) 

appV  = voltage applied to the DBD actuator, kV  
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,0appV  = nominal voltage applied to the DBD actuator, kV  

actx  = distance to the peak body-force of the DBD actuator from the airfoil leading edge, m 

NMPz  = nonminimum-phase zero location 

  = angle of attack of a wing, degree 

d  = vertical disturbance amplitude (flow speed ratio of maximum disturbance and vertical free-stream) 

I. Introduction 

HE performance of low-Reynolds-number flyers, specifically flyers with Reynolds numbers less than 105, is 
significantly affected by flow conditions1. Unlike higher-Reynolds-number flows, the flow structure in the low-

Reynolds-number regime is sensitive to flow separation, laminar-turbulent transition, and flow reattachment2.  Thus, 
the flight performance under unsteady ambient wind conditions is a major design issue3,4. Flow control at low 
Reynolds numbers involves free stream turbulence and flow unsteadiness, which may include changes in the 
transition point and the size of laminar separation bubble. Furthermore, at high angles of attack, the instability in a 
separated flow region induces unsteady vortex evolution, resulting in time-varying performance. The goal of low-
Reynolds-number flow control is to decrease the laminar separation bubble, promote flow reattachment, and 
suppress vortex structure evolutions.  

A dielectric barrier discharge (DBD), which is a gas discharge with a dielectric insulator, is known to generate  
neutral fluid flow under atmospheric pressure if the appropriate geometry and voltage waveform are used5. A DBD 
actuator does not require components for mass injection or mechanical moving parts. A DBD actuator can be easily 
installed on an airfoil due to the simple structure (i.e., electrodes divided by a thin dielectric insulator). DBD 
actuators are known to generate a thin layer of wall jet by delivering momentum to the neutral flow field from non-
thermal ionized particles using a high intensity electric field6. Due to its high bandwidth (up to several kHz), this 
actuator can be a versatile control device for various applications. In addition, the duty cycle − the time duration that 
the actuator is turned on − as well as the amplitude of the applied voltage can be modulated to accommodate 
performance and power requirements.  

Closed-loop active flow control can be used to achieve desired aerodynamic performance7 and eliminate the 
influence of disturbances. For example, in Ref. 8 a linear quadratic regulator is used to stabilize the unstable states 
of a reduced order model constructed using the proper orthogonal decomposition technique. However, the flow 
dynamics at low Reynolds numbers vary significantly depending on flow conditions, making fixed-gain control 
difficult. Adaptive control techniques have the advantage of tuning the feedback gains in response to the true plant 
dynamics and exogenous signals. Nevertheless, these techniques typically require some model information, for 
example, reduced order models9 or time-series models10, and identifying this model information from high-
dimensional flow fields can be challenging. More information about identifying time-series flow models can be 
found in Ref. 11 and Ref. 12. 

In previous work10, the retrospective cost adaptive control (RCAC) algorithm was applied to control the pressure 
drag of the SD 7003 airfoil at a Reynolds number of 300. RCAC updates the control parameters based on the 
retrospective performance, which is a surrogate measure of the true performance. RCAC requires limited model 
information, specifically, the delay, first nonzero Markov parameter, and nonminimum-phase (NMP) zeros of the 
linearized transfer function from the control to the performance. Furthermore, this model information can be 
estimated from the linearized system’s Markov parameters, which are the impulse response coefficients of a 
discrete-time linear system. In particular, the NMP zeros can be estimated from the roots of a polynomial whose 
coefficients are constructed from a finite number of Markov parameters. Alternatively, the NMP zeros can be 
estimated by applying tailored system identification techniques13. Using Markov parameters is a convenient way of 
obtaining the required model information because in many cases they can be easily identified. For the flow-actuator 
system with a steady nominal state, the Markov parameters can be estimated by an open-loop impulse test. 

Time delay and NMP zeros are known to restrict achievable performance of feedback control14 and achievable 
bandwidth15. Specifically, the upper bound of the bandwidth is shown to decrease with increasing time delay or 
decreasing NMP zeros. Moreover, the delay and NMP zeros are dynamic characteristics that depend on the input-
output behavior of a system, and cannot be modified by feedback control. The choice of measurements (i.e., the 
location and number of sensors) as well as actuators (i.e., the number and location of actuators) are important factors 
in determining the delay and zeros of a system, and thus, the achievable performance. In the current study, the 
single-input-single-output (SISO) control system is purposed where the aerodynamic lift is measured as the 
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performance variable. However, the response of the aerodynamic drag is also studied for the fluid dynamics 
perspective.  

Numerical approaches to unsteady fluid dynamics require sufficient spatial and time resolutions in discretization 
to capture relevant flow structures and unsteady dynamics. For low-Reynolds-number applications of DBD actuators, 
the difference in both spatial and time scales between plasma operation and neutral flow evolution is large enough to 
use a quasi-steady assumption for the plasma dynamics. However, using a digital controller with the flow-actuator 
system introduces another time scale. Furthermore, if the data sampling or updating rate is changed, the dynamic 
system observed by the controller will change.  

Using DBD actuation for adaptive flow control involves further issues, such as the impact of flow and actuator 
conditions on the system dynamics and control authority. For example, the actuator location affects not only static 
aerodynamic forces but also the dynamic force evolution. From a fluid dynamics perspective, it is important to 
understand the dynamic flow mechanisms that stabilize flow unsteadiness. Moreover, assessing the sensitivity of 
control performance, such as controllable fluctuations of aerodynamic forces, to actuator and control parameters is 
required, considering the limited power of DBD actuators.  

Linear control theory has been applied to some nonlinear problems, for example flow control with linearized 
fluid equations16 and electrical circuits with piecewise-linear model order reduction17. However, many fluid 
dynamics problems are highly nonlinear, especially low-Reynolds number airfoil flows, which often include flow 
separation and instabilities depending on flow conditions. This study demonstrates that flow conditions, such as 
Reynolds number and angle of attack, can significantly affect the linearized model of a fluid dynamic system. 
Furthermore, DBD actuation also affects the system dynamics and can excite the fluid dynamic system beyond the 
local linear regime. Note that such changes in flow conditions and the resulting nonlinearities may become too 
significant for many feedback control laws. Although the adaptive controller used in this study is nonlinear and 
capable of adjusting control gains, incorporating parametric changes of small time scales may not be feasible, even 
with online system identification. One of the key issues in the current flow control framework is the allowed 
parametric changes in achieving control goals such as stabilizing lift under a certain level of flow unsteadiness.  

In this study, the response of the flow field to the DBD actuation and free-stream unsteadiness is investigated by 
identifying system parameters and stabilizing aerodynamic lift using the retrospective cost adaptive control 
algorithm. The flow-actuator system is a finite or infinite wing at the chord Reynolds numbers between 300 and 
1000 and a DBD actuator on the upper surface of the wing. The angle of attack of the wing is 15°, which results in 
massive flow separation for the Reynolds number range of interest. In addition, a sinusoidal unsteadiness in vertical 
free-stream speed is introduced. The system parameters required for the controller, specifically the first nonzero 
Markov parameter and NMP zeros are estimated under different flow and actuation conditions − Reynolds number 
Re = 300 ~ 1000, wing aspect ratio AR = 4 ~ ∞, and actuation location xact = 0.05c ~ 0.7c. For moderate disturbance 
magnitudes of αd = 0.01 ~ 0.06, the lift fluctuation is stabilized by feedback control, and the disturbance rejection 
mechanism of the DBD actuation is studied by exploring the flow field. Furthermore, the variations in the system 
parameters, which can occur at high levels of flow unsteadiness and restrict control performance, are explored along 
with the relevant flow physics. 
 

II. Aerodynamics and DBD Actuator Models 

A. Fluid Dynamics Model 
The flow fields are analyzed by solving the incompressible Navier-Stokes equations using Loci-STREAM18, a 

parallelized pressure-based unstructured finite volume code. Since the ion and electron states are non-equilibrium 
and the ion temperature is comparable to the neutral fluid, the neutral fluid is treated as being isothermal. 
Considering the time scale disparity between the low-Reynolds number flow and the radio frequency (RF) gas 
discharge of the DBD actuator, the force acting on the neutral fluid is assumed to be a quasi-steady body force. The 
body force felt by the neutral flow is equivalent to the Lorentz force acting on the net charge density. For the 
unsteady operation of the actuator only the amplitude variation of the operation voltage with time scales much larger 
than the RF operation is considered. In index notation, the relevant conservation equations are, for i,  j = 1, 2, 3, 

0,j

j

u

x





      (1) 
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where, biF  is DBD body force vector defined below. Here, ix  is Cartesian position in the global coordinate system, 

iu  is the flow velocity,   is the density, p  is the pressure,   is the kinematic viscosity of air. 

B. DBD Actuator Model 

 
Figure 1 Schematics of wing and DBD actuator model. 

The DBD actuator is modeled with linear electric field and constant net charge density19. As shown in Fig. 1, this 
model prescribes localized body forces in a triangular plasma region bounded by two electrodes and the dielectric 
surface. The electric field distribution inside the plasma region is approximated by spatially linear relations 

     ' ' ' ' ' '
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, , , ,
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  
 

                                            (3) 

where                 ' ' ' ' '
1 2 0 1 1 2 2 0, , ,    ,appV t

x x t E t k x k x E t
d

E                                                   (4) 

and ' '
1 2( , )x x  is the actuator local coordinate system, d  is the insulator thickness, and 1k  and 2k  are the linearized 

slopes of the electric field in the '
1x  and '

2x directions, respectively. This is a solution of Gauss’ equation with the 
constant net charge density assumption. In (4), the maximum electric field intensity 0 ( )E t  is defined using the 
applied voltage and insulator thickness. The slopes 1k  and 2k of the electric field attenuation away from the exposed 
electrode and dielectric surface are set to allow the breakdown voltage at the boundary with the minimum electric 
field strength. As shown in Ref. 19, this analytical-empirical model results in a body force component acting on the 
fluid, which is given by 

     1 2 1 2 1 2, , , , , ,b c c v dx x t q x x f t x x t  F E      
 
(5) 

where vf  is the AC frequency of the voltage applied to the DBD actuator, dt  is the discharge duty cycle, and 

1 2( , , )x x tE  is the electric field distribution (3) transformed to the global coordinate system. Furthermore, since the 
constant charge density c  with unit charge cq  is present only inside the plasma region, 1 2( , )x x  is set to 0 or 1 
depending on the position. The plasma region is invariant along x3-axis on the wing. For this study, the horizontal 
electric field length 0.05hl c  and vertical length 0.025vl c . The discharge duty cycle is the portion of time 
during which effective force generation occurs in each operation cycle. Under feedback control, the applied voltage 
to the electrode depends on the control signal, resulting in a time-varying body force. Since the reduced-order DBD 
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model (3) ~ (5) is based on the quasi-steady assumption using the time scale disparity, the control input is 
meaningful when its timescale lies between those of low Reynolds number flow and plasma operation. The DBD 
model has been validated against experimental data of force generation20 and maximum induced flow velocity21.  

 
Figure 2 Velocity profile of the induced wall jet. 

The velocity profile of the flow induced by the reduced-order DBD model is shown in Fig. 2, where U  is the flow 
speed parallel to the wall, maxU  is the maximum flow speed, y  is the distance from the wall, and   is the height 
where 0U  . Since the flow downstream of the actuator is a momentum jet, the velocity profile is independent of 
the streamwise distance and consistent with the similarity solution in Ref. 22.  

In order to assess the resultant performance of the DBD actuator and controller, a single co-flow directional DBD 
actuator with voltage amplitude modulation according to the control input is used in this study, and the position of 
the actuator is changed such as xact/c = 0.05 ~ 0.7.  
 

III. Control Algorithm 
In this section, we summarize the adaptive control algorithm presented in Ref. 23 for a single-input, single-

output control system. The details of the multi-input, multi-output algorithm are shown in Ref. 23. Consider the 
single-input, single-output linear discrete-time system 

       11 ,x k Ax k Bu k D w k                                                              (6) 

     1 0 ,z k E x k E w k                                                                         (7) 

where        ,  z ,  u ,  w wlnx k k k k        are the state, performance, control, and exogenous command 
and/or disturbance signal with 0k  . We present an adaptive output feedback controller under which the 
performance variable z  is minimized in the presence of the exogenous signal w , which could be a disturbance, 
command, or both. In this paper, we use an adaptive feedback controller to minimize the variation of the 
aerodynamic lift acting on the airfoil under inlet flow conditions with a sinusoidal disturbance. 

For the general control problem given by (6)-(7), we use a strictly proper time-series controller of order cn , such 
that the control ( )u k  is given by 

         
1 1

,
c cn n

i i
i i

u k M k u k i N k z k i
 

                                                        (8) 

where, for all 1,  ,  ci n  ,    ,  Ni iM k k   are given by the adaptive law presented below. The control can be 

expressed as  

      ,Tu k k k                                                                               (9) 

where  

          2
1 1

c

c c

T n
n nk N k N k M k M k                                             (10) 
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is the controller parameter matrix, and the regressor vector  k  is given by  

 

 

 
 

 

2

1

1
cc n

c

z k

z k n
k

u k

u k n



 
 
 
 

 
 

 
 

  



 



                                                                  (11) 

For positive integer , we define the extended control vector  U k  by  

  
 

 1

cp

c

u k

U k

u k p

 
  
   

                                      (12) 

where 1.cp    From (9), it follows that the extended control vector  U k  can be written as  

     
1

1 1 ,
cp

T
i

i

U k L k i k i 


                                                           (13) 

where 

( 1) 1

( ) 1

0

1 .

0

c

c

i
p

i

p i

L

 

 

 
 

 
 
 

                                                                    (14) 

Next, define the retrospective performance 

        ˆ ˆˆˆ , , ,zuz k z k B U k U k                                                    (15) 

where     2

1

ˆ ˆ ˆˆ , 1 ,  
c

c

p
nT

i
i

U k L k i   


     is an optimization variable, and control matrix zuB  is given by (25) 

below. Note that ˆˆ( , )z k  is obtained by modifying the performance variable ( )z k  based on the difference between 

the actual past control inputs ( )U k  and the recomputed past control inputs ˆˆ ( , )U k  assuming that ̂  had been used 

in the past. Thus, ˆˆ( , )z k  may be interpreted as an approximation of the performance had ̂  been used in the past. 
Now, consider the retrospective cost function   

           2ˆ ˆ ˆ ˆˆ ˆ, , ,
T

lJ k z k k k k                               (16) 

where the learning rate ( )l ka Î  affects the transient performance and the convergence speed of the adaptive 
control algorithm. Substituting (15) into (16) yields  

       ˆ ˆ ˆ ˆˆ , ,T TJ k A k b k c k                                                            (17)
  

where 

            
        2 ,

c

T
l nA k D k D k k I          (18) 

            2 2 ,T
zu lb k D k z k B U k k k        (19) 

    
            2

,T
zu lc k z k B U k k k k           (20) 

and     
1

1 .
cp

T
zu i

i

D k B L k i


   Since  A k  is positive definite,  ˆˆ ,J k  has the unique global minimizer 

   11
.

2
A k b k  Thus, the update law is given by    
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     11
1 .

2
k A k b k                                                           (21) 

The adaptive controller (9) and (18)-(21) requires limited model information of the plant (6)-(7); however, the 
controller does require knowledge of zuB . In this paper, we construct zuB  using estimates of the plant’s relative 
degree, first nonzero Markov parameter, and the nonminimum-phase zeros of the transfer function from u to z. 
Consider the transfer function from u to z given by  

                 1
1 ,zuG z E zI A B


      

             (22) 

which can be written as   

   
 

,zu d

z
G z H

z




                                                (23) 

where the relative degree 1d   is the smallest positive integer i such that the i-th Markov parameter 1
1

i
iH E A B  

is nonzero, and  z  and  z  are monic coprime polynomials. Next, let  z  have the factorization 

      ,u sz z z                                                                        (24) 

where  s z  is a monic polynomial of degree ns whose roots lie inside the unit circle, and  u z  is a monic 
polynomial of degree nu whose roots lie on or outside the unit circle. Furthermore, we can write  

  1
,1 , 1 ,  .u u

u u

n n
u u u n u nz z z z   

      Then we let un d    and the resulting control matrix zuB  is 
given by   

1
1 ,1 ,0 1 .c

u

p
zu d d u u nB H   

                                                     (25) 

Note that zuB  is constructed using knowledge of the relative degree d, the first nonzero Markov parameter dH , and 
the nonminimum-phase zeros of  u z  of the transfer function from u to z. Other constructions of zuB  are shown 
in Ref. 24. 
 

IV. Results and Discussion 

A. Effect of DBD Actuation on High Angle of Attack Unsteady Flow 
In this study, an angle of attack (α) of 15˚ is used to explore the dynamics of unsteady flow separation without 

actuation. An example flow structure around a finite wing with Re = 1000, based on the free-stream speed 
2 2 2
1 2 3U U U U     , where 1 2 3( , , )U U U  is free-stream velocity, and wing chord c , is shown in Fig. 3. Without 

any disturbance in the free-stream flow, the separated flow is unstable and induces unsteadiness in the flow field. 
Specifically, Fig. 3 shows a periodic evolution of the vortex structures with a non-dimensional period of 1.61; the 
compact vortex pair causing maximum lift evolves to a single weak vortex generating minimum lift.  

 
            a)                   b)  
Figure 3 Streamlines and pressure contours without actuation (Re = 1000, α = 15˚): a) maximum lift instant; b) 
minimum lift instant. 

If there is a disturbance in the free-stream flow, for example in the vertical flow speed, the vortex instability in 
the separated flow region is coupled with the free-stream unsteadiness. In this case, the free-stream velocity is
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* * *
1 2 3( ) ( , (1 sin(2 / )), )dt U U t T U  U , where * /t U t c  is the non-dimensional time, d  is the disturbance 

amplitude, and *T  is the non-dimensional disturbance period. As shown in Fig. 4a, if the frequency difference 
between the instability of the separated flow and the free stream unsteadiness is large, the two time scales are 
separated. However, if the two time scales have the same order of magnitude (as shown in Fig. 4b), two fluctuations 
are coupled, resulting in larger amplitude variations in drag and lift even with the lower disturbance amplitude. 

 
     a)                                 b)  
Figure 4 drag and lift time histories with the sinusoidal disturbance in vertical free-stream speed (Re = 1000, 
α = 15˚): a) T* = 100, αd = 0.1; b) T* = 5, αd = 0.06. 

When the actuator is activated, the body-force field generates an induced flow near the airfoil surface as shown 
in Fig. 5a. The reduced-order DBD actuator model approximates the body-force field inside the ionized gas volume 
with quasi-steady linear distributions of positive x1-directional and negative x2-directional forces. The actuation Vapp 
= 1 kV induces a maximum flow speed as the same order as the free-stream speed U¥ . For Vapp = 1 kV, the 
maximum non-dimensional body force, normalized by the inertial force of the free stream condition, is 
approximately 97.2. While inducing the flow entrained from the surrounding air and accelerated to downstream, the 
actuator generates suction and pressure regions upstream and downstream of the actuation position, respectively. As 
a result of the induced wall jet, the additional wall shear stress contributes to drag increase. When this wall-jet is 
applied to the flow with α = 15˚, the separated flow region is decreased and the unsteady separated region is 
stabilized with a reduced separated-flow region as shown in Fig. 5b. 

 
     a)                          b)  
Figure 5 Flow field with 1 kV actuation (actuator length: lh/c= 0.05, position: xact/c = 0.2): a) velocity vectors, 
streamlines and pressure contours without free-stream; b) streamlines and pressure contours with free-
stream (Re = 1000, α = 15˚). 

B. Identification of the Flow-Actuator System 
At each flow time step, the flow field is calculated, followed by the performance measurement and voltage 

update, provided that the flow time step coincides with the control time step. As a result, there is a system delay of at 
least 1 in the control time scale unit, regardless of the flow time resolution. Fig. 6a shows a typical impulse response 
of the aerodynamic lift and the Markov parameters (i.e., impulse response coefficients) estimated from the impulse 
response. Although the flow-actuator system is infinite dimensional, it is approximated with a linear discrete-time 
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model with the finite number of Markov parameters around a nominal actuation condition. The order of the linear 
system can be estimated by the number of dominant singular values of the block-Hankel matrix, which is a square 
block matrix whose skew diagonal matrices are composed of the Markov parameters from 0 2 2nH H - , where n is 

the order of the system. For example, the estimated order of the system shown in Fig. 6b is approximately 6. For the 
conditions tested in this study the order is less than 10, and no noticeable difference in the system order is observed 
between Re = 300 and 1000. On the other hand, the order increases as the flow time resolution increases. As shown 
in section D, however, capturing higher frequency responses is not necessarily beneficial for the current examples. 
In addition, the current flow time resolution is shown to be sufficient to represent the dynamics of the flow-actuator 
system. 

 
     a)                  b)  
Figure 6 Impulse response and system identification for lift (Re = 1000, α = 15˚, Vapp,0 = 1 kV, ∆Vapp = 0.2 kV, 
Hi: i-th Markov parameter, σi: i-th singular value): a) impulse response and identified Markov parameters; b) 
singular values of the block-Hankel matrix. 

The estimated Markov parameters include the information of system zeros. More specifically, some of the roots 
of the Markov parameter polynomial approximate the zeros that lie outside of the unit circle in the complex domain; 
these are the nonminimum-phase (NMP) zeros or unstable zeros of the linearized transfer function. As opposed to 
the drag response where no NMP zero is observed in most cases, thus the linearized transfer function from the 
control to drag is minimum-phase, the one from the control input to lift is NMP, mostly with one real NMP zero in 
the current study. This difference can be attributed to the fluid dynamics under the influence of the DBD actuation.  

The step response of a system with an odd number of NMP zeros has initial undershoot, that is, the step response 
initial move in the direction opposite to its steady-state value25. For example, the step response of a system with one 
real NMP zero, having positive steady-state output, initially decreases then increases to reach the steady-state value. 
A system with multiple NMP zeros repeats the step response with ripples which cross the undisturbed value as many 
times as the number of real NMP zeros before reaching the steady-state output. Moreover, for a continuous-time 
system, the relative undershoot ry, that is the ratio of the undershoot amplitude and the steady-state value in a step 
response, is known to decrease as the NMP zero increases26,27. By relating the NMP zero and dynamic response of a 
system, the relative undershoot is informative to understand the relative NMP zero positions of a system under 
different conditions. For example, the increased undershoot or decreased steady-state value means a smaller NMP 
zero as well as a larger relative undershoot.  

As noted earlier, the impact of the DBD actuation on the flow field under the flow and actuator conditions can be 
summarized as the intensified suction and pressure peaks around the actuation position, increased wall shear stress 
and reduction of flow separation. At these low Reynolds numbers, the drag reduction due to the reduced separation 
region by the induced wall jet is less than the drag increase due to the viscous forces, resulting in the increase of the 
steady-state drag with actuation. Moreover, at the moment of actuation, the induced jet increases the local viscous 
drag before affecting the separated flow region. As a result, the impulse actuation increases drag without undershoot, 
and the system for drag is either minimum phase or NMP with an even number of NMP zeros. For the flow and 
actuator conditions in this study, the system with drag as the performance is estimated to be minimum-phase or 
NMP with an even number of complex NMP zeros. Lift, on the other hand, initially decreases due to the downward 
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flow induced by the negative x2-directional body force field but then increases due to the intensified suction and the 
enhanced pressure recovery by the reduced flow separation, resulting in the step response with initial undershoot. It 
is consistent with this observation that the impulse response tests for lift show one real NMP zero. Since the initial 
impact of the actuation on aerodynamic forces determines whether the system has initial undershoot in the step 
response or not, the local variations of pressure and viscous force fields caused by the DBD actuation are major 
factors affecting the difference between systems with lift and drag as the performance.  

C. Disturbance Rejection with Feedback Control 
Assuming no information about the flow unsteadiness is known a priori, the retrospective adaptive controller is 

applied to the feedback loop to eliminate the impact of the flow unsteadiness. The ratio of control and flow time 
steps is set to 10 to limit the bandwidth of the control system. We use the zero-order-data hold28, which keeps the 
control constant between control time steps. The sensitivity of control performance on the time step ratio is 
discussed in section D.  

Fig. 7 shows feedback control results for sinusoidal disturbances in the vertical free-stream speed with different 
disturbance magnitudes and frequencies. The objective is to minimize the difference between the undisturbed lift 
with the nominal actuation and the measured lift under the influence of the disturbance. For both Fig. 7a and b, the 
impact of sinusoidal disturbances on the airfoil lift is suppressed by the DBD actuator with the time-varying voltage 
signal determined by the controller. The fluctuation of drag, on the other hand, is amplified for T* = 100, while 
suppressed for T* = 10, which implies the actuation can be beneficial in both lift and drag depending on the 
disturbance frequency. 

  
a)                       b)  

Figure 7 Feedback control result of aerodynamic forces and control input for disturbance rejection (Re = 
1000, AR = ∞, α = 15˚, Vapp,0 = 1 kV, learning rate = 200, nc = 50, 3 system parameters capturing 1 NMP zero 
and delay):  a) T* = 100, αd = 0.06; b) T* = 10, αd = 0.01. 

The variation in vertical flow speed induces changes in both flow speed and angle of attack, and aerodynamic 
forces are also subject to the response of the separated flow to the changes. As shown in Fig. 7a, for the disturbance 
with a lower frequency and a higher amplitude, the phase difference between open-loop drag and lift fluctuations is 
larger than the one with a higher frequency and a lower amplitude in Fig. 7b. In addition, the closed-loop control 
voltage is close to the reverse of the lift variation for both cases, resulting in the suppression of the lift fluctuation. 
As a result, the control voltage signal of Fig. 7a is in phase with the drag fluctuation, amplifying the drag fluctuation. 
On the other hand, drag and lift are in phase with each other in Fig. 7b and the control voltage suppresses both drag 
and lift fluctuations.  

For the case of Fig. 7a, streamlines and pressure contours under the open-loop (i.e., constant voltage) actuation 
are shown in Fig. 8a and b, when the lift is minimum and maximum, respectively. Since the amplitude of the closed-
loop voltage variations is too small to cause a noticeable difference in the flow structure, Fig. 8a and b also 
correspond the phases when the closed-loop control voltage is maximum and minimum, respectively. The 
distribution shown with the dotted line is the local pressure difference between the closed-loop and open-loop 
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actuations at each phase. The sections with dotted lines inside and outside the airfoil geometry denote the regions 
where the voltage change causes pressure increase and pressure decrease, respectively.  

  
      a)               b)  
Figure 8 Streamlines and pressure contours with 1 kV actuation, and compensated pressure distribution 
under feedback control (Re = 1000, AR = ∞, α = 15˚, T* = 100, αd = 0.06, Vapp,0 = 1 kV, xact/c = 0.2): a) minimum 
lift (maximum voltage); b) maximum lift (minimum voltage). 

Since the jet induced by the actuator is almost horizontal and the viscous force augmented by the actuation 
hardly contributes to lift as a result, the variation in pressure distribution mostly contributes to the lift variation. 
Although the closed-loop voltage variation is not large enough to resize the separated flow structure, the relative 
pressure distributions suggest the lift stabilization mechanism. At the instant of minimum lift, the controller 
increases the actuation voltage, intensifying the suction pressure near the leading edge as shown in Fig. 8a. Though 
the pressure distributions downstream of the actuator and downside of the wing are hardly changed, the net pressure 
change near the leading edge and the actuator contributes to enhancing lift. When the disturbance causes maximum 
lift, on the other hand, the controller decreases the voltage, reducing suction and pressure peaks as shown in Fig. 8b 
to mitigate the lift increase. 

   
       a)                                         b)  
Figure 9 Feedback control result of aerodynamic forces and control input for disturbance rejection (Re = 
1000, α = 15˚, T* = 10, αd = 0.05, Vapp,0 = 2 kV, learning rate = 300, nc = 50, 3 system parameters capturing 1 
NMP zero and delay): a) AR = ∞; b) AR = 4. 

The control performances for different wing aspect ratios are compared in Fig. 9. Compared to the infinite wing, 
the higher voltage variation is required for the finite wing, implying that the control authority on lift is decreased. 
Even with the same disturbance, there are phase differences in force responses between infinite and finite wings, and 
drag fluctuation is increased by stabilizing lift for the finite wing, as opposed to the reduced drag fluctuation for the 
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infinite wing. It is observed that the control authority on lift decreases and penalty for drag increases, as the wing 
aspect ratio decreases. 

  
       a)                                         b)  
 

  
       c)                                         d)  
Figure 10 Geometric, flow and actuation conditions, and the real NMP zero for lift: a) relative undershoot ry 
and NMP zero with actuation location (Re = 300, Vapp,0 = 1 kV, ∆Vapp = 3 kV, Cl,p: pressure lift coefficient); b) 
impulse amplitude and NMP zero with nominal voltage and vertical free-stream speed (Re = 1000, xact/c = 0.2); 
c) Reynolds number and NMP zero with impulse amplitude (xact/c = 0.2, Vapp,0 = 1 kV); d) wing aspect ratio 
and NMP zero (Re = 1000, xact/c = 0.2, Vapp,0 = 2 kV, ∆Vapp = 1 kV). 

D. Drift of System Parameters 
For the test cases, the identified system parameters, or more specifically the first nonzero Markov parameter and 

real NMP zero, are dependent on the flow and actuator conditions. The relevant questions can be summarized as the 
following. How much do the system parameters change according to the flow and actuation conditions, and 
actuation itself? How accurately the system parameters should be estimated or how much tolerance to their changes 
does the control system have? Is it possible to minimize or incorporate the parametric changes with the control 
algorithm to achieve control goals? The nonlinearity caused by the parametric change can invalidate the linear 
model assumption on which the control algorithm based. Thus, assessing the parametric change helps to address the 
limitation of the current framework and suggest the direction to improve the control performance. 

For a continuous-time system, since the real NMP zero value is inversely proportional to the relative undershoot 
as mentioned in section B, the change either in the undershoot magnitude or steady-state value in the lift step 
response indicates the variation of the real NMP zero; the NMP zero increases if either the undershoot amplitude 
decreases or the steady-state lift increases. The same trend is observed for the discrete-time flow-actuator system in 
this study. As an example, the relation between the relative undershoot and the real NMP zero in lift for Re = 300 is 
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shown in Fig. 10a for different actuation locations. For both pressure lift and total lift, the real NMP zero increases, 
as the actuation position moves downstream. Since the increase of the steady-state lift caused by the increase of 
xact/c results in the decrease of the relative undershoot, the relation between the relative undershoot and real NMP 
zero is consistent with the one in continuous-time systems.  

In this study it is also observed that the feedback performance is significantly affected by the disturbance period 
in the range of T* = 5 ~ 100 and magnitude of the disturbance in vertical free-stream speed in the range of αd = 1 ~ 
6 %. A higher disturbance magnitude changes system dynamics by changing both the instantaneous angle of attack 
and flow speed. Furthermore, the control voltage variation at each time step should be increased as the disturbance 
amplitude increases. As shown in Fig. 10b, the real NMP zero of lift is asymmetric with respect to the sign of the 
impulse voltage and decreases as the impulse magnitude approaches to 0. This NMP zero drift indicates the 
sensitivity of system parameters on voltage increment or disturbance magnitude. It is also shown that the change in 
vertical free-stream speed also induces the NMP zero drift. 

In Fig. 10c, the variation of the real NMP zero according to the Reynolds number as well as the voltage 
increment is shown. As Reynolds number increases between Re = 300 and 1000, the real NMP zero becomes larger, 
which is analogous to the trend with the relative undershoot, considering the increase of the steady-state lift at higher 
Reynolds numbers. Though the undershoot magnitude increases as Reynolds number increases, which is shown in 
the following, the increase of the steady-state lift at a higher Reynolds number dominates the relative undershoot. 
The relation between the impulse magnitude and the real NMP zero is also influenced by the Reynolds number. The 
impact of the wing aspect ratio on the real NMP zero is shown in Fig. 10d and the trend can also consistent with the 
enhanced steady-state lift with a higher aspect ratio wing.  

 
       a)                    b) 
Figure 11 Flow and actuation conditions, and the first nonzero Markov parameter: a) impulse amplitude and 
the first nonzero Markov parameter with vertical free-stream speed and nominal voltage (Re = 1000, xact/c = 
0.2); b) Reynolds number and the first nonzero Markov parameter with impulse amplitude (xact/c = 0.2, Vapp,0 
= 1 kV). 

The first nonzero Markov parameter shown in Fig. 11 also depends on the flow and actuation conditions. The 
first nonzero Markov parameter indicates the fastest response of the aerodynamic lift to the actuation voltage. As 
discussed in section B, the parameter is negative for lift, and a higher free-stream speed, Reynolds number or 
voltage increment increases the absolute value of the first nonzero Markov parameter. As a result, the absolute value 
of the first nonzero Markov parameter has a trend similar to the real NMP zero. 

As mentioned earlier, there exist flow and control time scales in the current flow control simulations. The non-
dimensional time resolution of flow simulations in this study is * / 0.05.f ft U t c     Since the discontinuous 
voltage update at each control time step induces high-frequency input to the flow-actuator system, the flow time 
resolution should be sufficient to resolve flow dynamics critical in system parameters. In Fig. 12a, for example, the 
impulse responses with * 0.05ft   (case A) and with * 0.01ft  (case B) are compared, while keeping the control 
time resolution same. The transient oscillation between t* = 5 and 12 is not captured with the coarser time resolution. 
However, the overall response (or system parameters) is consistent with each other, and the estimated real NMP zero 
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remains virtually same, implying the current flow time resolution is sufficient to capture key flow dynamics of the 
system.  

The control time resolution, on the other hand, significantly affects the system parameters. For example, the 
comparison between * 0.5ct   (case B) and * 0.1ct   (case C) in Fig. 12a indicates that the smaller control time 
step not only causes a reduced impact of the impulse and resolves higher frequencies but also results in the 
noticeably different flow response. Moreover, as shown in Fig. 12b, the identified transfer function of the actuator-
flow system with * 0.1ct   (case C) shows three NMP zeros located close to the unit circle, as opposed to the one 
real NMP zero with the larger control time step. As a result, it is observed in this study that the increase of control 
time resolution can limit performance of feedback control. Although the higher sampling and updating rate is known 
to be beneficial in control performance, the result implies that there can be some optimal control time step, which 
achieves sufficient bandwidth of the control system and favorable locations of NMP zeros at the same time. 

 
            a)                       b)  
Figure 12 Flow and control time resolutions and system parameters for lift (Re = 1000, α = 15˚, Vapp,0 = 1 kV, 
∆Vapp = 1 kV): a) impulse responses with different time resolutions; b) estimated NMP zeros and their 
locations in the complex domain. 

The conditions, selected parameters, and key observations in this study are summarized in Table 1.   
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Table 1 Summary of the results. 

          Conditions 
Issues   

Reynolds number: 
Re = 300, 1000 

Aspect ratio: 
AR = 4, 8, ∞ 

Actuation location: 
xact/c = 0.05 ~ 0.7  

Nominal 
voltage:  

Vapp,0 = 1, 2 kV 

Impulse or step 
amplitude: 

∆Vapp = 0.1 ~ 5 kV 

Control time resolution: 
∆tc

* = 0.1, 0.5 

Order or the 
linearized 

transfer function 
3~6 (delay is 1). 

For ∆tc
* = 0.1, system order 

is 10 (delay is 1). 

 First nonzero 
Markov 

parameter(H1) 
and real NMP 

zero(zNMP) for lift 

|H1| and zNMP 
increase as Re 

increases. 

zNMP increases 
as AR increases. 

zNMP increases as 
actuation location 

moves 
downstream. 

Not sensitive. 

|H1| and zNMP 
increase as step 

amplitude increases. 
Asymmetry in 
amplitude sign. 

zNMP decreases as time 
resolution increases. 

Steady-state 
aerodynamic 

forces 

Control authority on 
lift grows as Re 

increases. 
Penalty on drag 

decays as Re 
increases. 

Control 
authority on lift 

grows as AR 
increases. 

Penalty on drag 
decays as AR 

increases.  

Control authority 
on lift grows as 

actuation moves to 
downstream. 

Drag increase: no 
clear trend for Re = 

300. 

Not relevant. 

Dynamic 
aerodynamic 

force: lift 

For higher Re, 
undershoot is larger 
but the steady-state 
lift increase is more 
substantial, resulting 

in decrease of the 
relative undershoot. 

The relative undershoot decreases as 
the actuator moves to downstream and 

AR increases. 
Not sensitive. 

Steady-state lift 
increases faster than 
undershoot as step 

amplitude increases, 
resulting in smaller 
relative undershoot. 

For higher time resolution, 
undershoot is larger, NMP 

zero is smaller. 

Feedback 
performance 

At a higher 
Reynolds number 
both lift and drag 

fluctuations can be 
suppressed at certain 

disturbance 
frequencies. 

Controllable 
disturbance 

magnitudes are 
limited by the 

reduced control 
authority for a 

lower AR.  

Only for 0.2. 

Not sensitive 
but the lower 
voltage bound 
is limited by 

the breakdown 
voltage. 

The NMP zero drift 
can limit the 
disturbance 

magnitude that can 
be suppressed. 

Higher time resolution 
incorporates NMP zeros 
close to the unit circle. 
Lower time resolution 

causes higher steady-state 
error due to unresolved 

fluctuations. 
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V. Summary and Conclusions 
In this study, the unsteady force evolutions on finite and infinite wings with the SD7003 airfoil geometry at 

Reynolds numbers between 300 and 1000 are stabilized by feedback control with the retrospective cost adaptive 
control (RCAC) algorithm using a dielectric barrier discharge (DBD) actuator. The flow unsteadiness caused by 
unsteady vertical flow speed induces unsteady aerodynamic forces, which can be coupled with the unstable vortex 
evolutions at a high angle of attack.  

The regulated pressure field, especially intensified pressure and suction peaks around the DBD actuator, is 
shown as the main disturbance rejection mechanism. The open-loop actuation increases the steady-state lift by 
intensifying the suction peak and recovering the pressure loss in the separated flow with the penalty of the increased 
steady-state drag due to the increased friction drag. The closed-loop actuation, on the other hand, can suppress the 
fluctuations of lift and drag at the same time for the disturbance period of T* = 10. 

In most cases, the linearized transfer function of the flow-actuator system at Re = 300 ~1000 is nonminimum-
phase for lift with a real NMP zero and has undershoot in response to voltage increase, whereas no real NMP zero 
and undershoot for drag. For modest free-stream fluctuations, the first nonzero Markov parameter and real NMP 
zero estimates are sufficient for the adaptive controller to stabilize lift fluctuations.  

However, the real NMP zero and first nonzero Markov parameter are subject to geometric, flow and actuation 
conditions, and control time resolution: The more upstream actuation, lower wing aspect ratio and lower Reynolds 
number results in the smaller NMP zero. The lower vertical free-stream speed and smaller voltage variation induces 
the smaller NMP zero. The higher vertical free-stream speed, Reynolds number and voltage increment results in the 
larger absolute value of the first nonzero Markov parameter. The higher sampling rate decreases the magnitude of 
NMP zeros. Specifically, initial undershoot and steady-state lift in response to step actuation for different conditions 
are related to the NMP zero drift. 

The NMP zero drifting, especially approaching to 1, which occurs under aforementioned conditions, can limit the 
control performance, implying that the trends can be used to optimize geometric and operational conditions of the 
DBD actuator to enhance control performance. Further study on the parametric drift can also enable the controller to 
achieve control goals under higher flow unsteadiness.  
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