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ABSTRACT 
Cavitating flow simulation is of practical importance for 

many engineering systems, such as marine propellers, pump 

impellers, nozzles, injectors, torpedoes, etc. The present work is 

to test a new cavitation model. The governing equation is the 

Navier-Stokes equation based on an homogeneous mixture 

model. The solver employs an implicit preconditioning 

algorithm in curvilinear coordinates. The computations have 

been carried out for the cylinders with 0-, 1/2- and 1-caliber 

forebody and then compared with experiments and other 

numerical results. Fairly good agreement with experiments and 

numerical results has been achieved.  

INTRODUCTION 
Cavitation generally occurs if the pressure in some region 

of liquid flow drops below the vapor pressure and, 

consequently, the liquid is vaporized and replaced by a ‘cavity.’ 

Cavitating flow is often observed in various propulsion systems 

and high-speed underwater objects, such as marine propellers, 

impellers of turbomachinery, hydrofoils, nozzles, injectors and 

torpedoes. This phenomenon usually causes severe noise, 

vibration and erosion. Even though cavitating flow is a 

complex phenomenon which has not been completely modeled, 

a lot of attention has been gathered in the CFD community as 

methodologies for single-phase flow has matured. Solutions of 

multiphase flows by CFD methods can be categorized into 

three groups: The first group uses a single continuity equation 

[1], [2]. This method is known to be unable to distinguish 

between condensable and non-condensable gas [3]. The next 

group solves separate continuity equations for the liquid and 

vapor phases by adding source terms of mass transfer between 

phase changes [3]-[9]. These models are usually called 

homogeneous mixture models because the liquid-gas interface 

is assumed to be in dynamical and thermal equilibrium and, 

consequently, mixture momentum and energy equations are 

used. The final group incorporated full two-fluid modeling, 

wherein separate momentum and energy equations are 

employed for the liquid and the vapor phases [10], [11]. This 

method is widely used in nuclear engineering.  

The objective of the present work is to evaluate a new 

cavitation model that is developed by Merkle et al., [12] (herein 

referred to as ‘Model I’). Two other cavitation models, the first 

one given by Kunz et al., [4] (‘Model II’) and the other given 

by Yuan et al., [13] (‘Model III’) are also coupled to the 

transport equations and used for comparison. In the following 

sections, the governing equations, cavitation models, and 

numerical method are briefly presented. The cavitation code 

using Model I is then validated for several axisymmetric bodies 

under many flow conditions. Finally, the results of the new 

cavitation model are compared to those of Models II and III to 

further support its validity. 

MATHEMATICAL  AND NUMERICAL DESCRIPTIONS 
 

Governing equations 

The two-phase preconditioned equations which are 

normalized with the liquid density, liquid viscosity, free stream 

velocity, and the characteristic length of the body are written in 

generalized curvilinear coordinates as follows [4]: 
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The convective flux terms are  
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The contravariant velocities are given by 
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The viscous terms are 
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The source term, Ŝ , is given as follows: 
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The density and viscosity of the liquid and vapor are assumed 

to be constant. The mixture density and viscosity of the liquid 

and vapor are defined as 

vvllm ραραρ +=                                (7) 

vvllm µαµαµ +=                                (8) 

The pre-conditioning matrix and flux Jacobian matrix are given 

by 
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For the system closure, a two-equation k-ε low Reynolds 

number given by Chien [15] with standard wall functions is 

adopted in this study 

Cavitation models 

Cavitation Model I (Merkle at el. 2006) 

The evaporation and condensation rates are given as 

follows 
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In this model, a ramping function is defined as 
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which is only to ensure the stability of the numerical scheme. 

Hence, the factor kp should be as small as possible so that the 

scaling constants are the only main parameters which control 

phase changes.  

Cavitation Model II (Kunz et al. 2000) 

The evaporation and condensation rates are given as 

follows 
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 The empirical constants used in this study are Cdest=1000 and 

Cprod=10.  
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Cavitation Model III – Bubble dynamics (Yuan et al. 2003) 

In this model, the cavity is assumed to consist of small 

spherical bubbles. The effects of bubble acceleration, viscous, 

and surface tension are neglected. The bubble growth/collapse 

rates are given in the simple Reyleigh-Plesset relation as 

follows 
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where N, the number of bubbles per unit volume (1/m
3
), can 

typically be determined by numerical experiments. A constant 

value of 5.0x10
8
 bubbles/m

3
 is adopted in this study. 

Numerical method 

The preconditioning system (1) can be written in the finite 

difference form as follows 
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where k1,n1k1,nk1,n Q̂Q̂Q̂ ++++ −=∆ ; n represents the index of the 

physical-time level and k is the index of the pseudo-time level.  

Equation (15) was solved by Beam-Warming scheme after 

discretizing the spatial derivatives with central differences. 

Boundary conditions 

The boundary conditions used in the present simulations 

includes inflow, outflow, no-slip, and symmetric boundary 

conditions. At the inlet, the velocity and liquid fraction are 

imposed and the pressure is extrapolated from the interior 

points. At the downstream, pressure is imposed while the other 

variables are extrapolated. At the wall, the velocity is zero 

while the other variables are extrapolated from the interior 

points. Along the centerline, all variables are extrapolated from 

the interior points. 

RESULT AND DISSCUSION   
Three configurations of 0-, 1/2-, and 1-caliber cylinder, as 

depicted in Figure 1, were used to validate the cavitation model 

I. A grid of dimension of 199x80x37 is used for 0-caliber 

cylinder while a grid of dimension of 120x132x37 is used for 

1/2, and 1-caliber cylinder configurations. All grids are 

clustered in the normal direction near the body surface and in 

the spanwise direction. A nominal density ratio of 1000 is 

assigned. A Reynolds number of 1.46x10
5
, based on the 

diameter of the cylinder, is used for the simulations of 0-caliber 

cylinder and a value of Reynolds number 1.36x105 is used for 

simulations of 1/2- and 1-caliber cylinders. Before validating 

the new model for all configurations, several simulations were 

done to check its stability and to set the values of the constants 

kv, kl and kp. The scaling constants kv of 100.0 and a ratio kv/kl 

of 15.0, and kp of 0.02 are then used for the computations 

presented in this section.  

Figure 2 shows the time-averaged surface pressure 

distribution for the 0-caliber cylinder using model I at 

cavitation numbers of 0.3 and 0.5. Good agreement was 

obtained in the body of the vapor cavity, compared with the 

data [16] and Owis and Neyfeh’s computations [17] except that 

at the head of the cylinder, the obtained results are a little 

overestimated and at the tail of the vapor cavity the results are 

somewhat underestimated.  The discrepancy may be related to 

several reasons. First, it may be due to the inaccurate estimation 

of the turbulent viscosity in the region where large flow 

gradients exist such as at the sharp corner. Further discussion 

on this limitation of the standard k-ε model can be referred in 

Refs. [14, 18]. In addition, the fluid compressibility and the 

cavitation-induced turbulence effects have not been taken into 

account in the present model, which results in the fact that the 

model cannot well reflect physical phenomenon in highly-

compressible mixture regions. Other reasons may come from 

the accuracy of cavitation models as well as the grid resolution.  

As mentioned above, the scaling constants in Model I, are 

the main parameters that control how fast a phase change 

occurs and how much of the new phase can be produced. 

Figure 3 shows the flow fields and vapor fraction contours for a 

cavitation number of 0.5 about a 0-caliber cylinder for three 

sets of scaling constants at a particular dimensionless time of 

7.0. Here, the scaling constant kv holds a value of 100.0 while 

the ratios kv/kl are 0.1, 1.0, and 15.0. In these cases, the same 

rate of vapor production is applied, resulting in the same cavity 

length. However, the effect of rate of liquid production has a 

strong impact on the flow velocity in the vicinity of the 

cavitating structures resulting in different cavity-vortex 

interaction and re-entrant flow. The presence of these acts 

against the evolution of the cavity. In other situations, the 

scaling constants were chosen such that the rates of 

vapor/liquid production are different. Here, the scaling 

constants kv are 0.1, 1.0, 10.0, and 100.0 while the ratio kv/kl 

holds a value of 10. As depicted in Figure 4, using different 

scaling constants leads to changing the vapor volume fraction 

distribution within the cavity as well as the flow fields. Figure 5 

shows the similar contours for Model II using different sets of 

empirical constants, Cdest and Cprod. It can be seen that Model II 

also seems to be sensitive to the empirical constants.  

Figure 6 shows the comparison of transient plots of vapor 

volume fraction contour against those predicted by Model II 

and Model III. Clearly, the vapor distribution predicted by 

Mode I at these dimensionless time instants agree very well 

with those predicted by Model II. With Model III, the re-entrant 

flow is more prominent. Since there is no difference between 

growth and collapse of the bubble (Equation 14), Model III 

produces a larger amount of vapor in the low pressure region 

compared to Models I and II resulting in changes in the density 

of the mixture and hence changes in pressure gradients. An 
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increase in adverse pressure gradient near the closure region of 

the cavity has a direct impact on the development of the re-

entrant motion and causes the cavity to roll up and separate. 

Figures 7 and 8 present the time-averaged surface pressure 

distribution for the 1/2- and 1-caliber cylinders using Model I at 

different cavitation numbers. For both configurations, the 

results well capture the cavity pressure distribution and cavity 

size.  

The comparisons among the Model I, Model II, and Model 

III are presented in Figures 9 and 10 for the flow over a 1/2 

caliber cylinder at two cavitation numbers of 0.2 and 0.4, 

respectively, and in Figures 11 and 12 for the flow over a 1-

caliber cylinder at two cavitation numbers of 0.24 and 0.32, 

respectively. The computational results of Models I and II are 

in close agreement with each other and with data while the 

cavity length obtained by Model III is slightly smaller than the 

one obtained by Model I and II. It should be noted that the 

number density, N, may play the key control in Model III and it 

should not be kept constant throughout the whole domain. 

Keeping this number as a constant may not be sufficient to 

accurately model the cavitation dynamics, as discussed in Ref. 

[18].  

 

(b) 1/2-caliber

(a) 0-caliber

 

(c) 1-caliber
 

 

Figure 1: Configurations of axisymmetric cylinder  
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Figure 2: Comparison of time-averaged surface pressures for 

flow over a 0-caliber cylinder  
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Figure 3: Vapor fraction contour and flow field for flow over a 

0-caliber cylinder at Ca=0.5; t=7.0 (Model I) 



 5  

X

Y

0 0.5 1 1.5 2 2.5 3

0.2

0.4

0.6

0.8

1

1.2

1.4

AV

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

0.2

Kv=0.1; Kv/Kl=10.0

 

X

Y

0 0.5 1 1.5 2 2.5 3

0.2

0.4

0.6

0.8

1

1.2

1.4

AV

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

0.2

Kv=1.0; Kv/Kl=10.0

 

X

Y

0 0.5 1 1.5 2 2.5 3

0.2

0.4

0.6

0.8

1

1.2

1.4

AV

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

0.2

Kv=10.0; Kv/Kl=10.0

 

X

Y

0 0.5 1 1.5 2 2.5 3

0.2

0.4

0.6

0.8

1

1.2

1.4

AV

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

0.2

Kv=100.0; Kv/Kl=10.0

 
Figure 4: Vapor fraction contour and flow field for flow over a 

0-caliber cylinder at Ca=0.5; t=7.0 (Model I) 
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Figure 5: Vapor fraction contour and flow field for flow over a 

0-caliber cylinder at Ca=0.5; t=6.5 (Mode II) 
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a) t=3.20 
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b) =4.47 
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c) t=6.04 

Figure 6:  Comparison of transient evolution of vapor volume 

fraction and flow field for flow over 0-caliber cylinder at 

Ca=0.5 
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Figure 7: Comparison of time-averaged surface pressures for 

flow over 1/2-caliber cylinder 
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Figure 8: Comparison of the time-averaged surface pressure 

for flow over 1-caliber cylinder 

 

 



 7  

s/d

C
p

0 1 2 3 4 5 6

-0.2

0

0.2

0.4

0.6

0.8

1

Data, Ca=0.2

Model I, Ca=0.2

Model II, Ca=0.2

Model III, Ca=0.2

 
(a) 

X

Y

0 0.5 1 1.5 2 2.5

0

0.5

1

AV

0.95

0.9
0.85

0.8

0.75

0.7
0.65

0.6

0.55
0.5

0.45

0.4

0.35
0.3

0.25

Model I, Ca=0.2

X

Y

0 0.5 1 1.5 2 2.5

0

0.5

1

AV

0.95
0.9

0.85

0.8
0.75

0.7

0.65

0.6
0.55

0.5

0.45

0.4
0.35

0.3

0.25

Model II, Ca=0.2

 

X

Y

0 0.5 1 1.5 2 2.5

0

0.5

1

AV

0.95

0.9
0.85

0.8

0.75

0.7
0.65

0.6

0.55

0.5

0.45
0.4

0.35

0.3
Model III, Ca=0.2

 
(b) 

Figure 9: (a) Time-averaged surface pressures and 

(b) predicted vapor volume fraction contour for 1/2-caliber 

cylinder at t=47.1 
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(b) 

Figure 10: (a) Time-averaged surface pressures and 

(b) predicted vapor volume fraction contours for 1/2-caliber 

cylinder at t=24.3 
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(b) 

Figure 11: (a) Time-averaged surface pressures and 

(b) predicted vapor volume fraction contours for 

1-caliber cylinder at t=50.3 

s/d

C
p

0 0.5 1 1.5 2

-0.2

0

0.2

0.4

0.6

0.8

1

Data, Ca=0.32

Model I, Ca=0.32

Model II, Ca=0.32

Model III, Ca=0.32

 
(a) 

X

Y

-0.2 0 0.2 0.4

0.3

0.4

0.5

0.6

AV

0.7

0.65

0.6
0.55

0.5

0.45
0.4

0.35

0.3
0.25

0.2

Model I, Ca=0.32

X

Y

-0.2 0 0.2 0.4

0.3

0.4

0.5

0.6

AV

0.7

0.65
0.6

0.55

0.5
0.45

0.4

0.35
0.3

0.25

0.2

Model II, Ca=0.32

 

X

Y

-0.2 0 0.2 0.4

0.3

0.4

0.5

0.6

AV

0.95

0.9

0.85

0.8

0.75

0.7

0.65

0.6

0.55

0.5

0.45

0.4

0.35

0.3

0.25

Model III, Ca=0.32

 
(b) 

Figure 12: (a) Time-averaged surface pressures and 

(b) predicted vapor volume fraction contours for 

1-caliber cylinder at t=45.0 
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CONCLUSIONS 
A new cavitation model has successfully been validated for 

different configurations under many flow conditions. The 

model works stably. Like existing models, the new cavitation 

model requires mass transfer model constants which play the 

key role of controlling the mechanism of phase change. These 

constants can easily be determined by numerical experiments. 

Future work will focus on validation for more complex 

configurations and take account into compressible fluids as 

well as cavitation-induced turbulence effects. 
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NOMENCLATURE 

Symbols 

A, B, C convective Jacobian matrix 

A
v
, B

v
, C

v
 viscous Jacobian matrix 

Ca 

 
cavitation number, 

2

v

Uρ
2

1

pp
Ca

∞∞

∞ −
=  

Cdest, Cprod mass transfer model constants 

Ŝ,Q̂,Ĝ,F̂,Ê,Ĝ,F̂,Ê
vvv

 flux vectors in ξ , η , and ζ  

directions, solution vector, source 

vector 

f ramping function 
J Jacobian of the transformation 

k scaling constant 

L length scale 
−

m& , +
m&  evaporation and condensation rates 

N bubble number density 

p pressure 

Re∞ Reynolds number, 

l

l

µ

LρU
Re ∞

∞ =  

t, t∞ time, characteristic time, t∞=L/U∞ 

u, v, w Cartesian velocity components 

U, V, W contravariant velocities 

α volume fraction 

β preconditioning parameter 

Γe, Γ 
flux Jacobian matrix, precondition 

matrix 

µ dynamic viscosity 

ρ density 

1ρ∆  density difference, 
v11 ρρρ −=∆  

τ pseudo time, stress 

 

Subscripts 

L liquid 

T turbulent 

V vapor 

∞ free stream value 
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