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CHAPTER I

Introduction

This dissertation consists of three separate essays in the fields of labor and devel-

opment economics. The first two essays, which examine the school to work transi-

tions of South African youth, are closely related. Both consider how South African

youth make school enrollment and labor market decisions in an environment of high

grade failure and high unemployment, and how these choices affect their economic

circumstances. The third essay analyzes the effect of Mexican immigration on labor

market outcomes in the United States, using variation in the Mexican immigrant

presence across U.S. states generated by weather shocks in Mexico. A focus on in-

dividual decision-making in difficult and uncertain economic environments-whether

the young South African choosing to enroll for another year in school or search for a

job, or a Mexican peasant choosing to migrate to the United States-binds together

this research.

The first essay, “Bumpy Rides: School to Work Transitions in South Africa,”

examines the schooling choices of South African youth. These youth face extraordi-

narily high unemployment (47 percent of 15-24 year olds were unemployed in South

Africa in 2007) and high rates of grade failure and repetition. Their frequent re-

enrollment in school after spells of withdrawal is difficult to reconcile with standard

1



2

human capital investment models, but becomes sensible in a dynamic context in

which they are uncertain about future outcomes and the returns associated with

their choices. Specifically, I develop and estimate a dynamic model of school ad-

vancement and job search that allows for uncertain outcomes and updating about

academic and labor market returns during adolescence. In contrast to prevailing

dynamic schooling models that estimate an optimal stopping rule, my model allows

for re-enrollment in school after periods of dropout, a common feature of the South

African youth experience that has been largely ignored in the literature. As youth

learn the outcomes of their schooling and labor market choices, they update their ex-

pectations about the relative returns to enrollment versus labor market participation,

leading some who dropped out of school to re-enroll.

Estimates of the model’s structural parameters confirm the hypothesis that en-

rollment choices reflect dynamic updating of the relative returns to schooling versus

labor market participation. In addition to explaining observed patterns of school en-

rollment and labor market participation, I quantify the importance of re-enrollment

by conducting simulations in which the option to re-enroll before completing high

school is restricted. I find that the re-enrollment restriction increases the proportion

completing 12 years of schooling by 8 percentage points, as youth reconsider the

consequences of early dropout. The results suggest that the option to re-enroll is

an important component of the incentives South African youth face when making

schooling decisions. This research is the first dynamic, sequential schooling model

applied to South African data, and the first in the wider dynamic sequential schooling

literature to focus on the importance of re-enrollment after dropout.

In the accompanying second essay, “The Role of Reservation Wages in Youth

Unemployment in South Africa: A Structural Approach” (co-authored with James
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Levinsohn), we examine the post-schooling labor market outcomes of South African

youth in greater detail, using a job search model to quantify the importance of reser-

vation wages in a setting where job offer arrivals and offered wages are uncertain.

We find that inclusion of survey data on reservation wages, as opposed to alternative

methods more commonly used in the literature, implies a labor market in which job

offers are relatively frequent but at wages that tend to be too low to be accepted.

Using a novel procedure, we estimate the full distribution of job search costs in the

sample, and show that these estimates confirm the model’s predictions that those

with lower search costs are more likely to remain unemployed and hold out for higher

wages. We also present evidence that an employer wage subsidy for hiring unem-

ployed youth would increase accepted wages and decrease the probability of lengthy

unemployment spells, even after accounting for how the subsidy would increase reser-

vation wages. To our knowledge, this is the first attempt to apply survey data on

reservation wages to a structurally estimated search model for a developing coun-

try, and contributes to the debate on the role of reservation wages in South African

unemployment.

The final essay, “The Impact of Mexican Immigration on U.S. Natives: Evidence

from Migrant Flows Driven by Rainfall Shocks” (co-authored with Dean Yang),

examines the effect of immigration driven by another source of uncertainty: weather

shocks. We report a new estimate of the effect of immigration on U.S. labor market

outcomes that exploits rainfall shocks in migration source areas, a novel source of

exogenous variation in migrant inflows. Spatial and temporal variation in rainfall

within Mexico generates variation in immigration to the U.S. from specific Mexican

locations. Crucially for our identification strategy, there is historical persistence

in the U.S. destinations of migrants from particular source regions in Mexico. We
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predict changes in Mexican immigration in a given U.S. state on the basis of rainfall

shocks occurring in Mexican locations that historically sent migrants to that U.S.

state. Rainfall shocks at the Mexican state level, operating through established

migration channels, are strongly correlated with changes in the Mexican labor force

share in an annual panel of U.S. states. Using our instrument to estimate the effect of

the Mexican labor force share on native labor market outcomes, we find that a higher

Mexican share of the labor force leads to lower wages and higher unemployment

for non-Mexicans. Our point estimates are substantially larger in magnitude than

previous estimates of the wage impact of immigration.



CHAPTER II

Bumpy Rides: School to Work Transitions in South Africa

2.1 Introduction

More than a decade after the fall of apartheid in South Africa, economic outcomes

for previously disenfranchised groups remain bleak, particularly for youth: 52% of 20-

24 year olds were unemployed in 2005 (Banerjee, Galiani, Levinsohn, McLaren and

Woolard 2008). South Africa’s youth unemployment is severe even by the standards

of its region, with the lowest employment/population ratio among its neighbors and

other large African economies shown in Figure 2.1. Behind South Africa’s poor youth

labor market outcomes lies an especially slow and bumpy transition from school

to work: a remarkable 22% of 20 year-olds were enrolled in grades K-10 in 2001,

reflecting frequent grade repetition and re-enrollment; Figure 2.2 shows that only

Brazil has a higher rate among a group of comparison countries. Numerous studies

have examined the mechanisms generating youth economic outcomes in South Africa,

but most rely on static theories that assume students have perfect foresight about

future job opportunities when making schooling decisions. Even the small number of

dynamic sequential schooling models in the wider literature dismiss re-enrollment in

school after spells of withdrawal as a “rare event” (Keane and Wolpin 1997, pp. 487)

or ignore it entirely. Yet in South Africa, where lack of labor market opportunities

5
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and high rates of school failure make enrollment decisions difficult for many youth, re-

enrollment is a key feature of the school to work transition: in my sample, one third

re-enroll at some point in their schooling careers, including 20% before completing

high school.1 While static models are incapable of explaining this irregular enrollment

behavior, re-enrollment becomes sensible in a dynamic context in which youth are

uncertain about future outcomes and the returns associated with their choices.

This paper aims to fill this gap in the literature by quantifying the importance of

the option to re-enroll in the South African school to work transition. Specifically,

I develop and estimate a dynamic model of school advancement and job search that

allows for uncertain outcomes and re-enrollment following dropout during the school-

ing career. As youth learn the results of their enrollment and job search choices, they

update their expectations about the relative returns to enrollment versus labor mar-

ket participation, leading some who dropped out of school to re-enroll. In addition

to explaining observed patterns of school enrollment, completion, and labor market

participation, I quantify the importance of re-enrollment by conducting simulations

in which the option to re-enroll before completing high school is restricted. I find that

the re-enrollment restriction increases the proportion completing 12 years of school-

ing by 8 percentage points, as youth who would have dropped out under unrestricted

re-enrollment reconsider the long-term consequences of doing so. To my knowledge,

this is the first dynamic, sequential schooling model applied to South African data,

and the first in the wider development literature to focus on the importance of school

re-enrollment after periods of dropout.

The difficult school to work transition of South African youth in the post-apartheid

era has been well documented. Racial disparities in school quality and student out-

1Comparable rates in the NLSY79 for the United States are 20% and 5%, respectively (Keane and Wolpin 1997).
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comes found under apartheid (Case and Deaton 1999, Case and Yogo 1999) persisted

in the post-apartheid era (Yamauchi 2005). Fiske and Ladd (2004) and Lam, Ard-

ington and Leibbrandt (2011) find that high rates of grade repetition lead to lengthy

school careers for black and coloured youth, while Lam, Leibbrandt and Mlatsheni

(2009) find slow transitions from school to employment, with only 37% of black males

aged 21-22 reporting ever obtaining employment. When facing such poor labor mar-

ket outcomes, forward-looking agents may find it optimal to remain in school despite

relatively low probabilities of advancement. Others may drop out and later re-enroll

if unsuccessful in the labor market. Static human capital investment models, how-

ever, will not capture this behavior if agents adapt their expectations and alter their

choices due to acquisition of new information, making a dynamic model appropriate.

Eckstein and Wolpin (1999), Arcidiacono (2004), Stange (2009) and Joensen (2008),

among others, estimate dynamic schooling models in which agents face uncertainty

over academic advancement and labor market opportunities.

Like each of those studies, the model in this paper will allow agents to update

their expectations about the relative returns to school enrollment and labor market

participation in a dynamic discrete choice framework. I extend the previous work

by allowing for an option to re-enroll in school after a spell of labor market par-

ticipation, an important feature of school to work transitions in South Africa that

prevailing dynamic schooling models have overlooked.2 The pervasiveness of adverse

shocks to South African youth – grade repetition while in school, high and lengthy

unemployment when in the labor market – lead to the frequently rocky transitions

from school to work observed in the data. Dropouts who update their expectations

2There are important exceptions. Keane and Wolpin (1997) do not restrict re-enrollment in their model despite
referring to it as a “rare event” (pp. 16), while Eckstein and Wolpin (1999) allow re-enrollment within 5 years of
entering high school. Belzil and Hansen (2002) estimate a dynamic discrete choice model of school enrollment that
allows for re-enrollment after periods of “interruption,” but they assume that such interruptions occur exogenously.
Light (1995) estimates a hazard model of re-enrollment. Each of these papers uses U.S. data.
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about future labor market opportunities during labor market spells may choose to

re-enroll as a result. In this paper, I model these transitions and estimate their

underlying structural parameters.

Estimates of the model’s structural parameters confirm the hypothesis that en-

rollment choices reflect dynamic updating of the relative returns to schooling versus

labor market participation. The model replicates basic patterns of enrollment, grade

advancement and employment observed in the data, according to characteristics such

as completed schooling and recent and cumulative school failures. I use my estimates

of the underlying structural parameters relevant to enrollment to conduct policy

simulations. To quantify the importance of re-enrollment in enrollment choices and

schooling outcomes, I simulate the model under removal of the re-enrollment option.

Enrollment rates rise sharply throughout the schooling distribution after restricting

re-enrollment before high school completion, relative to both the data and results

from the unrestricted model. I find that the re-enrollment restriction increases the

proportion completing 12 years of schooling by 8 percentage points: by increasing

the opportunity cost of dropout, restricted re-enrollment prolongs enrollment spells.

Absent sources of market failure, however, such a policy would reduce social welfare,

and is therefore intended as a useful thought experiment about the incentives to

re-enroll rather than a specific policy proposal. Additional policy simulations, such

as enforcement and extension of compulsory schooling and increasing school pass

rates, lead to qualitatively similar results as the restricted re-enrollment simulation.

The results suggest that the option to re-enroll is an important component of the

incentives South African youth face when making schooling decisions.

I organize the paper as follows. The next section explains the motivation for

the paper in greater depth. Section 2.3 develops the formal model and explains the
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estimation method. Section 2.4 describes the data. Section 2.5 presents results,

model fit, and robustness checks. Section 2.6 presents results of policy simulations.

Section 2.7 concludes.

2.2 Motivation for a dynamic schooling model with re-enrollment

2.2.1 Weaknesses in existing static and dynamic human capital models

In this section, I develop intuition for the dynamic model of school to work tran-

sitions that I formulate and estimate in this paper. I argue that both the traditional,

static human capital model and prevailing dynamic schooling models fail to capture

salient features of the South African educational and labor market context. A model

that allows agents to update their expectations about future outcomes and alter

their decisions accordingly is therefore appropriate. To illuminate these features, I

focus on the choice to re-enroll in school after a spell in the labor market, a common

behavior among the youth in my sample but one that is largely ignored in both static

and dynamic human capital models in the literature. With a simple stylized model,

I argue that dynamic updating of expectations based on past outcomes is essential

to understand the choice to re-enroll in school.

First, consider a simple version of the classic Becker (1994) model of human capital

investment, as discussed by Card (1999). The agent maximizes an indirect utility

function based on the present discount value of (log) earnings net of schooling costs:

U(y(s)) = ln y(s)− c(s) (2.1)

where y is the annual earnings function, assumed concave in schooling s; and c

is the cost of schooling, assumed convex in s. The agent chooses s to satisfy the

first-order condition y′(s)
y(s)

= c′(s), where the marginal benefit of an additional year
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of schooling equals its marginal cost. This static model assumes the agent faces no

uncertainty over schooling outcomes or the shapes of the earnings and cost functions,

and therefore need not update her choice of s as new information about the returns to

schooling (due to say, imperfect knowledge of ability or labor market opportunities)

arrives. Yet such dynamic considerations are likely to be quite important to schooling

choices, particularly for young adults. As Card (1999, pp. 1810-1812) acknowledges,

“In fact the transition from school to work is often a bumpy one, as young adults

move back and forth between full-time or part-time enrollment and part-time or

full-time work...individuals do not necessarily know the parameters of their earnings

functions when they make their schooling choices.”

To address these concerns, a number of studies have developed and estimated

dynamic human capital models, in which agents may update their schooling decisions

based on arrival of new information about academic ability (Stange 2009, Eckstein

and Wolpin 1999) and labor market opportunities (Keane and Wolpin 1997, Joensen

2008). However, even in most dynamic models (such as Heckman and Navarro 2007,

Stange 2009, Joensen 2008), exiting school to enter the labor market is a terminal

action. While this may be appropriate for developed country settings where re-

enrollment in school after a spell in the labor market is rare, South African youth

face high levels of grade repetition and unemployment that increase the uncertainty

associated with their enrollment choices and make them especially vulnerable to

adverse shocks as they transition from school to work.3 The corresponding prevalence

of re-enrollment in South Africa (in my sample, nearly one third of youth re-enroll at

some point before age 24) make re-enrollment essential to incorporate in a dynamic

human capital model.

3Figure 2.2, showing K-10 enrollment among 20 year-olds in selected countries, suggests that grade repetition and
re-enrollment in South Africa are high in an international context.
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2.2.2 Why agents re-enroll

In examining the importance of the option to re-enroll, first note that agents with

this choice are unambiguously better off ex ante than those without, by virtue of the

option value of re-enrollment.4

Under what circumstances will an agent with the option to re-enroll choose to

do so? Consider a stylized dynamic setting in which labor market outcomes and

academic success are stochastic. The agent is risk neutral and maximizes expected

lifetime utility. For simplicity, assume no discounting of future payoffs. The model

has three periods: in period one, the agent enters the labor market with zero skill

units and finds employment with probability p. If she finds employment, she earns

wage w0, otherwise her payoff is 0. In period two, she may choose to remain in the

labor market or re-enroll in school. If she remains in the labor market, she earns

w0 with certainty if she worked in period one, or else she must search again with

probability p of success (hence expected payoff pw0). If she re-enrolls in school, she

earns a flow payoff of 0 and passes the grade with probability q, earning one skill unit.

In period three, she must enter the labor market, but this time finds employment

with certainty regardless of her employment status in previous periods, and earns a

wage based on her skills.5 If she never re-enrolled or re-enrolled and failed, she earns

w0. If she re-enrolled and passed, she earns w1 > w0. Figure 2.3 summarizes the

4To see how the re-enrollment option increases welfare, let V j(s) be the value function for an agent currently in
the labor market, who receives flow payoff w(s) from working (as a function of schooling s, the state variable) and
discounts the future by discount factor β. Let V e(s) be the value function for enrollment, and s′ the future level
of schooling. Consider the Bellman equations for two young people in the labor market who differ only in that the
second enjoys the option to re-enroll in school (in order to increase his or her stock of human capital and earn higher
future wages) while the first does not:

V j(s) = w(s) + βE(V j(s)) (2.2)

V j(s) = w(s) + βE(max{V j(s), V e(s′)}) (2.3)

The continuation values show that the agent with the re-enrollment option is better off, because
E(max{V j(s), V e(s′)}) ≥ E(V j(s)).

5Assuming certain employment in period three simplifies the exposition without affecting my conclusions.
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model; Appendix 2.A.1 extends the model to consider the initial choice to drop out

of school.

Now consider her decision rule for re-enrollment. Since her only choice occurs in

period two, we need to consider only her expected payoffs from period two forward,

conditional on the period one outcome. If she found a job in period one, then she

earns w0 in each of periods two and three if she remains in the labor market, whereas

she earns an expected wage of E(w) = qw1 + (1 − q)w0 if she re-enrolls. Hence an

agent who is successful in period one job search will re-enroll if:

E(U(re-enroll)) ≥ E(U(work)) ⇔

qw1 + (1− q)w0 ≥ 2w0 ⇔

q ≥ w0

w1 − w0

≡ q
j

(2.4)

where the subscript j denotes that the agent obtained a job in period one. Re-

enrollment thus follows a threshold rule, where the agent re-enrolls if the grade

advancement probability exceeds q, and remains in the labor market otherwise.

An agent who did not find work in period one and who remains in the labor

market in period two will earn expected payoffs pw0 in period two and w0 in period

three. If she re-enrolls, she earns the expected wage defined above. Therefore the

re-enrollment rule for an agent who did not work in period one is:

E(U(re-enroll)) ≥ E(U(work)) ⇔

qw1 + (1− q)w0 ≥ pw0 + w0 ⇔

q ≥ pw0

w1 − w0

≡ q
u

(2.5)
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where the subscript u denotes that the agent was unemployed in period one. Note

that because q
j
≡ w0

w1−w0
> pw0

w1−w0
≡ q

u
, the threshold probability of passing required

to re-enroll is greater for an agent who obtained work in period one than for an

agent who was unemployed. This means that all else equal, adverse labor market

shocks make an agent more likely to re-enroll. These heterogeneous propensities to

(re-)enroll based on information acquired from past outcomes will form the basis for

the structural estimation in this paper. The result squares with economic intuition:

an agent with bleaker labor market prospects will be more willing to risk failure

in order to increase her human capital and earn a higher subsequent wage. The

comparative statics of the model are also quite intuitive: the threshold probability

to re-enroll q is decreasing in the return to schooling w1−w0, so that agents are more

likely to invest in uncertain human capital acquisition the greater the returns; and

q is increasing in the probability of finding employment p, so that skill acquisition

must be more assured the more likely one is to succeed in job search in the absence

of such skills.

Most notable about the result, however, is that agents with identical expected life-

time incomes upon entering the labor market in period one nonetheless may exhibit

different subsequent behaviors after their uncertainty about the initial job search out-

come is resolved. This dynamic updating in response to labor market outcomes, and

the associated behavioral sorting based on past outcomes to which it leads, is difficult

to reconcile with standard human capital models assuming perfect foresight.6

6The notion that dynamic updating could drive re-enrollment accords with Heckman and Navarro (2007). Their
sequential schooling model does not allow re-enrollment, but they nonetheless speculate, “In a general model, different
persons could drop out and return to school at different times as information sets are revised” (pp. 364).
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2.3 A model of the school to work transition

2.3.1 Timing and preferences

The model of the preceding section provided intuition about how one feature of

the dynamic environment, the uncertainty of labor market outcomes, may lead to

divergent choices and outcomes among otherwise identical agents. Yet this model

is too simple to capture the observed behavior of agents making schooling decisions

over their youth. In particular, the stylized model assumed homogeneity in the school

advancement probability, no financial or psychic benefits or costs of schooling, and

no wage return to labor market experience. In this section, I build on the intuition of

the previous stylized model to develop a more complete model of enrollment choice

in the presence of uncertain schooling and labor market outcomes. I relax each of the

assumptions mentioned above, and explain how I estimate the structural parameters

of the model using panel data on South African youth.

Consider the discrete-time, dynamic environment of a finitely-lived agent seek-

ing to maximize lifetime utility by making discrete choices about school enrollment

and labor market participation. In each period, the agent observes the state vec-

tor St, which summarizes all known information relevant to her choice at time

t. She then chooses whether to enroll in school or enter the labor market; let

dt = I(enroll at time t). The agent may enroll in periods t = t0, . . . , Td, but in

all subsequent periods t = Td + 1, . . . , T , the agent must participate in the labor

market. In each period, the agent receives choice-specific flow payoffs Ud
t (St). Thus

the agent’s optimization problem at any time in the decision period t ≤ Td is:

max
d

E

[
Td∑
t=τ

βt−τ
{
dtU

e
t (St) + (1− dt)U

j
t (St)

}
+

T∑
t=Td+1

βt−τU j
t (St)

]
(2.6)
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where U e and U j are the utility functions for enrollment and labor market partic-

ipation, respectively; β is the agent’s discount factor; and the expectation is taken

with respect to the evolution of the state space. The (indirect) utility functions are

expressed in monetary units (South African rand per year), and capture the agent’s

preferences for enrollment and labor market participation as a function of St. I as-

sume the agent is risk neutral. I also assume that the utility functions are additively

separable in observable (to the econometrician) components Xt and choice-specific

shocks observed only by the agent, εd
t , so that Ud

t (St) = ud
t (Xt) + εd

t . The agent

learns the shocks εt = (εj
t , ε

e
t) at the beginning of each period, prior to the enrollment

decision.

If the agent chooses to enter the labor market, she must search for employment,

with probability of success conditional on current information contained in S. Her

(flow) payoff in the labor market is her expected wage, i.e., the product of the

probability that she will find employment and the wage she would earn if successful,

all conditional on information known at the beginning of the period:7

U j
t (St) = E[w(Xt)] + εj

t

= Pr(work|Xt)× w(Xt) + εj
t (2.7)

I model wages as a linear function the observable state variables, i.e., w(Xt) =

Xtγ. The probability of working is estimated as a logit that is linear in the same

covariates as the wage equation.8

7Note that I implicitly normalize the value of unemployment to zero, consistent with the absence of a widely
accessible unemployment insurance system in South Africa. Although other household recipients may receive public
transfer payments, such as pensions, and share their resources with youth, such transfers do not depend on whether
the youth is enrolled in school or in the labor market.

8This treatment of job search nests the approach of a companion paper that analyzes youth’s first post-school labor
market experiences using the same dataset (Levinsohn and Pugatch 2011). That paper estimates Pr(work|Xt) =
q(Xt) × (1 − Fw|X(w∗)), where q is the arrival rate of job offers, F is the wage offer distribution, and w∗ is the
reservation wage. Whereas that paper focused on disentangling q from the parameters of F under alternative
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If the agent chooses to enroll in school, she passes the grade level and accumulates

associated human capital with probability that depends on the current state. Her

payoffs depend on her net psychic benefits of schooling (b) based on all information

known at period t, less the school fee. Thus we have:

U e
t (St) = b(Xt)− fee(Xt) + εe

t (2.8)

The net psychic benefits of schooling include the agent’s self-assessment of her

ability based on both pre-determined characteristics and her schooling outcomes up

to year t, as well as other characteristics that may influence the non-monetary benefits

and costs of school.9 I parameterize b as a linear function of X, i.e., b(Xt) = Xtα.

Table 2.1 describes the elements of X, with further details in the Data section

and Appendix 2.A.3. The table also notes the exclusion restrictions for the utility

functions (2.7) and (2.8) and the transition equations for enrollment and passing

(described in the next subsection).10 The state space X includes race and gender

dummies, indicators for ability quartiles based on results from a standardized test

administered in Wave 1 of the panel, and a dummy for completion of grade 6 or

higher at age 12,11 when the model begins. In addition to the state variables in

Table 2.1, I also assume that expected wages evolve with a quadratic trend in age

beginning at the close of the decision horizon (t = Td +1) until the end of the model

at t = T .12 The model assumes that the returns to schooling are linear, but allows

measures of the reservation wage, my focus here is on the relative returns of enrollment versus job search, for which
the distinction between the arrival rate and distribution of wage offers is less important. Therefore, I choose to forego
estimation of these parameters, which simplifies estimation of the model.

9The psychic benefits of schooling may be negative, if an agent derives disutility from schooling.
10These exclusion restrictions are theoretically motivated, and not necessary for identification.
11Completing grade 6 by age 12 represents “on-time” school completion for students who enter at age 6, the modal

school entry age in South Africa.
12I restrict the age-expected wage profile to begin at t = Td + 1 for several reasons. First, because no individual

in the data is observed after age 26 (t = Td + 3), I prefer to control for actual work experience, rather than age,
prior to Td. Second, estimating age coefficients with wage data on such young agents is likely to be biased, so I use
auxiliary data from the 2001 South African Census to estimate the age-expected wage profile. Details may be found
in Appendix 2.A.3.
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for changes in slope and intercept at high school completion.13 By including time-

varying covariates such as work experience and an indicator for employment in the

last relevant period, the model allows agents to update their expectations of labor

market outcomes based on the results of past choices (pass or fail for enrollment,

work or search for job search).

In the enrollment utility function, I account for (possible) credit constraints

through inclusion of indicators for lower quintiles of household incomes (yq for quin-

tiles q = 1, 2) and their interaction with HSG, reflecting the potential difficulties

youth from lower-income households face in financing post-secondary education.14

The completed schooling terms (s, HSG, (s− 12) ∗HSG) capture how the net psy-

chic benefit of schooling evolves over time. The failure terms (f, ftot) capture how

the agent dynamically updates her self-assessed academic ability; including separate

terms for recent and cumulative school failure allows the agent to place different

weight on recent versus past outcomes.15 Figure 2.4 summarizes timing, choices, and

payoffs in the model.

2.3.2 State transitions

Because the choice environment is dynamic, the agent considers not only current

payoffs when deciding to enroll in school, but also how the current period’s choice

13Case and Yogo (1999) also find evidence for a slope change in the returns to schooling at high school completion,
although their outcome measure is log wages, whereas my outcome is expected wages.

14This method of allowing household income to proxy for credit constraints follows Cameron and Heckman (2001),
Carneiro and Heckman (2002) and Lam, Ardington, Branson, Goostrey and Leibbrandt (2010), although the re-
sulting estimates may reflect the accumulation of educational disadvantage in low income households, rather than
credit constraints. Formally incorporating credit constraints would require a richer model that incorporates asset
accumulation and savings, as in Keane and Wolpin (2001) and Cameron and Taber (2004).

15The process of dynamic updating of the net psychic benefits of schooling in the model may be viewed as an
approximation to Bayesian updating. Partition Xt into [X0,Xt], representing its time-invariant and time-varying
elements, respectively. If both the prior and posterior distributions for b are normal, then the posterior mean E[b|Xt]
is a linear combination of the prior mean E[b|X0] and the mean of Xt:

E[b|Xt] = a1E[b|X0] + a2X̄t

where a1 =
1/σ2

b

(1/σ2
b
)+tσ2

X

and a2 =
tσ2

b

(1/σ2
b
)+tσ2

X

. Here, σ2
b and σ2

X are the variances of b and Xt, respectively. Note

that as t increases, the agent places relatively more weight on Xt when updating E[b|Xt], reflecting the importance
of new information. Stange (2009) gives a similar interpretation of the agent’s updating rule, noting that the process
is similar to the normal learning model.
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affects expected future payoffs. Following standard practice in dynamic discrete

choice models, I assume that transitions of the state variable follow a first-order

Markov process, and that transitions of the unobserved shocks are conditionally

independent from those of the observed state.16

In the present model, an agent choosing to enter the labor market considers the

probability of finding employment in the current period, which enters the labor mar-

ket utility function, as well as the effect that current success or failure in job search

will have on future job opportunities, which enters the state transition function. Be-

cause work experience variables are the only elements of the state space that evolve

during periods in which the agent enters the labor market, the corresponding state

transition simplifies to the probability that the agent finds work:

Pr(Xt+1|Xt, dt = 0) = Pr(xt+1 = 1, xtot,t+1 = xtot,t + 1|Xt, dt = 0)

= Pr(work|Xt, dt = 0) (2.9)

Similarly, for periods in which the agent enrolls in school, the state transition

simplifies to the probability that the agent will pass the grade level:17

Pr(Xt+1|Xt, dt = 1) = Pr(st+1 = st + 1, ft+1 = 0, ftot,t+1 = ftot,t|Xt, dt = 1)

= Pr(pass|Xt, dt = 1) (2.10)

16These assumptions allow me to estimate transitions of next period’s observed state Xt+1 as a function of the
current observed state Xt only. This simplification comes at a cost, as it assumes that the transition probability for
Xt+1 depends on unobserved shocks only through their influence on the current state variable. This property would
not hold if, for instance, an unobserved negative household shock that does not cause a youth to fail the current
grade nonetheless persists and affects the following period’s academic performance, leading her to fail the subsequent
grade. However, assuming that persistent shocks affect the observed state variable upon impact, thereby allowing
the current observed state to serve as a sufficient statistic for the distribution of next period’s observed state, seems
reasonable given the large gain in computational tractability.

17This treatment of the state transition while enrolled follows Lam et al. (2011), who treat school progression as
the outcome of a threshold advancement rule with stochastic shocks.
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I estimate both state transitions (2.9) and (2.10) as logits that are linear in Xt,

using data on labor market and schooling outcomes, respectively.18 The labor market

utility function (2.7) and employment probability (2.9) functions also include the

macro environment indicator ζ, but for simplicity agents forecast next period’s macro

state to be identical to the present. Denote the logit parameters governing the labor

market transition (2.9) and enrollment transition (2.10) as φj and φe, respectively.

2.3.3 Model Solution and Estimation

Because the model has a finite horizon, it may be solved by backward recursion.

Via Bellman’s principle of optimality, rewrite the agent’s problem as a dynamic pro-

gramming problem, where the value function Vt is defined as the maximal expected

present value of utility at time t, conditional on the state St:

Vt(St) = Ut(St) + βE [Vt+1(St+1)] (2.11)

Because the value function assumes optimizing behavior by the agent from period

t forward, it may also be expressed as the maximum over alternative-specific value

functions:

Vt(St) = max
d
{V d

t }

= max
dt

{
Ud

t (St) + βE
[
max
dt+1

{V d
t+1(St+1)}|St, dt

]}
(2.12)

The assumptions of additive separability and conditional independence of the

state space allow me to treat the E[max] term in (2.12) as a double integral over the

marginal distributions of X and ε. I discussed the transitions of X in the previous
18The state transitions may also be estimated nonparametrically. Since X is discrete, a simple bin estimator would

make nonparametric estimation particularly straightforward, for example. However, because many covariate cells
would have few observations, consistent estimation of the state transitions using nonparametric methods would be
difficult, so I opt instead for parametric estimation using logits.
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section. However, to make the problem tractable for estimation, I must assume

a parametric form for the distribution of ε. I assume that the unobserved shocks

are independently and identically distributed type I extreme value, i.e., F (εd
t ) =

exp
(
− exp

(
−εd

t

))
. The i.i.d. assumption on ε is admittedly restrictive, as it implies

that unobserved shocks affecting enrollment utility occur independently from those

affecting labor market utility. Although it is easy to think of unmodeled shocks

that could affect enrollment and labor force participation simultaneously (illness,

household job loss, etc.), many types of shocks, such as the transfer of a talented

teacher or the unexpected destruction of a job due to demand-side factors, will affect

the utility of just one choice. Assuming that ε is drawn from an i.i.d. Type I EV

distribution allows me to write E[max] in closed form, a considerable computational

savings, though I may relax this assumption in future work.

The assumptions of additively separable utility and conditionally independent and

i.i.d. Type I EV shocks greatly simplify the form of the E[max] terms of the Bellman

equation, which we may rewrite as:

E [Vt+1(St+1)|St, dt] = E
[
max

d
{V d

t+1(St+1)}|St, dt

]
= E

[
ln

(∑
d

exp
[
V d

t+1(Xt+1)
])

|Xt, dt

]
+ ν (2.13)

where ν ∼= .577 is Euler’s constant. Substituting the above closed-form expression for

E[max] into (2.12) serves to calculate the agent’s expectations over the unobserved

state variables ε. Combined with my assumptions on the transitions of the discretized

observable state variables X, we have:
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E [Vt+1(St+1)|St, dt] =
∑
X

([
ln

(∑
d

exp
[
V d

t+1(Xt+1)
])

|Xt, dt

]
+ ν

)
Pr(Xt+1|Xt)

(2.14)

The model’s structural parameters are θ = (φj, φe, γ, α), where φj and φe are the

labor market and enrollment transition parameters; γ is the parameter vector for the

wage equation; and α is the parameter vector describing enrollment preferences. For

any value of θ, we may solve the model recursively by using the terminal condition

that following the close of the decision horizon at Td, the agent must enter the labor

market. Therefore, I set U e
t (Xt) = U j

t (Xt) = E(w|Xt) + εj
t for all t > Td, which

allows me to solve for the value functions in periods t = Td + 1, . . . , T by backward

induction. The Type I extreme value assumption on the distribution of utility shocks

and their conditional independence over choice alternatives allow me to express the

agent’s conditional enrollment probability as:

Pr(dt = 1|Xt) =
exp (V e

t (Xt))

exp (V e
t (Xt)) + exp

(
V j

t (Xt)
) (2.15)

With data on the sequence of enrollment choices {dt}Td
t=1, I decompose an individ-

ual’s contribution to the likelihood function as:

le(φe) =

Td∏
t=1

Pr(passt|Xt, dt = 1)dt (2.16)

lj(φj) =

Td∏
t=1

Pr(workt|Xt, dt = 0)1−dt (2.17)

lw(γ) =

Td∏
t=1

f
(
w(Xt)

I(workt)
)

(2.18)

ld(α) =

Td∏
t=1

Pr(dt = 1|Xt)
dt Pr(dt = 0|Xt)

1−dt (2.19)
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where the components are the grade transition (2.16), the labor market transition

(2.17), the wage equation (2.18)19 and the enrollment choice equation (2.19). The

individual’s likelihood contribution is then:

l(θ|X) =

Td∏
t=1

le · lj · lw · ld (2.20)

With panel data {dit, Xit}Td
t=1 for i = 1, . . . , n individuals, the likelihood function

becomes:

L(θ|X) =
n∑

i=1

ln li(θ|Xi) (2.21)

Estimation of θ may proceed by a nested fixed point (NFXP) algorithm, as in

Rust (1987): in the “inner loop,” the current guess of θ is used to solve the model

recursively, as described above, while in the “outer loop,” each guess of θ is updated

through a numerical optimization procedure. The process repeats until convergence.

Because the likelihood function is additively separable in the contributions of

enrollment (d = 1) and labor market (d = 0) components, I am able to estimate

these parts sequentially. First, I use data on employment and school advancement

to estimate (φe, φj) using (2.16) and (2.17); employment and accepted wage data

are used to estimate γ using (2.18). The resulting estimates (φ̂j, φ̂e, γ̂) are then

substituted into (2.19) to estimate α. I set the discount factor β to 0.95. The

likelihood function converges to identical parameter estimates from several different

arbitrary starting values.

2.3.4 Parameter Identification

This subsection discusses identification of the model’s structural parameters θ =

(φj, φe, γ, α). Employment and grade advancement probabilities conditional on ob-

19Here, f(·) is the density of the wage residuals.
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servable characteristics identify the transition parameters φj and φe, respectively,

as in standard logistic regressions for binary outcomes. Variation in state variables

across individuals and over time among those in the labor market identifies γ, the

parameters of the expected wage function. Although γ is identified from the selected

sample that chooses to participate in the labor market and therefore may not be

interpreted as causal, the discrete choice model fully specifies the selection process.

Differences in enrollment rates by net psychic benefits of schooling (b), both across

individuals and over time, identifies the enrollment utility function parameters α.

For example, the difference in enrollment rates between those who failed their last

grade enrolled and those who passed identifies the coefficient on the failure indicator

in (2.8).

In the model, the transition parameters φe and φj capture youth expectations

about future schooling and labor market outcomes, respectively. The parameters α

and γ capture expectations about the utility associated with enrollment and labor

force participation, respectively. Precise estimation and sensible signs of coefficients

on time-varying characteristics within each structural parameter would provide ev-

idence in favor of my hypothesis that youth dynamically update their expectations

about the relative returns to enrollment versus labor market participation. The most

notable coefficients are those on school failure and work experience (recent and cumu-

lative), as such coefficients reflect updating based on previously uncertain schooling

and labor market outcomes. Evidence of dynamic updating may also be found in the

schooling coefficients (schooling, the indicator for high school graduate, and their

interaction), because schooling also evolves based on past enrollment choices and

their outcomes.
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2.4 Data

2.4.1 The Cape Area Panel Study

I estimate the model with data from the Cape Area Panel Study (CAPS), a longi-

tudinal study of youth in metropolitan Cape Town, South Africa (Lam, Ardington,

Branson, Case, Leibbrandt, Menendez, Seekings and Sparks 2008). CAPS sampled

about 4,800 youth aged 14-22 in Wave 1 (2002) and currently includes four publicly

available waves, the most recent conducted in 2006. In Wave 1, retrospective life

histories were collected for each year stretching back to birth, and include informa-

tion on school enrollment and advancement, job search, and employment. I update

this retrospective life history data with information from Waves 2-4 to construct the

panel used in this paper. I make several sample restrictions. I keep only those youth

observed until at least age 18. Those who report advancing two or more grades in a

year, or without continuous information on enrollment, are dropped from the sample.

I drop those who report entering school prior to age 4 or exiting school after age 24

(which effectively sets Td = 24 as the decision horizon).20 I also drop those whose ed-

ucational histories, by my definition of school advancement (described below), place

them with more than 16 years of completed schooling. This leaves N = 3, 806 indi-

viduals in the sample, comprising 68,898 person-years from ages 4-26. Table 2.A.1

shows the panel balance at selected ages. The sample size drops sharply at later

ages due to both the young ages of entry into the panel (i.e., right-censoring) and

attrition in later waves. Although whites are more likely than blacks or coloureds to

be out of the sample after age 18, panel imbalance by race is not severe.

At each age, the data contain information on the youth’s enrollment status. If

20Reporting school entry prior to age 4 is more likely to reflect measurement error than childhood precociousness,
in my view. Few observations are available in the data after age 24 (less than 20% of the sample is observed beyond
24, due to starting ages in Wave 1 and attrition), raising concern that estimating the model with these enrollment
choices will result in severe finite-sample bias.
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enrolled, the data report the school outcome (pass or fail); if in the labor market,

the data report whether employed.21 Enrollment in school supersedes labor market

participation when these are reported to occur simultaneously at a given age, in

order to keep these choices consistent with their treatment as mutually exclusive

in the model. Work or search while enrolled never exceeds 3% of the sample at

any grade level, and never exceeds 2% during grades 1-12, making me confident that

modeling enrollment as distinct from labor force participation is reasonable. For post-

secondary education (grades 13-16), I expand the definition of grade advancement to

include a response of “no grade/continuing” to the survey question on school result,

as this is consistent with continuation in a multi-year degree program, and is the

modal response for these grades.22 Table 2.A.2 shows, using monthly calendar data

collected during CAPS Waves 1-4, that school enrollment and labor force spells last

at least one year on average, regardless of whether I allow a spell to include other

concurrent activities or restrict the definition to full-time spells (although removal of

censored spells reduces mean duration somewhat, because the longest spells tend to

be censored). Moreover, because school enrollment spells tend to follow the January-

December academic year (as shown in Figure 2.5), my assumption in the model that

time periods last one year seems reasonable.

Data on accepted wages and school fees are available only at each panel interview

rather than at each age. To overcome this restriction, I predict wages and school fees

by regressing observed values on the state variables in Table 2.1.23 Appendix 2.A.2

21Although search behavior is also reported in the sample, all non-enrolled youth are assumed to be participating
in the labor market. In principle, the model could be extended to include non-participation in the labor market as
a discrete choice. However, a companion paper using CAPS (Levinsohn and Pugatch 2011) finds that 64% of those
who permanently exit school and never report searching nonetheless find employment by the end of the sample,
suggesting that labor market participation is not synonymous with active search for these youth.

22Unfortunately I am unable to distinguish reliably whether those in post-secondary education are making satis-
factory progress to degree completion, because few students report academic failure in these grades.

23I predict school fees using only race dummies, completed schooling, and a dummy for high school graduate,
to be consistent with racial disparities in school expenditure and the discontinuous jump in fees in post-secondary
schooling. I am concerned that if additional information on, say, cumulative grades failed were used to predict school
fees, results could reflect unmodeled endogenous school choice and therefore be biased. For both expected wages and
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contains additional information on the South African education system, while Ap-

pendix 2.A.3 contains additional information on the sample and variable definitions.

For the purposes of the model, the first decision period t0 occurs at age 12, as

no youth enter the labor market and obtain work prior to this age, so extending

the model to an earlier age would be superfluous. Of course, by age 12 substantial,

non-random differences have already arisen among youth due to unobserved charac-

teristics related to family background and motivation. Therefore, I include a dummy

for completion of at least 6 years of schooling at age 12 as a state variable (represent-

ing “on-time” completion for a student who enters at age 6), which proxies for the

effect of such early life differences. The decision period ends at Td = 24. The model

ends at T = 60, the age of public pension eligibility in South Africa.24 I top-code

grades failed and work experience since age 12 at 3 and 4, respectively, which reduces

the dimension of the state space while still accurately capturing more than 99% of

the person-year observations in the sample.

2.4.2 Summary statistics and stylized facts

Table 2.2 presents summary statistics for the sample. The racial distribution

reflects the unique racial composition of Cape Town, where coloureds (mixed racial

heritage) are prominent. Schooling careers range on average from ages 6 to 18, with

a mean of 1.2 grades failed.25 There is wide variation (standard deviation 1.2 years)

in completed schooling even by age 12. Only slightly more than half of the sample

has worked, though this in part reflects right-censoring of school careers rather than

failure in job search. As mentioned in Section 2.1, one third of the sample has re-

school fees, I replace predicted values below the minimum value observed in the sample with the first percentile from
the data, in order to avoid non-positive predicted values and extreme outliers.

24Although individuals must also pass a means test to receive a public pension, in practice about 80% of elderly
blacks and coloureds receive the pension. The pension is quite generous relative to the median incomes of these
groups (Case 2004).

25“Failure” refers to any type of failure to complete a grade level while enrolled, and includes withdrawal from
school as well as academic failure.
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enrolled in school (after disenrolling for at least one year) at some point in the sample,

including 20% who re-enroll before completing secondary school.26 As explained in

Section 2.2, this re-enrollment behavior is difficult to reconcile with standard human

capital theory, but is a prominent feature of the dynamic model I estimate.27

Table 2.3 shows the means of selected variables across various demographic and

educational categories. Racial disparities in schooling and labor market outcomes

are substantial: blacks enter school one year later and last enroll nearly one year

earlier than whites, on average, and fail 1.7 grades, compared to 0.5 for whites.

Black wages are less than one third those earned by whites. Coloureds occupy an

intermediate group between these extremes. Gender differences are not nearly as

pronounced, however. Schooling and labor market outcomes follow the expected

patterns when splitting the sample by ability or completed schooling. However, re-

enrollment is not correlated with schooling or labor market disadvantage in a simple

way. For instance, although similar proportions of black and whites re-enroll at some

point in the sample (39% and 43%, respectively), 31% of black youth re-enroll before

completing grade 12, compared to only 14% of whites. Similarly, high ability (those

scoring above the age-adjusted, within-sample median on the standardized literacy

and numeracy evaluation) youth re-enroll at higher rates than those with low ability

(39% to 28%), but both groups re-enroll at similar rates before grade 12 (18% and

22%). This suggests that the option to re-enroll may be taken for different reasons

according to background characteristics and current levels of completed schooling.

26Comparable rates in the NLSY79 are 20 percent ever re-enrolled and 5 percent re-enrolled before high school
completion (Keane and Wolpin 1997).

27Moreover, it is unlikely that measurement error, in the form of recall bias, leads to a gross overstatement of
re-enrollment rates. If recall bias were severe, I would expect re-enrollment rates to be greater for observations from
ages before youth entered the panel and were subject to frequent interviews. Yet in a regression of the re-enrollment
indicator on a dummy for whether the observation overlapped with the time of the panel, the coefficient is positive
and significant (coefficient 0.03, t-statistic 2.5), which is the opposite of the result I would expect to find in the
presence of recall bias. The regression includes a full set of age and schooling dummies, controls for work experience
and school failure (in both the last relevant period and cumulative), and individual fixed effects, with standard errors
clustered at the individual level.
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The model accounts for such heterogeneity through its demographic controls and by

allowing enrollment preferences and labor market returns to change discontinuously

following high school completion.

Table 2.4 depicts patterns of enrollment and school failure by level of completed

schooling. Enrollment rates are relatively high among those in the primary and early

secondary school grades (1-9), though not universal,28 falling steadily to a trough

around 20% at high school completion. Those with some post-secondary education

(grades 13 and above) tend to remain enrolled, however. Enrollment and failure

rates are negatively correlated, with failure highest between 9-11 years of completed

schooling (when students prepare to pass the “matric,” or secondary school com-

pletion exam). Table 2.A.3, Panel (a) shows that such failure stems largely from

academic failures, rather than withdrawal from school or continuation in an educa-

tional program.29,30 Dropout increases in secondary school and peaks upon secondary

completion. Re-enrollment follows a similar pattern, with re-enrollment rates highest

among those with 9-11 years or more than 12 years of schooling.

The discrete choice model of this paper treats (expected) wages and school fees

as the directly measurable economic factors influencing enrollment decisions; Table

2.4 also shows employment, wages and fees as functions of completed schooling.

Employment rates, wages and school fees increase substantially upon completion of

secondary school. The apparent non-linearity of returns at secondary completion

motivates the inclusion of terms (HSG and HSG ∗ (s − 12), described in Table

28Recall that the sample begins at age 12, when many youth will already be close to primary school completion.
Extending the sample to age 4 makes primary school enrollment nearly universal.

29Of course, school withdrawal could be another form of academic failure in which a failing student stops attending
rather than face outright failure.

30Note that beginning in post-secondary (completed schooling 12 or above), I alter the definition of failure so that
“no grade/continued” counts as passing the level, which explains why this response is zero for this group. Relatively
high rates of “no grade/continued” prior to secondary school completion may be due to enrollment in vocational
training or equivalency programs, although enrollees in National Training Certificate (NTC) programs report similar
“no grade/continued” rates as the full sample.
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2.1) allowing the intercept and slope of the expected wage equation to change in

post-secondary schooling. Yet despite the large increase in fees for higher education,

their (mean) reported level remains markedly lower than the corresponding wage

throughout the schooling distribution.31

2.4.3 Evidence consistent with dynamic updating of expected returns

Although the descriptive evidence presented thus far in this section helps to

illustrate the relative costs and benefits of enrollment over the school career in

the South African context, relatively straightforward modifications to the standard,

static model of human capital investment (incorporating school failure and employ-

ment rates to modify expected returns, for instance) could still capture observed

behavior quite well.32 To justify the specification of a dynamic model, we must also

observe behavior that could not be accounted for in the static case, such as enroll-

ment (and re-enrollment) decisions reflecting dynamic updating of expected returns

following acquisition of new information. I will argue observed enrollment choices in

the sample are consistent with such dynamic updating. In the following subsection, I

consider alternative explanations for the observed enrollment and dropout patterns.

I have hypothesized that much labor market entry and exit occurs because youth

dynamically update their expectations about the relative returns to enrollment and

job search based on the outcomes of their past choices. For instance, a student who

fails a grade may be more likely to fail in the future, as she learns that she is less

able academically than previously thought. Similarly, a youth who succeeds in her

job search may be more likely to succeed in the future, as she builds a professional

31These values, as with all currency-denominated units in the paper (unless otherwise noted), are in real South
African rand per year, base year 2002. The South African rand traded at 10.3 per US dollar in August 2002, when
CAPS Wave 1 began.

32For instance, Altonji (1993) develops a model of sequential schooling choice with uncertain completion, but
ultimately estimates reduced-form regressions for wages and completion probabilities.
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network and firm-specific human capital or forms a long-term contract with her

employer. Figure 2.6 shows that these patterns exist in the data.33 If youth know

these conditional probabilities of passing and employment, they may change their

behavior as they update their expectations based on the outcomes of their past

choices.

The transition matrices in Table 2.5, which show how youth in the sample move

between enrollment and non-enrollment, suggest that enrollment decisions reflect

such dynamic updating about returns. In the full sample, 82% of those enrolled in a

given year will remain enrolled in the following year, i.e., the overall dropout rate is

18%. Of those not enrolled in school, 88% will remain not enrolled in the following

year, for a gross re-enrollment rate of 12%. Conditioning on past outcomes reveals

behavior consistent with dynamic updating of the relative returns to enrollment

versus labor market participation. Among those enrollees who passed the grade

level, 87% remain enrolled in the following period, while just 48% of those who

failed remain enrolled. Similarly, only 5% of those employed choose to re-enroll in

school in the following period, compared with 15% of the unemployed. This pattern

of re-enrollment is consistent with the stylized model presented in Section 2.2.2, in

which agents who fail to find a job are more likely to re-enroll as they reassess their

expected returns to labor market participation.

The middle and rightmost panels of Table 2.5 show that transition patterns con-

sistent with dynamic updating are present regardless of secondary completion. For

both those with less than or at least 12 years of completed schooling, enrollees who

failed are more likely to drop out of school than those who passed, and those who were

unemployed while not enrolled are more likely to re-enroll in school. This descriptive

33Of course, these patterns may also simply reflect selection, as the less able and employable are more likely to fail
and be unemployed, respectively, both now and in the past. The model fully specifies the dynamic selection process,
however, and includes a rich set of controls to account for such selection.
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data is consistent with agents dynamically reassessing the returns to enrollment as

they acquire new information based on past outcomes. The importance of such up-

dating to the decision-making process makes a dynamic human capital investment

model appropriate.

2.4.4 Alternative explanations of observed enrollment behavior

Several alternatives to my preferred “dynamic updating” hypothesis could explain

the observed enrollment patterns, among them: 1) responses to household shocks;

2) preferences for leisure; 3) credit constraints and the need to accumulate savings;

and 4) behavioral explanations. I address each of these in turn.

Responses to household shocks. Youth experiencing household shocks, such as a

parent’s job loss or the severe illness of a household member, may choose to change

their enrollment behavior abruptly as a result. Unfortunately, the available life

history data are not rich enough for me to model or otherwise rule out the role of

such shocks. The most detailed data on household shocks are available only during

the period of the survey waves (2002-2006), leaving an incomplete panel relative to

the longer panel I use in estimation. In this limited panel, household shocks are

not statistically associated with dropout or re-enrollment (after controlling for grade

failures, work experience, age, schooling and individual fixed effects), as shown in

Table 2.A.4.34 Additional data on household characteristics available throughout

youth life histories include marriage, pregnancy, and co-residence with parents or

grandparents, which are more properly modeled as endogenous choices rather than

external shocks, and would therefore require a richer model.35 However, the model in

34This evidence is consistent with Lam et al. (2010), who find using CAPS data that household shocks (measured
in Wave 3) do not significantly affect post-secondary enrollment.

35Empirically, pregnancy does not play a prominent role in dropout decisions: among new dropouts’ self-reported
reasons for leaving school, girls cite pregnancy 4% of the time, though the data is hampered by high rates of non-
response.
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its current form is consistent with the presence of household shocks, either through

their effects on observable outcomes (such as grade advancement and employment)

or through the unobservable (to the econometrician) state variable ε.

Preferences for leisure. Another alternative explanation for the observed dropout

and re-enrollment patterns is that youth prefer to take some time off from school

occasionally and enjoy a period of leisure. Such a preference for leisure would be

particularly likely at or near the completion of secondary school, when youth might

wish to enjoy a “gap year” before continuing their studies. Yet the proportion of

youth who cite economic factors (rather than other reasons more likely to signal a

preference for leisure) as the reason for dropout increases to 23% among those with 12

years of schooling (compared to 12% for those with less than 12 years of schooling),

precisely when we would expect youth to be taking a “gap year.”36 Moreover, a

sizable fraction (20%) of the sample drops out and re-enrolls prior to completing

high school (see Table 2.2), before the typical “gap year” ages. This suggests that

preferences for leisure, in the form of an extended period of non-enrollment, are not

driving dropout and re-enrollment rates.

Credit constraints. If youth are credit constrained, they may need to drop out of

school temporarily in order to accumulate savings, and re-enroll when they have saved

enough to pay school fees. Increases in re-enrollment rates after high school comple-

tion (Table 2.4) and the relatively high rates of youth from the poorest households

citing school fees as their reason for dropout (Table 2.A.3, panel [b]) are consistent

with credit constraints. Yet credit constraints do not appear to bind for the majority

of youth: Table 2.A.3, panel (b) also shows that for the full sample, the proportion

of dropouts reporting that they can not afford to attend school falls from 7% to 6%

36Economic reasons for dropout include work, job search, or not being able to afford school. Non-response is the
modal reason for not enrolling in school among dropouts, but the increase in those citing economic factors among
high school graduates suggests that preferences for leisure do not drive dropout at that stage.
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among high school graduates, the group most likely to face prohibitively high edu-

cation expenses.37 Formally incorporating credit constraints would require a richer

model that incorporates asset accumulation and savings, as in Keane and Wolpin

(2001) and Cameron and Taber (2004). However, in the model I follow the existing

literature (such as Cameron and Heckman 2001, Carneiro and Heckman 2002, Lam

et al. 2010) and allow household income to proxy for credit constraints. Specifically,

I include indicators for lower household income quintiles and their interaction with

an indicator for high school graduation; if youth from the poorest households face

credit constraints that affect their enrollment choices, the coefficients on these terms

will be negative. It must be noted, however, that the resulting estimates can not

prove the existence of credit constraints, but may instead reflect the accumulation

of educational disadvantage in low income households.

Behavioral explanations. Many behavioral explanations are possible for the ob-

served enrollment patterns, such as myopia or asymmetric information about the

relative returns to schooling versus labor market participation. Although I do not

test such alternative behavioral hypotheses directly, if the model provides a good fit

to the data, it would show that a model based on rational, forward-thinking, and

well-informed agents is consistent with observed behavior. I turn to the results and

fit of the model in the next section.

2.5 Results

2.5.1 Parameter estimates

Table 2.6 presents estimates of the model’s structural parameters θ = (φe, φj, α, γ).38

The transition parameters for school advancement and employment (φe and φj,

37The sample used to calculate the statistic is “new” dropouts, i.e., those who have dropped out of school after
enrolling in the previous year.

38The model converges to identical parameter estimates from arbitrary starting values.
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respectively) in columns (1) and (2) are mostly as expected, though with a few

surprises. In the school advancement equation of column (1), I find that blacks,

coloureds and males are significantly less likely to pass to the next grade level. The

probability of passing is increasing in ability and for those who completed at least

6 years of schooling by age 12. The probability of passing declines with the level of

schooling, though the separate slope and intercept terms for high school graduates

are positive, reflecting the lower failure rates in post-secondary education reported

in Table 2.A.3, panel (a). Perhaps surprisingly, those who failed their last period

enrolled are more likely to pass, though this effect is not statistically significant. Un-

surprisingly, however, the probability of advancement declines with the cumulative

number of grades failed since age 12.

Column (2) shows results for the labor market transition equation (2.9), corre-

sponding to the parameter φj. Most coefficients have the expected sign: blacks and

females are significantly less likely to find work than white males; the probability of

employment is increasing in schooling, with a higher intercept (though no steeper

gradient) for high school graduates. As hypothesized, employment is path depen-

dent, with the coefficient on employment during the last period of non-enrollment

quite large and precise. Surprisingly, those with at least 6 years of schooling at age

12 and more total work experience are less likely to be employed. Employment is

quite sensitive to macro conditions, with a precisely estimated negative coefficient

on the bad macro environment dummy.

Column (3) presents parameter estimates from the enrollment utility function of

the dynamic discrete choice model, i.e., the coefficients from (2.8).39 The coefficient

39A note on the interpretation of coefficients from the enrollment equation in Table 2.6: as is well known, logit
coefficients such as these are identified only up to scale. Because the units of the labor market utility function (as
well as the school fee term in the enrollment utility function) are in South African rand per year (ten thousands,
base year 2002), so too are the units of the enrollment utility coefficients, provided the scale parameter of the i.i.d.
Type I extreme value shocks is unity, as assumed.
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for black shows that blacks are no more likely to enroll in school than whites, condi-

tional on all other covariates. For coloureds, however, the coefficient is negative and

significant, consistent with their shorter school careers. Coefficients on schooling at

age 12 and the highest ability group are positive, consistent with greater consump-

tion value of schooling for the more academically able. The schooling coefficient

is negative, reflecting increases in both academic difficulty and opportunity costs as

youth progress through school. Coefficients on recent and cumulative failure are neg-

ative, consistent with dropout after learning about one’s academic ability through

school outcomes. These school failure coefficients are strong evidence in favor of the

hypothesis that youth dynamically update their enrollment behavior based on past

schooling outcomes.

Since the school fee term in the enrollment utility function (2.8) accounts for the

direct costs of schooling, the negative sign on the indicator for high school grad-

uate may reflect any of several impediments to higher education: greater psychic

costs, difficulty in obtaining admission, or credit constraints. The coefficients on

all household income terms are negative, which may reflect the accumulated disad-

vantage of poverty, credit constraints in school financing, or both. The argument

for credit constraints strengthens when considering the negative interaction terms

on high school graduate and indicators for the first two household income quintiles,

which means that conditional on high school graduation, youth from poorer house-

holds are less likely to enroll in post-secondary education, as also found by Lam et

al. (2010). However, neither of these interaction terms is significant at conventional

levels, weakening the case for credit constraints. Ultimately, the model can not de-

termine whether lower post-secondary enrollment by poorer youth stems from credit

constraints or accumulated disadvantage.
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Coefficients for the wage equation (parameter γ) presented in column (4) gener-

ally show the expected pattern with respect to demographic, schooling and ability

variables, with a large wage return to higher education evident in the high school

graduate slope coefficient. A bad macro environment dampens wages, also as ex-

pected. The school fee regressions reported in Table 2.A.5 show that fees are less for

blacks and coloureds, likely reflecting lower school quality. School fees increase with

grade level, with a large and discontinuous jump in post-secondary schooling.

2.5.2 Model fit

Figure 2.7 assesses model fit by comparing observed versus predicted grade ad-

vancement (panel [a]) and employment (panel [b]), corresponding to the transition

equations (2.10) and (2.9), respectively. The model fits the data well for both types

of transitions. Figure 2.8 plots enrollment probabilities for various state variables.

The model does well in predicting enrollment by completed schooling (panel [a]),

except in the final levels of post-secondary schooling. The model also does well in

predicting enrollment as a function of previous school failure, reflecting students’

learning about their academic ability: in panel (b), agents in the data and the model

are less likely to enroll following a failed grade, which is also true in the case of

cumulative failures, as in panel (c). Panels (b) and (c) show that the model captures

how youth dynamically update their behavior based on past schooling outcomes.

Another important dimension of fit to consider is whether the model can replicate

the patterns of dropout and re-enrollment observed in the data. Figure 2.9 presents

observed and predicted dropout and re-enrollment rates by completed schooling. To

calculate predicted values, I simulate 50 enrollment histories for each observation,

using the state variable at age 12 (the first decision period) as the initial condition.

The model predicts the stylized pattern of dropout fairly well, accurately capturing
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the rise of dropout through the end of secondary school and its subsequent fall in post-

secondary. However, the predicted magnitudes are sometimes quite different from the

data, overestimating dropout rates throughout the schooling distribution. The model

predicts the secular rise in re-enrollment through the secondary school years (despite

noise in the early grades due to small sample sizes), but again does not predict

magnitudes well. These discrepancies between actual and predicted dropout and

re-enrollment rates likely arise because the model does not adequately capture the

switching costs (both monetary and psychic) youth face when considering dropout or

re-enrollment. Despite the relatively high re-enrollment rates observed in the data,

youth exhibit more continuity in their enrollment choices than the model predicts.

2.5.3 Robustness checks

In considering the school to work transition of South African youth throughout

their adolescence, the model of this paper treats transitions between high school and

post-secondary education and transitions between schooling and labor force partici-

pation in the same framework. Although the model allows for enrollment preferences

and the returns to schooling to change discontinuously at high school completion,

one might still worry that school to work transitions for those with post-secondary

schooling are fundamentally different in nature than for those without. To explore

this possibility, I re-estimate the model using only observations from youth who do

not enroll in post-secondary schooling. Comparing the results from this selected sam-

ple to those from the full sample allows one to see the extent to which the inclusion

of those pursuing post-secondary schooling drives my results.

Table 2.A.6 shows results from the sample with no post-secondary schooling.

Results are qualitatively similar to those from the full sample presented in Table 2.6.

In particular, youth who never enroll in post-secondary schooling are more likely to
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drop out of school if they have failed their most recent grade and with cumulative

grade failures, just as in the full sample. This result suggests that the process of

dynamic updating of the expected relative returns to enrollment versus labor force

participation is the same for these youth.

One may also be concerned that my assumptions about how forward-looking youth

are in the model drives my results. In particular, one might worry that results will

change dramatically depending on my choice of the discount factor β or the time

horizon T . Table 2.A.7 shows that this is not the case. The table shows estimates

of the enrollment utility parameter (γ) under alternative scenarios for β and T .40 In

column (1), β is set to 0.9 (from 0.95 in the main estimates). In columns (2) and

(3), T is set to ages 52 and 65 (from 60 in the main estimates), respectively; T = 52

corresponds to South African life expectancy in 2006, while T = 65 corresponds to

the age of public pension eligibility for males prior to a recent change in the law

(and therefore may have been the retirement age males had in mind when making

enrollment choices). Across all columns, coefficients are qualitatively similar to those

from the main results in column (3) of Table 2.6.

2.6 Policy Simulations

In this section, I return to the motivating question of the paper: how important is

the opportunity to re-enroll in the school to work transition of South African youth?

To answer this question, I simulate a counterfactual scenario in which the option to

re-enroll in school following dropout is restricted, and explore how enrollment deci-

sions and outcomes change as a result. I also consider several other policy simulations

that potentially alter the incentives for enrollment versus labor market participation:

40Estimates of the enrollment utility parameter γ only are shown because this is the only structural parameter that
depends explicitly on the discount factor β and the time horizon T in the model. All other structural parameters
remain unchanged.
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compulsory schooling, increased pass rates, and a subsidy for post-secondary school

fees. I conclude the section by comparing results from the restricted re-enrollment

simulation with those from the other policies.

2.6.1 Restricted re-enrollment

Given the prevalence of re-enrollment among youth in the sample, it is natural

to ask what role the option to re-enroll plays in decisions about schooling and la-

bor market participation. Youth who know that they may re-enroll in school after

a labor market spell may make different choices about human capital investment

than those for whom labor market participation is effectively a terminal action. The

model developed in this paper is well-suited to explore the ramifications of the op-

tion to re-enroll. By fully specifying the enrollment choice environment for youth

and recovering its structural parameters, the model may be adapted to consider a

counterfactual scenario in which the option to re-enroll is restricted.

To quantify the importance of re-enrollment, I modify the model by restricting re-

enrollment prior to completion of high school, making labor market participation be-

fore completing grade 12 an absorbing state. I still allow for re-enrollment after high

school completion, because restricting re-enrollment in the transition between sec-

ondary and post-secondary education seems particularly unrealistic. Although this

scenario of restricted re-enrollment is admittedly extreme (and possibly unenforce-

able under the existing educational infrastructure in South Africa), it nonetheless

provides a useful thought experiment, allowing me to assess empirically the impor-

tance of the re-enrollment option. The exercise is similar in spirit to that of Heckman

and Urzua (2008), who simulate the elimination of the General Educational Devel-

opment certificate (GED), a high school equivalency certificate available in the U.S.

that is typically earned by high school dropouts who later re-enroll.
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Specifically, I simulate 50 enrollment histories for each observation, using the

state variable at age 12 as the initial condition, and eliminating the option to re-

enroll before completing grade 12. Comparing simulated enrollment probabilities and

completed schooling to analogous simulation results from the unrestricted model

provides an assessment of how the option to re-enroll influences youth schooling

choices and outcomes. The expected effects of such a policy are ambiguous: although

restricting the freedom to enroll in school among a subpopulation (in this case,

dropouts) ought to depress enrollment rates, potential dropouts facing no possibility

of returning to school may choose to remain in school as a result, causing overall

enrollment rates to rise.

Figure 2.10 shows enrollment and dropout probabilities from the data, the un-

restricted model, and the restricted re-enrollment simulation. Enrollment rates in

the restricted re-enrollment scenario exceed observed and predicted (from the un-

restricted model) enrollment rates throughout most of the schooling distribution

(panel [a]). The magnitude of these increases are striking: for example, 86% of those

with 7 years of schooling enroll in school under the restricted re-enrollment scenario,

compared to 76% in the data and 71% in the unrestricted model. Dropout rates

are correspondingly lower in the restricted re-enrollment simulation (panel [b]). The

intuition for these results is that youth facing restricted re-enrollment will be less

willing to experiment in the labor market if the opportunity cost includes not only

foregone human capital during a short labor market spell, but also foregone human

capital in all future periods.

Table 2.7 shows the distribution of completed schooling at age 20 from the data

and the restricted re-enrollment simulation. Column (1) reports the percentage of

the sample in each schooling category under simulation of the unrestricted model;
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column (2) reports percentages under the restricted re-enrollment simulation; and

column (3) reports the difference (standard errors in parentheses). The results show a

clear rightward shift in the schooling distribution. The shares of the sample complet-

ing high school or attaining some post-secondary education climb by 8.3 percentage

points each, with corresponding declines in the lower schooling categories. The re-

sults are qualitatively similar to those of Heckman and Urzua (2008), who use a

structural schooling model to find that elimination of the GED would increase sec-

ondary completion by 2.1 percentage points in the U.S.41 In both cases, restricting

the option to re-enroll reduces dropout. While the magnitudes of the effects I find

may be surprisingly large, the large share of my sample re-enrolling in school prior to

completing grade 12 (20%) suggests that the restricted re-enrollment policy should

indeed have a dramatic effect on the incentives faced by many youth.

A final note is in order on the welfare implications of the restricted re-enrollment

simulation considered here. Restricted re-enrollment imposes costs on youth, even if

it induces some to remain in school longer and complete more schooling than they

otherwise would. In the unrestricted model, the possibility of re-enrollment con-

fers option value on agents who have dropped out. Youth who choose to disenroll

and re-enroll do so rationally. As forward-looking agents who compare the present

value of enrollment and labor market participation in each period, their dropout and

re-enrollment decisions are rational responses to shocks such as school failure and

unemployment. Any restricted re-enrollment policy reduces youth welfare by shrink-

ing their choice set (as noted in Section 2.2.2). From a social welfare perspective,

restricted re-enrollment is efficient only if the resulting reduction in school dropout

generates sufficiently high social returns, which I do not model in this paper. This

41Similarly, Heckman, LaFontaine and Rodriguez (2008) find, using a panel of U.S. states, that an increase in the
difficulty of passing the GED test reduced high school dropout rates.
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same caveat about welfare implications applies to other policy simulations as well,

in particular to the compulsory schooling simulation considered below.

2.6.2 Compulsory schooling

Schooling is compulsory in South Africa from ages 7 to 15 (or until completion of

grade 9, if this occurs before age 15). Child labor laws also prohibit employment by

those under age 15. In the data, however, truancy rates in ages 12-15 reach as high

as 8%, with child labor rates as high as 21% among truants, as shown in Table 2.A.8.

Therefore, the model of this paper assumes that neither the compulsory schooling

nor child labor laws are enforced. I use the model to simulate the enforcement or

extension of these laws by restricting youth to be enrolled in school until a certain

age; this restriction models enforcement of both the compulsory schooling and child

labor laws because youth in the model may only work if they are not enrolled in

school. As before, I simulate 50 enrollment histories for each observation under both

the unrestricted model and the compulsory schooling policy, using the state variable

at age 12 as the initial condition. The results of the simulation, in addition to being

interesting in their own right, also help to shed additional light on the importance

of the option to re-enroll: making schooling compulsory over a period of time also

removes the option to drop out and re-enroll during that period.

Table 2.8 presents results of simulations in which I make schooling compulsory

through ages 15 and 16 (columns [2] and [3], respectively). Panel (a) shows the

percentage of the sample in each schooling category at age 20, while panel (b) reports

differences between the compulsory schooling simulation and the unrestricted model.

Compulsory schooling leads to a redistribution of youth from the lower schooling

categories (less than 12 years) to the higher schooling categories (12 or more years).

Enforcing compulsory schooling until age 15 (the existing law), for instance, leads to
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a decrease of 2.5 percentage points in those completing less than 9 years of schooling,

but a 0.5 percentage point increase in those with exactly 12 years of schooling and

a 2.6 percentage point increase in those with more than 12 years. The effects are

generally larger in magnitude when extending compulsory schooling to age 16.

The results of the compulsory schooling simulation are qualitatively similar to

those of the restricted re-enrollment simulation of the preceding section: in each

case, the shares of youth in the two highest schooling categories increase. These

results are consistent with each other because each policy increases the cost of early

dropout (or completely restricts it, in the case of compulsory schooling), changing

the incentives for youth who might otherwise end their schooling careers. For both

simulations, however, the restrictions come at the cost of reducing youth’s choice

sets, and therefore their individual welfare.

2.6.3 Increased pass rates

As noted in section 2.4, South African youth face high rates of school failure and

grade repetition. Lam et al. (2011) document how grade failure and repetition lead

to lengthy school careers in South Africa. One might therefore argue that passing

thresholds are too high in South African schools, and that relaxing standards would

lead to improved outcomes for youth. The model of this paper is well suited to

explore such a policy, because it makes pass rates a key factor that youth consider

when making enrollment choices. Using the same methodology as the previous policy

simulations, I consider the effects of a 10 percentage point increase in pass rates at

all levels of schooling.42

Table 2.9 presents results of the increased pass rate simulation. Not surprisingly,

the distribution of completed schooling among 20 year-olds shifts to the right relative

42Pass rates are set to 100% when the increase would result in rates exceeding 100%.
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to the unrestricted model, with those completing 12 years increasing 4.3 percentage

points and those with more than 12 years increasing 14 percentage points. The

results are qualitatively similar to those from both the restricted re-enrollment and

compulsory schooling simulations, showing that increasing the benefits of enrollment

(through an increase in school pass rates) has similar effects as increasing the costs of

dropout. The increased pass rate policy has important limitations, however, because

increasing pass rates without commensurate increases in (unmodeled) school quality

may not translate to gains in labor market outcomes.

2.6.4 Post-secondary schooling subsidy

Given the sharp increase in school fees for post-secondary education (Table 2.A.5),

another policy simulation I consider is a subsidy for post-secondary education. Specif-

ically, I simulate a 25% reduction in school fees for post-secondary education. As

with the previous policy simulations, I report results from simulating 50 enrollment

histories for each observation, using the state variable at age 12 as the initial con-

dition, and modifying the school fee term in the enrollment utility function (2.8) to

reflect the subsidy.

The post-secondary fee subsidy has negligible effects on the proportion of the

sample enrolling in post-secondary school by age 22. Table 2.10 shows that in the

full sample, the subsidy increases post-secondary enrollment by 0.3 percentage points,

but the increase is not statistically significant. The subsidy has identical effects on

youth from the first two quintiles of household incomes, the group that we would

expect to respond most to the subsidy. The results suggest that fees do not explain

much about post-secondary enrollment patterns, though I must note that because

mine is not a formal model of asset accumulation and borrowing, the simulation

does not allow me to conclude anything about the presence or absence of credit
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constraints.

2.6.5 Summary of policy simulations

In this section, I have considered a variety of policies that alter the enrollment

incentives of youth: restricted re-enrollment prior to high school completion, enforce-

ment and extension of compulsory schooling, increased pass rates, and a subsidy for

post-secondary schooling. Table 2.A.9 presents a summary of results of these policy

simulations (omitting the post-secondary fee subsidy, where the focus was on a dif-

ferent outcome). The results from each policy simulation may be compared directly

to the others because I use the same random numbers to simulate the model under

each policy. The policies have qualitatively similar effects: each policy increases the

proportion of 20 year-olds in the sample who complete 12 or more years of schooling,

while decreasing the proportion completing less than 12 years, as shown in panel

(b). The restricted re-enrollment simulation has the largest effect among the poli-

cies considered on those just below high school completion (9-11 years) and those

at exactly 12 years of schooling. Restricted re-enrollment also has effects that are

generally larger in magnitude across the schooling distribution than both compulsory

schooling simulations, suggesting that the option to re-enroll has more influence on

enrollment decisions than enforcement and extension of compulsory schooling. The

dramatic effect of the re-enrollment restriction demonstrates the importance of the

option to re-enroll in the schooling decisions of South African youth.

2.7 Conclusion

In this paper, I quantify the importance of school re-enrollment in the school to

work transition of South African youth. Specifically, I formulate a dynamic discrete

choice model of the transition between school and work, and estimate it using a panel
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of young South Africans. The model accounts for uncertainty in schooling and labor

market outcomes, and allows for dynamic updating of expected returns based on

the outcomes of past choices. The model also allows students to re-enroll in school

after a spell in the labor market, a frequent choice by South African youth, but

one that is largely ignored in both the literature on South Africa and in prevailing

dynamic human capital models. Each of these features of the model – uncertain

outcomes, dynamic updating of expectations, and the option to re-enroll – would be

missing from standard static human capital models, but are essential to understand

the difficult transitions between school and work faced by South African youth.

Structural parameter estimates confirm the hypothesis that youth dynamically

update their expectations about the relative returns to enrollment versus labor mar-

ket participation based on schooling and labor market outcomes. Evidence of such

dynamic updating is a key finding of this paper. The model replicates basic patterns

of grade advancement, employment and enrollment observed in the data, according

to characteristics such as completed schooling and recent and cumulative school fail-

ures. However, the model performs less well in predicting dropout and re-enrollment

rates because it does not adequately account for switching costs between enrollment

and labor force participation. Nonetheless, the model matches the stylized pattern of

dropout and re-enrollment throughout the schooling distribution, making the model

an appropriate basis for policy simulation.

I use the estimated structural parameters of the model to conduct several policy

simulations that alter the incentives for enrollment versus labor market participation.

In the first simulation, I restrict the option to re-enroll in school before completing

grade 12, making the labor market an absorbing state for those who drop out prior

to completing high school. Enrollment rates rise sharply under this restriction on
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re-enrollment, relative to both the data and results from the unrestricted model. The

re-enrollment restriction increases the proportion of the sample completing 12 years

of schooling by 8 percentage points. The results show that the option to re-enroll

is an important component of the incentives South African youth face when making

schooling decisions.

Simulations of the enforcement (and extension) of compulsory schooling and an

increase in school pass rates show qualitatively similar effects as the restricted re-

enrollment policy: in all cases, the proportion of the sample completing less than 12

years of schooling falls, while the proportion completing 12 or more years increases.

Simulation of a 25% fee subsidy for post-secondary education shows no significant ef-

fects on the proportion of the sample enrolling in post-secondary schooling, however.

The results suggest increasing the opportunity cost of school dropout (as in the re-

stricted re-enrollment and compulsory schooling simulations) or raising the expected

benefits of enrollment (as in the increased pass rate simulation) can have dramatic

effects on youth enrollment decisions. Youth are less responsive to changes in the

direct costs of schooling, however.

These policy simulations illustrate how enrollment behavior changes in the con-

text of the model, and are therefore useful for quantifying the importance of various

features of the school to work transition for young South Africans. It is important to

remember, however, that each policy may impose important costs on public budgets

(in the case of the post-secondary fee subsidy, for instance) or on youth (limiting

choice through restricted re-enrollment or compulsory schooling) that are not con-

sidered in this paper. Proper policy guidance would require a more comprehensive

cost-benefit analysis that builds on the results here.

The model of this paper is quite general, and allows for straightforward exten-
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sions such as job search or employment while enrolled, or choice of educational path

(e.g., academic versus vocational), that I may explore in future work. Its emphasis

on uncertainty, academic and labor market shocks, and the option to re-enroll is

appropriate for the South African context, where high grade repetition and unem-

ployment make the school to work transition especially difficult. Nonetheless, the

model may be relevant for other contexts as well, not only for other developing coun-

tries where youth face similarly difficult circumstances, but also developed countries

in which educational choices for dropouts are an increasingly important part of hu-

man capital investment. In the United States, for instance, the prevalence of high

school dropouts obtaining the GED or mid-career workers enrolling in community

or for-profit colleges makes the option to re-enroll an important consideration for

students.

The key findings of the model – that youth update their expected returns and

enrollment decisions based on past schooling and labor market outcomes; that youth

alter their enrollment behavior when the option to re-enroll after dropout is re-

stricted; and that youth respond similarly to other changes in the costs and benefits

of enrollment – suggest that a dynamic framework is essential for understanding the

school to work transition in South Africa.
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2.8 Figures and Tables

Table 2.1: Elements of observable state space X and exclusion restrictions

Variable Description enrollment passing wage/
employment

Time-invariant (X0):
race I(race=r) for r=black,coloured x x x
g I(female) x x x
s0 I(schooling≥ 6 at t = 0) x x x
zq I(ability quartile=q) x x x
yq I(household income quintile=q) x

for q =1,2
Time-varying (Xt):
s schooling x x x
ftot total grades failed since t = 0 x x
f I(failed last grade enrolled) x x
xtot work experience x
x I(worked last period not enrolled) x
HSG I(high school graduate) x x
(s− 12) ∗HSG (schooling-12)*I(high school graduate) x x x
yq ∗HSG interactions between yq and HSG x

ζ I(bad macro environment)† x

†A bad macro environment is a year in which the employment/population ratio for 15-24 year olds is less than 25%. Between
1991-2006, this occurred in 2002-2003.
Note: “x” denotes inclusion in equation, by column. Enrollment refers to equation (2.8); passing refers to (2.10);
wage/employment refers to (2.7) and (2.9).

Table 2.2: Summary statistics

Variable Obs. Mean Std. Dev.
female 3,806 0.54 0.50
black 3,806 0.28 0.45
coloured 3,806 0.55 0.50
white 3,806 0.17 0.38
age of school entry 3,806 6.2 1.1
age last enrolled 3,806 17.9 2.3
completed schooling 3,806 10.9 2.2
grades failed 3,806 1.2 1.3
schooling at age 12 3,806 5.4 1.2
LNE score 3,806 0.23 0.98
ever re-enrolled 3,806 0.33 0.47
ever re-enrolled, grade 1-12 3,806 0.20 0.40
passed matric (high school) 3,806 0.50 0.50
ever enrolled in post-secondary 3,806 0.27 0.44
ever worked 3,806 0.51 0.50
work experience 3,806 1.1 1.3
wage (FTE, max.) 2,708 40,287 45,002

LNE score is from literacy and numeracy evaluation administered in CAPS Wave 1, normalized to mean zero and standard deviation one. Wage
is annual full-time equivalent based on 160 monthly hours, maximum over all individual’s observations in panel, in South African rand (real,
base year 2002). Survey weights applied.
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Table 2.3: Education and labor market outcomes, by selected characteristics

school age completed grades ever ever ever wage
entry last schooling failed worked re-enrolled re-enrolled (FTE, max.)
age enrolled (pre-12)

race
black 6.9 18.5 10.3 1.7 0.31 0.39 0.31 22,453
coloured 6.0 17.2 10.6 1.2 0.64 0.27 0.16 36,125
white 5.9 19.3 12.8 0.5 0.40 0.43 0.14 70,412

gender
male 6.3 17.8 10.6 1.4 0.55 0.33 0.20 42,551
female 6.2 18.0 11.1 1.1 0.47 0.34 0.20 38,067

ability
low 6.5 17.3 9.8 1.7 0.49 0.28 0.22 27,616
high 5.9 18.5 11.9 0.8 0.53 0.39 0.18 51,082

schooling
< 9 6.9 15.3 7.0 2.2 0.48 0.08 0.07 24,604
9-11 6.4 17.6 10.2 1.8 0.47 0.30 0.30 29,497
12 5.9 18.1 12.0 0.6 0.63 0.37 0.22 42,094
> 12 5.8 20.3 13.7 0.3 0.44 0.54 0.07 65,453

All values are survey-weighted means. Ability based on age-adjusted median from literacy and numeracy evaluation administered in CAPS Wave
1. Ever re-enrolled pre-12 refers to re-enrollment before completing grade 12. Wage is annual full-time equivalent based on 160 monthly hours,
maximum over all individual’s observations in panel, in South African rand (real, base year 2002).

Table 2.4: Choices and outcomes by completed schooling

Completed Schooling
< 9 9− 11 12 > 12

enrollment 0.80 0.60 0.24 0.54
failure 0.10 0.24 0.13 0.04
dropout 0.05 0.21 0.58 0.30
re-enrollment 0.04 0.15 0.12 0.26
employed 0.18 0.26 0.40 0.44
wages 19,982 25,557 33,167 59,422
school fee 840 2,412 9,556 12,902

Cells report survey-weighted fraction of relevant person-year observations in each category, based on completed schooling at beginning of year.
Enrollment proportions are unconditional. Failure conditions on enrollment. Dropout conditions on enrollment in previous year. Re-enrollment
conditions on non-enrollment in previous year. Employment conditions on non-enrollment. Wages conditions on employment. School fee
conditions on enrollment. Wage is annual full-time equivalent based on 160 monthly hours, maximum over all individual’s observations in panel,
in South African rand (real, base year 2002). School fee in South African rand (real, base year 2002).

Table 2.5: Transition matrices between enrollment and non-enrollment

t
Full sample < 12 years schooling ≥12 years schooling

enrolled not enrolled enrolled not enrolled enrolled not enrolled

enrolled 0.82 0.18 0.86 0.14 0.54 0.46
of which:
passed 0.87 0.13 0.93 0.07 0.55 0.45

t− 1 failed 0.48 0.52 0.49 0.51 0.16 0.84
not enrolled 0.12 0.88 0.11 0.89 0.15 0.85
of which:
worked 0.05 0.95 0.01 0.99 0.10 0.90
unemployed 0.15 0.85 0.14 0.86 0.18 0.82

Cells show transitions from state at time t − 1 to state at time t. Survey-weighted means reported.
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Table 2.6: Structural parameter estimates

(1) (2) (3) (4)
equation pass work enrollment wage
parameters φe φj α γ
black -0.30 -0.99 0.21 -3.02

(0.11) (0.12) (0.55) (0.30)
coloured -0.55 -0.14 -4.51 -2.40

(0.10) (0.12) (0.49) (0.31)
female 0.27 -0.37 0.78 -0.55

(0.04) (0.05) (0.24) (0.10)
I(schooling≥ 6, age 12) 0.58 -0.17 2.26 0.28

(0.05) (0.06) (0.29) (0.08)
ability quartile 2 0.49 -0.04 0.37 -0.04

(0.05) (0.07) (0.32) (0.07)
ability quartile 3 0.95 0.10 -0.07 0.17

(0.06) (0.08) (0.35) (0.09)
ability quartile 4 1.56 0.11 1.85 0.66

(0.09) (0.10) (0.44) (0.14)
HH income quintile 1 -1.37

(0.34)
HH income quintile 2 -1.43

(0.34)
schooling -0.39 0.20 -0.23 0.13

(0.01) (0.02) (0.04) (0.02)
high school graduate 1.19 0.14 -16.31 -0.06

(0.15) (0.08) (1.29) (0.14)
(schooling-12)* 0.69 -0.09 -4.52 1.76
high school graduate (0.16) (0.08) (1.17) (0.42)

failed last grade 0.09 -6.73
enrolled (0.08) (0.69)

cumulative grades failed -0.60 -3.04
since age 12 (0.05) (0.56)

worked last period 3.08 0.07
not enrolled (0.08) (0.14)

work experience -0.57 0.19
(0.04) (0.03)

HH income quintile 1*HSG -1.28
(0.85)

HH income quintile 2*HSG -0.25
(0.17)

I(bad macro environment) -1.61 -0.94
(0.07) (0.11)

constant 4.38 -2.33 11.32 3.70
(0.14) (0.22) (0.71) (0.38)

N 24,679 13,747 3,806 4,370
R2 0.30
ln L -736,735.0 -532,639.9 -3,138,189.6

Unit of observation in columns (1), (2) and (4) is the person-year, from ages 12-26. Unit of observation in column (3) is person. Columns (1),
(2) and (3) are logits (column (3) includes full solution to dynamic programming problem); columns (4) is OLS regression. All estimates use
survey weights. All standard errors robust. Wages are full-time equivalent, based on 160 hours of work per month, in tens of thousands of real
South African rand per year (constant 2002 values). Model units for enrollment equation same as wage equation. Cumulative failure since age
12 top-coded at 3. Work experience top-coded at 4. “Bad macro environment” refers to employment/population ratio for 15-24 year olds below
25 percent.
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Table 2.7: Distribution of completed schooling at age 20 under restricted re-enrollment (before
high school completion) simulation

unrestricted restricted difference
re-enrollment

Completed schooling (1) (2) (2)-(1)
< 9 years 15.6 11.6 -4.0

(0.1) (0.1) (0.1)
9− 11 years 46.8 34.2 -12.6

(0.2) (0.1) (0.2)
12 years 18.4 26.7 8.3

(0.1) (0.1) (0.2)
> 12 years 19.2 27.5 8.3

(0.1) (0.1) (0.2)

Table shows distribution of completed schooling at age 20 in unrestricted model and under “no re-enrollment before high school completion”
simulation. Percentage of sample within each completed schooling category shown (standard error in parenthesis). In simulation, 50 simulated
histories are generated for each observation. Column (1) shows simulation results of unrestricted model. Column (2) shows simulation results
in which re-enrollment restricted prior to high school completion. Column (3) shows difference is means, Column (1) minus Column (2). All
results calculated using survey weights.

Table 2.8: Distribution of completed schooling at age 20 under compulsory schooling simulation

Final compulsory unrestricted age 15 age 16
schooling age

(1) (2) (3)
Panel (a): percent of sample in schooling category

< 9 years 15.6 13.1 11.3
(0.1) (0.1) (0.1)

9− 11 years 46.8 46.3 46.4
(0.2) (0.2) (0.2)

12 years 18.4 18.9 18.7
(0.1) (0.1) (0.1)

> 12 years 19.2 21.7 23.7
(0.1) (0.1) (0.1)

Panel (b): Difference (compulsory minus unrestricted)
< 9 years -2.5 -4.4

(0.1) (0.1)
9− 11 years -0.5 -0.4

(0.2) (0.2)
12 years 0.5 0.3

(0.2) (0.2)
> 12 years 2.6 4.5

(0.2) (0.2)

Table shows distribution of completed schooling at age 20 in unrestricted model and under compulsory schooling simulation. Percentage of
sample within each completed schooling category (Panel [a]) or difference between compulsory schooling simulation and unrestricted model
(Panel [b]) shown (standard error in parenthesis). In simulation, 50 simulated histories are generated for each observation. Column (1) shows
simulation results of unrestricted model. Columns (2)-(3) shows simulation results in which schooling made compulsory through ages 15 and
16, respectively. All results calculated using survey weights.
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Table 2.9: Distribution of completed schooling at age 20 under increased pass rate (10
percentage points) simulation

unrestricted increased difference
pass rate

Completed schooling (1) (2) (2)-(1)
< 9 years 15.6 5.1 -10.5

(0.1) (0.1) (0.1)
9− 11 years 46.8 39.0 -7.8

(0.2) (0.1) (0.2)
12 years 18.4 22.7 4.3

(0.1) (0.1) (0.2)
> 12 years 19.2 33.2 14.0

(0.1) (0.2) (0.2)

Table shows distribution of completed schooling at age 20 in unrestricted model and under increased pass rate simulation. Percentage of sample
within each completed schooling category shown (standard error in parenthesis). In simulation, 50 simulated histories are generated for each
observation. Column (1) shows simulation results of unrestricted model. Column (2) shows simulation results in which pass rates increased 10
percentage points at all grade levels (or set to 100% if initial pass rate exceeds 90%). Column (3) shows difference is means, Column (1) minus
Column (2). All results calculated using survey weights.

Table 2.10: Proportion enrolling in post-secondary schooling by age 22 under post-secondary fee
subsidy

Predicted Predicted Difference
(no subsidy) (25% subsidy)

(1) (2) (2)-(1)
full sample 44.2 44.4 0.3

(0.2) (0.2) (0.3)
household income quintile
first (bottom) 24.0 24.4 0.3

(0.3) (0.3) (0.5)
second 27.5 27.9 0.3

(0.4) (0.4) (0.5)

Table shows percentage of sample enrolling in post-secondary education by age 22, by indicated characteristic, based on model simulation. In
simulation, 50 simulated histories are generated for each observation. Column (1) shows simulation results of unrestricted model. Column (2)
shows simulation results in which post-secondary fees reduced by 25%. Column (3) shows difference is means, Column (2) minus Column (1).
All results calculated using survey weights. All results calculated using survey weights.
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Table 2.A.1: Panel balance

Proportion censored at age
N 18 20 22 24

full sample 3,806 0.00 0.27 0.58 0.83
black 1,714 0.00 0.26 0.55 0.81
coloured 1,660 0.00 0.27 0.57 0.82
white 432 0.00 0.31 0.65 0.92

Cells show number of observations (N) or percent of sample with missing enrollment information by age. Survey weights used in calculation.

Table 2.A.2: Mean spell duration from monthly calendar data

Type of spell all spells full-time only complete spells only
school 20.0 14.3 10.2
labor force participation 14.1 14.4 7.2
work 13.8 13.7 7.5

Table shows mean spell duration, in months, by type of spell. Sample monthly calendar reports from estimation sample, CAPS Waves 1-4
(August 2002-December 2006). Labor force participation includes work or search. “Full-time only” refers to spells in which no other concurrent
activity was reported. Survey weights used in calculation.

Table 2.A.3: School failure and non-affordability

Full sample Completed schooling
< 12 years 12+ years

Panel (a): Reason for failure
Fail (any reason) 0.14 0.15 0.08
academic failure 0.07 0.08 0.01
withdrew 0.03 0.03 0.03
no grade/continued 0.03 0.04 0.00
unspecified 0.01 0.00 0.05

Panel (b): Can’t afford school (new dropouts only)
Full sample 0.07 0.07 0.06
Household income quintile
first (bottom) 0.14 0.12 0.22
second 0.09 0.08 0.13
third 0.06 0.05 0.07
fourth 0.04 0.04 0.03
fifth (top) 0.01 0.01 0.01

Cells report survey-weighted fraction of observations in person-year panel, among school enrollees (reasons for failure) and new dropouts (can’t
afford school). “New” dropouts refers to person-years in which respondent is not enrolled in school after being enrolled in the previous year.
“No grade/continued” not considered failure for completed schooling of 12+ years. Household income quintile refers to per capita household
income, Wave 1.
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Table 2.A.4: Dropout and re-enrollment in response to household shocks

(1) (2) (3) (4)
dropout dropout re-enroll re-enroll

household shock -0.01 -0.005
(0.03) (0.006)

household shock(a− 1) -0.04 0.003
(0.08) (0.009)

failed last grade enrolled 0.28 0.13
(0.05)*** (0.11)

cumulated grades failed 0.11 0.28
(0.05)** (0.13)**

worked last period of non-enrollment 0.014 0.013
(0.009) (0.013)

work experience 0.012 0.001
(0.007)* (0.012)

Observations 4771 3019 9515 6215
R-squared 0.77 0.82 0.41 0.58

Sample is person-years for which household shock defined. All regressions include individual, age and schooling fixed effects. “Household shock”
refers to death; serious illness or injury; job loss; business failure or bankruptcy; abandonment or divorce; theft, fire or property damage; or
other major shock. Contemporaneous and lagged household shock coefficients not included in same regression because they are not separately
identified, due to lack of observations with both variables for the same individual in the sample. Standard errors clustered by individual.

Table 2.A.5: Predicted school fees

black -0.69
(0.06)

coloured -0.62
(0.06)

schooling 0.06
(0.01)

high school graduate 0.64
(0.06)

constant 0.24
(0.10)

N 3138
R2 0.40

Table shows coefficients in school fee prediction equation. Unit of observation is person-year, where school fees measured in South African rand
per year (ten thousands). In enrollment utility (2.8), school fee set to first percentile of school fee distribution if predicted school fee falls below
minimum observed school fee in sample. Survey weights used in regression.



56

Table 2.A.6: Structural parameter estimates (no post-secondary schooling)

(1) (2) (3) (4)
equation pass work enrollment wage
parameters φe φj α γ
black -0.11 -1.06 -3.69 -2.23

(0.14) (0.16) (0.88) (0.25)
coloured -0.38 -0.19 -7.13 -1.63

(0.13) (0.15) (0.79) (0.25)
female 0.26 -0.37 0.19 -0.55

(0.05) (0.06) (0.40) (0.06)
I(schooling≥ 6, age 12) 0.46 -0.17 2.23 0.23

(0.05) (0.06) (0.31) (0.07)
ability quartile 2 0.40 -0.18 0.96 0.02

(0.06) (0.08) (0.38) (0.07)
ability quartile 3 0.75 -0.04 0.54 0.07

(0.07) (0.09) (0.42) (0.08)
ability quartile 4 1.27 0.10 1.00 0.41

(0.08) (0.09) (0.47) (0.11)
HH income quintile 1 -1.11

(0.47)
HH income quintile 2 -1.26

(0.46)
schooling -0.43 0.20 0.05 0.15

(0.01) (0.02) (0.96) (0.02)
high school graduate 0.01 -0.04

(0.09) (0.11)
failed last grade 0.14 -6.59
enrolled (0.08) (1.63)

cumulative grades failed -0.54 -3.09
since age 12 (0.05) (0.76)

worked last period 3.17 -0.11
not enrolled (0.09) (0.08)

work experience -0.61 0.20
(0.04) (0.03)

I(bad macro environment) -1.39 -0.84
(0.08) (0.07)

constant 4.33 -2.28 12.22 2.73
(0.17) (0.24) (9.74) (0.30)

N 17,845 11,963 2,979 3,728
R2 0.21
ln L -588,726.6 -438,327.3 -1,421,917.0

Unit of observation in columns (1), (2) and (4) is the person-year, from ages 12-26. Unit of observation in column (3) is person. Columns (1),
(2) and (3) are logits (column (3) includes full solution to dynamic programming problem); columns (4) is OLS regression. All estimates use
survey weights. All standard errors robust. Wages are full-time equivalent, based on 160 hours of work per month, in tens of thousands of real
South African rand per year (constant 2002 values). Model units for enrollment equation same as wage equation. Cumulative failure since age
12 top-coded at 3. Work experience top-coded at 4. “Bad macro environment” refers to employment/population ratio for 15-24 year olds below
25 percent. Sample excludes those who enroll in post-secondary schooling.
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Table 2.A.7: Enrollment parameter estimates (robustness checks)

(1) (2) (3)
β = .9 T = 52 T = 65

black -0.58 0.36 0.15
(0.32) (0.53) (0.67)

coloured -3.18 -4.05 -4.72
(0.29) (0.46) (0.54)

female 0.19 0.68 0.82
(0.14) (0.23) (0.26)

I(schooling≥ 6, age 12) 1.08 1.99 2.38
(0.17) (0.28) (0.34)

ability quartile 2 0.27 0.35 0.38
(0.19) (0.31) (0.34)

ability quartile 3 0.13 -0.08 -0.06
(0.20) (0.33) (0.39)

ability quartile 4 1.31 1.60 1.95
(0.26) (0.42) (0.48)

HH income quintile 1 -0.89 -1.28 -1.42
(0.20) (0.33) (0.37)

HH income quintile 2 -0.89 -1.34 -1.48
(0.20) (0.32) (0.36)

schooling 0.03 -0.15 -0.26
(0.03) (0.10) (0.23)

high school graduate -11.34 -15.24 -16.79
(0.70) (0.88) (3.60)

(schooling-12)* -0.52 -3.88 -4.80
high school graduate (0.71) (1.09) (2.26)

failed last grade -6.01 -6.64 -6.77
enrolled (0.41) (0.67) (1.16)

cumulative grades failed -1.55 -2.76 -3.16
since age 12 (0.21) (0.49) (0.97)

HH income quintile 1*HSG -0.70 -1.26 -1.29
(0.56) (0.77) (1.13)

HH income quintile 2*HSG -0.16 -0.36 -0.20
(0.17) (0.18) (0.27)

constant 6.87 10.07 11.87
(0.42) (0.73) (2.88)

N 3,806 3,806 3,806
ln L -2,193,919.5 -2,936,402.3 -3,229,274.8

Table shows enrollment utility parameter (γ) estimates under modifications to model, as indicated by column. All estimates use survey weights.
All standard errors robust. Model units scaled to 10,000 South African rand per year (constant 2002 values). Survey weights used in all
estimates.

Table 2.A.8: Truancy and child labor

Age Truancy Employment
(among truants)

12 0.01 0.05
13 0.01 0.09
14 0.02 0.21
15 0.08 0.08

Table shows proportion of sample who are truants (not enrolled in school before completing grade 9) and employment rate among truants, by
age. Survey weights used in calculation.
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Table 2.A.9: Policy simulation results summary

Simulation unrestricted no re-enrollment compulsory compulsory increased
before high school schooling schooling pass rate

completion (age 15) (age 16) (10 p.p.)
completed schooling (1) (2) (3) (4) (5)
Panel (a): percent of sample in schooling category

< 9 years 15.6 11.6 13.1 11.3 5.1
(0.1) (0.1) (0.1) (0.1) (0.1)

9− 11 years 46.8 34.2 46.3 46.4 39.0
(0.2) (0.1) (0.2) (0.2) (0.1)

12 years 18.4 26.7 18.9 18.7 22.7
(0.1) (0.1) (0.1) (0.1) (0.1)

> 12 years 19.2 27.5 21.7 23.7 33.2
(0.1) (0.1) (0.1) (0.1) (0.1)

Panel (b): Difference (policy minus unrestricted model)
< 9 years -4.0 -2.5 -4.4 -10.5

(0.1) (0.1) (0.1) (0.1)
9− 11 years -12.6 -0.5 -0.4 -7.8

(0.2) (0.2) (0.2) (0.2)
12 years 8.3 0.5 0.3 4.3

(0.2) (0.2) (0.2) (0.2)
> 12 years 8.3 2.6 4.5 14.0

(0.2) (0.2) (0.2) (0.2)

Table shows distribution of completed schooling at age 20 in unrestricted model and policy simulations. Percentage of sample within each com-
pleted schooling category (Panel [a]) or difference between indicated policy simulation and unrestricted model (Panel [b]) shown (standard error
in parenthesis). In simulation, 50 simulated histories are generated for each observation. Column (1) shows simulation results of unrestricted
model. Column (2)-(5) shows policy simulation results in which re-enrollment restricted before high school completion (column [2]); school
enrollment compulsory until age 15 or 16 (columns [3]-[4], respectively); and grade advancement rates increased 10 percentage points (column
[5]). All results calculated using survey weights.
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Figure 2.1: Youth employment/population in South Africa and selected countries

Figure 2.2: K-10 enrollment at age 20 in South Africa and selected countries
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Figure 2.3: Simple model of re-enrollment

Numeral within each node refers to time period of model. Agents begin in labor force in period 1. Agents then choose to enroll in school or
remain in labor force in period 2. All agents are in the labor force in period 3, with guaranteed employment. Payoffs at bottom refer to expected
payoffs at outset of period 2.
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Figure 2.5: Schooling spell birth and death

Figure shows proportion of students beginning or ending a schooling spell in each month, using CAPS monthly calendar data, Waves 1-4 (August
2002-December 2006). Censored spells excluded.
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Figure 2.6: Failure and employment rates, by last outcome

(a)

(b)

Panel (a) shows proportion of enrollees (person-year observations) who fail current grade, conditional on schooling outcome of last enrollment
period and completed schooling category. Panel (b) shows employment rates among non-enrollees (person-year observations), conditional on
labor market outcome of last non-enrollment period and completed schooling category.
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Figure 2.7: Model fit: grade advancement and employment

(a)

(b)

Figure shows labeled characteristics among person-year observations in sample, conditional on completed schooling, i.e., proportion advancing to
next grade among person-year observations with s years completed schooling. Grade advancement rates condition on current school enrollment.
Employment rates condition on current non-enrollment. Predicted grade advancement and employment calculated as

R
Pr(y|S, θ̂)f(S)dS for

y = pass,work, using observed distribution of states S and survey weights.
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Figure 2.8: Model fit: enrollment

(a)

(b)

(c)

Figure shows enrollment rates among person-year observations in sample, conditional on labeled characteristics, i.e., proportion enrolled in
school among person-year observations with s years completed schooling. Predicted enrollment calculated as

R
Pr(d|S, θ̂)f(S)dS, using observed

distribution of states S and survey weights.
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Figure 2.9: Model fit: dropout and re-enrollment

(a)

(b)

Figure shows dropout and re-enrollment among eligible person-year observations in sample, conditional on completed schooling. Dropout refers
to disenrollment after a period of enrollment, i.e., Pr(not enrolled at t|enrolled at t − 1, schooling = s). Re-enrollment refers to enrollment
after at least one period of disenrollment, so that figure depicts Pr(enroll at t|not enrolled at t− 1, schooling = s). Predicted values calculated
as

R
Pr(y|S, θ̂)f(S)dS from simulation in which enrollment history simulated 50 times for each observation in the dataset, using the observed

state at t = 1 (age 12) as the initial condition. Predicted dropout and re-enrollment are undefined for age 12 because no simulated prior history
exists at that age.
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Figure 2.10: Restricted re-enrollment simulation

(a)

(b)

Figure shows enrollment and dropout among person-year observations in sample, conditional on completed schooling. Dropout refers to disenroll-
ment after a period of enrollment, i.e., Pr(not enrolled at t|enrolled at t− 1, schooling = s). Predicted values calculated as

R
Pr(y|S, θ̂)f(S)dS

from simulation in which enrollment history simulated 50 times for each observation in the dataset under “no re-enrollment before high school
completion” restriction, using the observed state at t = 1 (age 12) as the initial condition. Predicted dropout is undefined for age 12 because
no simulated prior history exists at that age.
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2.A.1 Why students drop out (in context of re-enrollment model of Sec-
tion 2.2.2)

The re-enrollment model of Section 2.2.2 conditions on agents already participat-

ing in the labor market. Here, I consider how such initial dropout and labor market

participation was a rational choice in the context of the model. As in the model,

ignore time discounting, assume that all agents have zero skill units (s = 0) at t = 0,

and that one skill unit is the maximum possible. Further assume that agents with

s = 1 obtain employment at wage w1 with certainty. Agents with 0 skill units who

were not employed in the previous period find a job with probability p ∈ (0, 1). Let

q denote the probability of passing the grade and obtaining one skill unit.

At t = 0, an agent will drop out and enter the labor market if:

E0[U(labor market)] > E0[U(enroll)] ⇔

pw0 + E1(max{labor market,re-enroll}|s = 0) > qE1(work|s = 1)

+ (1− q)E1(max{labor market,re-enroll}|s = 0)

(2.22)

Denote E1(max{labor market,re-enroll}|s = 0) ≡ Emax to conserve notation.

Noting that E1(work|s = 1) = 2w1, we have:

E0[U(labor market)] > E0[U(enroll)] ⇔

pw0 + Emax > q(2w1) + (1− q)Emax ⇔

pw0 > q(2w1 − Emax) ⇔

pw0

2w1 − Emax
≡ q

d
> q (2.23)
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The decision to drop out may be summarized by a threshold value of q, denoted

q
d
, such that academic success is sufficiently unlikely relative to the expected gains

from working. (This is analogous to analysis of the re-enrollment decision, which also

depended on threshold values for q.) Here, the option value of re-enrollment Emax

also plays a role: the greater this option value, the greater must be the probability

of advancement q to justify remaining enrolled in school.

2.A.2 Education in South Africa

The South African education system consists of General Education (grades 1-9),

Further Education (grades 10-12) and Higher Education (grades 13 and above). Edu-

cation is compulsory for youth aged 7-15 or through completion of grade 9 (whichever

comes first), but I treat this regulation as non-binding due to the presence of non-

enrolled youth in this age range in the data. To enter post-secondary schooling,

students must pass a nationally standardized “matric” exam at the completion of

grade 12. Post-secondary education includes both academic and vocational pro-

grams (“Technikons”). Additionally, students at the secondary level may enroll in

vocational “National Training Certificate” (NTC) programs.43 For simplicity, I do

not distinguish between academic and vocational education in the model. Private

schools serve less than 3% of the student population in South Africa, according to

government statistics; in the Western Cape province the figure is 3.1% (Fiske and

Ladd 2004).

The government subsidizes public education, but students must pay fees to attend,

and such fees vary considerably among schools. Public schools are self-governing, and

are free to set their own admissions policies and fees (subject to provincial govern-

ment approval). Although admissions can not discriminate based on race, test scores,

43See Appendix 2.A.3 for information on mapping NTC programs to grade levels.
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or ability to pay fees, prevailing patterns of residential segregation serve to maintain

quality differences among schools. Moreover, despite legal prohibitions, Fiske and

Ladd (2004) conclude that “there is little doubt that many schools consider a family’s

likely ability to pay their fee when making admissions policy” (p. 143). Although

low-income families may qualify for fee exemptions under a policy adopted in 1998,

only 2.5% of primary school students and 3.7% of secondary school students receive

the exemption (these figures rise to 4.1% and 5.7%, respectively, in historically white

schools; Fiske and Ladd 2004). At the post-secondary level, the South African gov-

ernment offers subsidized loans to qualified students who pass a means test through

the National Student Financial Aid Scheme (NSFAS), and individual institutions

also offer financing. Private banks also offer student loans at market interest rates.

2.A.3 Data Definitions

This section discusses variable definitions and sample selection criteria. The data

comes from retrospective life history data collected in Wave 1 of CAPS, augmented

with life events recorded in Waves 2-4.44 The Wave 1 retrospective life histories

record events by youth’s age, where age refers to the age at which the event occurred

in the case of living arrangements and marriage, and to age at the beginning of

the calendar year in the case of enrollment and progression through school, labor

force participation, and pregnancy. I follow this convention in mapping Wave 2-4

responses to youth’s age.

Schooling level covers grades 1-16, with National Training Certificate (NTC) I,

44The Cape Area Panel Study Waves 1-2-3 were collected between 2002 and 2005 by the University of Cape Town
and the University of Michigan, with funding provided by the US National Institute for Child Health and Human
Development and the Andrew W. Mellon Foundation. Wave 4 was collected in 2006 by the University of Cape Town,
University of Michigan and Princeton University. Major funding for Wave 4 was provided by the National Institute
on Aging through a grant to Princeton University, in addition to funding provided by NICHD through the University
of Michigan.
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II and III mapped to grades 10, 11, and 12, respectively.45 Students enrolled in

university or Technikon programs that include grade 12 are considered enrolled in

grade 12. Reporting successful completion of the grade level or reporting enrollment

in a higher grade level in a subsequent year is considered passing the level for grades

1-12. Beginning at grade 13, reporting successful completion of the grade level or

“no grade/continuing” are considered passing the level, up to a maximum of 16 years

completed schooling. This distinction is made because “no grade/continuing” is the

modal response for those enrolled in the post-secondary education sector, indicat-

ing that most youth are continuing in their programs of higher education, whereas

“passing” reports at these levels drop considerably. Unfortunately, I am unable to

determine whether students are making satisfactory progress towards degree com-

pletion. All other results while enrolled are considered failure. I define “dropout”

as disenrollment following a year of enrollment, and “re-enrollment” as enrollment

following a year of non-enrollment. Schooling histories in which levels regress with

age are re-coded so that such regression can not occur. Grades failed represent the

accumulation of periods of enrollment in which the agent did not pass the grade, and

therefore may include events such as withdrawal, illness or residential moves rather

than outright academic failure.

Labor force participation variables (i.e., work and search) and wages are con-

ditional on non-enrollment at a given age, where reporting enrollment supersedes

reports of labor market participation. School fees are conditional on enrollment, and

include total household expenditure on fees and other educational expenses, in real

rand per year (base year 2002). Wages are full-time annual equivalent based on 160

working hours per month (those reporting monthly hours above 160 are considered

45NTC conversion based on coding in CAPS, derived variable w1h higrd.
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full-time and do not receive an adjustment). Wages and school fees are available only

at the time of the interview, rather than as retrospective histories; predicted values

are imputed based on observed characteristics for purposes of estimation. Work

experience includes only those periods of simultaneous work and non-enrollment; I

exclude work experience while enrolled in school.46

I make several sample restrictions. I keep only those observed until at least age

18. Those who report advancing two or more grades in a year, or without continuous

information on enrollment, are dropped from the sample. I drop those who report

entering school prior to age 4 or exiting school after age 24 (which effectively sets

Td = 24 as the decision horizon). I also drop those whose educational histories, by

our definitions above, place them with more than 16 years of completed schooling.

The restriction on observing a person until at least age 18 accounts for more than

60% of those dropped from the sample.

Other covariates are largely self-explanatory. Ability quartiles refers to in-sample

rank of age-adjusted score on the literacy and numeracy evaluation (LNE) admin-

istered to all CAPS respondents in Wave 1. Unfortunately, because this ability

measure was taken in Wave 1, when the sampled youth were at least age 14, it is

not predetermined with respect to enrollment choices in the model, which begins at

age 12. I include it, however, because it is a measure common to all in the sam-

ple, and therefore helps to distinguish between the role of ability and human capital

investment in labor market returns. To mitigate bias in the LNE score due to age

differences in Wave 1, I adjust for age as follows: using the estimation sample, I

regress the standardized literacy and numeracy evaluation (LNE) score on age and

age squared at Wave 1 (when the test was administered) and get predicted residuals.

46Work or search while enrolled never exceeds 3% of the sample at any grade level, and never exceeds 2% during
grades 1-12.
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I then sort observations into quartiles based on these residuals. Household income

quintiles are derived from the distribution of household per capita income reported

in Wave 1 of CAPS.47

I calibrate the wage-age profile for years following the decision horizon (i.e., from

periods Td+1 to T ) using the 10% public use micro-sample of the 2001 South African

Census. First, I define the estimation sample as native-born residents of urban ar-

eas in Western Cape province (which includes metropolitan Cape Town, from which

CAPS respondents are drawn) who are ages 25-64, in the labor force, and classify

themselves as one of the three major racial groups (white, black, or coloured). I also

exclude the self-employed and unpaid workers, leaving a sample of n = 111, 772. I

then predict employment and income by running logit and OLS regressions, respec-

tively, using as controls race and gender dummies, years of schooling, a high school

graduate dummy, race-schooling and race-high school graduate interactions, age and

age squared.48 I then create an expected income variable for each observation as the

product of these predicted values (i.e., Ê(income) = P̂r(work)× ˆincome), and regress

expected income on the same set of controls. I save the coefficients on age and age

squared from this regression for use in the wage equation of the structural model;

the coefficients on age and age squared are 3,695.3 and -45.9, respectively.49 The

macro environment variable is based on the South African employment/population

ratio for 15-24 year olds, from the World Bank Africa Development Indicators.

All variables measured in monetary values used in this paper are in real South

47Due to non-response, 7% of the sample uses imputed values for household income, based on multiple imputation
conducted by CAPS.

48The included controls are the largest subset (other than age variables) of the controls used in the structural
model that are available in the Census. Note that interactions of schooling and the high school graduate dummy are
not included because the maximum years of schooling reported in the Census is 13. I use income rather than wages
because the latter are unavailable in the Census. I adjust income to 2002 South African rand to be consistent with
the base year of CAPS.

49Since I care only about the coefficients, inconsistent estimation of their standard errors due to the generated
outcome variable is not problematic in this context.
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African rand per year (base year 2002), unless otherwise noted. The South African

rand traded at 10.3 per US dollar in August, 2002 when CAPS Wave 1 began.



CHAPTER III

The Role of Reservation Wages in Youth Unemployment in
South Africa: A Structural Approach

3.1 Introduction

Unemployment is persistently high in South Africa, and has increased dramat-

ically since the fall of apartheid. According to the standard International Labor

Organization (ILO) definition, national unemployment among 16-64 year olds rose

from 15.6 percent in 1995 to 26.7 percent in 2005. Using a broader definition, unem-

ployment rose from 28.2 percent to 41.1 percent over the same period.1 Youth are

particularly likely to be unemployed: using the ILO definition, in 2005 the unem-

ployment rate for 16-19 year olds was 56.6 percent, while for 20-24 year olds it was

52.3 percent. These rates far exceed those in developed countries such as the United

States, as shown by the trends in employment/population ratios among 15-24 year

olds shown in Figure 3.1. The immediate causes of such trends in unemployment are

found largely in the substantial increases in labor force participation since the fall of

apartheid, which has occurred for almost all groups but particularly among African

women. The new entrants tended to be less skilled than those already in the labor

force. At the same time that labor supply was increasing, labor demand stagnated,

1The ILO definition classifies “working age individuals as being in the labor force if during a week of reference
they were employed or wanted to work and were available to start working within a week but also had actively looked
for work during the past four weeks...The broader definition...[eliminates] the requirement of having actively searched
for a job in order for an individual as to be classified as unemployed.” (Banerjee et al. 2008, pp. 6).

75
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particularly for the low-skilled (Banerjee et al. 2008).

Despite broad agreement on these proximate causes of the unemployment increase,

its level and persistence remain a puzzle. Standard labor market models would pre-

dict that wages should decline to clear the market and reduce unemployment to more

reasonable levels than those observed. Although there is evidence that real incomes

have fallen since apartheid (Leibbrandt, Levinsohn and McCrary 2010), the failure

of unemployment rates to fall frustrates conventional economic wisdom. The ob-

served patterns suggest that there are substantial frictions in the labor market. One

hypothesis regarding such frictions is that reservation wages among the unemployed

are high relative to offered wages, leading job searchers to reject job offers as unac-

ceptable (or leading firms to adapt by failing to make such offers in the first place).

According to this reservation wage hypothesis, the fall of apartheid spurred a cli-

mate of increased economic expectations among previously disenfranchised groups,

particularly blacks and coloureds. Such heightened labor market expectations for

disadvantaged groups coincided with increased human capital investments, resulting

in reservation wages that tended to exceed employers’ willingness to pay. Thus the

reservation wage hypothesis holds that the increase in South African unemployment

is largely voluntary, resulting from an influx of workers unwilling to work for the

prevailing wages offered by firms.

In this paper, we examine the reservation wage hypothesis by estimating a struc-

tural job search model applied to the Cape Area Panel Study (CAPS), a panel

dataset of youth in Cape Town with detailed histories of education, job search and

labor market behavior, including survey reports of the reservation wage. The struc-

tural search approach is appropriate for the context we study because it explicitly

models the reservation wage as the optimal individual response to labor market fric-
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tions that lead to equilibrium unemployment. Although estimation of a structural

search model can not determine whether reservation wages are “too high,” as the

reservation wage hypothesis contends, it can nonetheless determine what must be

true of the model’s parameters in order to reconcile the reservation wage reports

with observed data on accepted wages and unemployment durations. The resulting

structural parameter estimates offer a picture of the labor market consistent with a

search model in which agents follow a reservation wage policy. Moreover, the struc-

tural approach provides a valid framework in which to conduct policy simulations,

allowing us to analyze the effects of an employer wage subsidy for hiring unemployed

youth, a policy that has been proposed to alleviate youth unemployment in South

Africa (Pauw and Edwards 2006, Levinsohn 2008, Go, Kearney, Korman, Robinson

and Thierfelder 2010, Burns 2010).

The data we use are particularly suited to our purpose since they focus on a

group (urban youth) with extremely high unemployment rates, and contain survey

reports of the reservation wage, which is typically unobserved. We estimate the

parameters of a simple search model with this survey data on reservation wages,

which allows us to assess the role of reservation wages under the restrictions implied

by our model. To our knowledge, this is the first attempt to apply data on reservation

wages from a developing country to a structurally estimated search model, and among

a handful of studies in the broader job search literature that use survey measures

of reservation wages. Our model incorporates measurement error in reported wages

and observed heterogeneity in the structural parameters, and makes use of survey

data on reservation wages in a novel procedure to recover the full distribution of net

search costs in the sample. For comparative purposes, we also estimate our model

using alternate reservation wage measures that could be obtained in the absence of
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survey reports.

We find that inclusion of reservation wage data as an input to our model implies

a labor market in which job offers are relatively frequent but at wages that tend to

be too low to be accepted. These results stand in stark contrast to those obtained

using the traditional method of estimating reservation wages from the accepted wage

distribution or by maximum likelihood, which imply less frequent offers that are

accepted with higher probability. Our interpretation of the results using reservation

wage data is that youth have a high “implicit refusal” rate for jobs they think are

available but would find unacceptable, rather than being the recipients of many actual

job offers. Using the model’s results to estimate individual-specific net search costs

provides insights on individual heterogeneity relevant to search behavior, confirming

the model’s predictions about the relationship between search costs and labor market

outcomes. Counterfactual policy simulation of an employer wage subsidy shows that

youth increase their reservation wages in response to the subsidy, but by an amount

modest enough for the subsidy to increase accepted wages and reduce the probability

of lengthy unemployment spells.

To use the terminology of Eckstein and Berg (2007), our model is a standard

“classical job search” model. As such, it is a partial equilibrium model, in that it

models only the worker’s optimal search policy in a dynamic setting, leaving the firm’s

behavior as exogenous; and it is a “wage posting” model, in that firms post wages

which potential workers must either accept or reject (in contrast to “bargaining”

models, in which workers and firms bargain over the wage after a match has been

made). Flinn and Heckman (1982) provide an extensive discussion of parameter

identification in such models. Christensen and Kiefer (1991) present a model of

this type that is quite similar to ours, develop its likelihood function, and discuss
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parameter identification. Our model follows Wolpin (1987) and Eckstein and Wolpin

(1995) in its focus on the transition from school to work, and is among the small

number of papers (such as Lancaster and Chesher 1983, Lynch 1983, Berg 1990) to

use survey data on the reservation wage in a structurally estimated search model.

This paper also is part of a vast literature on unemployment in South Africa. For

our purposes, the most relevant is the recent literature on search and reservation

wages in Cape Town. Using the CAPS, Lam et al. (2009) document the lengthy un-

employment spells faced by Cape Town youth who exit school. Nattrass and Walker

(2005) analyze data from the Khayelitsha/Mitchell’s Plain (KMP) survey conducted

in 2000-2001, which sampled working-age adults from a Cape Town working-class dis-

trict. They use a reservation wage report similar to that used in this paper, and find

that it is generally consistent with other reports of labor search behavior reported in

the survey, with the vast majority reporting reservation wages below their predicted

wages. They conclude that elevated reservation wages are not a major contributor to

adult unemployment in this Cape Town district. Using the same KMP data, Schoer

and Leibbrandt (2006) find that several different search strategies prevail in the data.

They classify individuals as “non-searchers,” “exclusive active searchers,” “exclusive

passive searchers” and “mixed strategy searchers,” and find that observable char-

acteristics have strong correlations with the choice of search strategy. Their results

suggest that in Cape Town, search is not a monolithic activity, as most search models

imply. We nonetheless model search as a simple process in this paper, though future

work may attempt to differentiate between search strategies.

The remainder of the paper is structured as follows: the next section presents

the model and discusses its estimation and identification. Section 3.3 describes the

data and Section 3.4 presents results. Section 3.5 discusses results from estimation of
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search costs, and Section 3.6 presents results of the policy simulation of an employer

wage subsidy. Section 3.7 concludes.

3.2 Model, Estimation and Identification

3.2.1 Model and Estimation

We consider the infinite-horizon, continuous-time dynamic programming problem

of an unemployed worker searching for a job, who faces a known wage offer distribu-

tion with cumulative distribution function FW (w) and Poisson job offer arrival rate

q. When unemployed, the searcher’s flow value of leisure2 is b and she/he discounts

the future by discount factor δ. If accepted, a job pays constant wage w, but the

worker faces an exogenous probability of job separation p. Once rejected, wage offers

may not be recalled. The corresponding continuous-time Bellman equations for the

value of search and employment (V s and V e, respectively) are:

(1− δ)V s = b + qE[max{0, V e(w′)− V s}] (3.1)

(1− δ)V e(w) = w + p[V s − V e(w)] (3.2)

where w′ denotes a future draw from FW . The reservation wage w∗ makes the

agent indifferent between accepting the job offer and continued search, i.e., it solves:

V e(w∗) = V s. Manipulation of the above Bellman equations lead to the following

standard expression for the reservation wage w∗:

w∗ = b +
qδ

(1− δ) + p

∫ ∞

w∗
(w − w∗)dFW (w) (3.3)

Given values of b, δ, p and the parameters characterizing FW , one may solve for w∗

2The flow value of leisure may also be viewed as the net search cost. In this paper, I will use the terms “flow
value of leisure,” “net search cost,” and “search cost” interchangeably. All refer to the model parameter b.
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through policy function iteration using the above.3,4

The model implies a joint distribution of accepted wages and unemployment du-

rations, f(w, d|w ≥ w∗), which will form the basis of the likelihood function and

whose parameters we seek to recover. Since the model assumes that offer arrivals are

independent of wage draws, this joint distribution may be factored as the product of

the marginal distributions of accepted wages and unemployment durations, leaving

us with f(w, d|w ≥ w∗) = fW (w|w ≥ w∗) × fD(d|w ≥ w∗). We consider estimation

of each in turn.

According to the model, no agent accepts a wage below the reservation wage,

allowing us to use the truncation of the wage distribution from below at w∗ to recover

the parameters of the wage offer distribution, since fW (w|w ≥ w∗) = fW (w)
1−FW (w)

. In

practice, however, wages are measured with error, so that some reported wages may

fall below the reservation wage. Suppose classical measurement error, such that

wo = w + ε, where wo denotes observed wages and ε ∼ N(0, σ2
ε ) is independent of w.

Although the support of the measurement error distribution is unbounded, we may

bound realized draws of ε by noting that no true accepted wage may fall below w∗,

i.e., Pr(w < w∗) = 0.5 Therefore we have:

w = wo − ε ≥ w∗ ⇔

ε ≤ wo − w∗ ≡ ε̄ (3.4)

3Note that as a partial equilibrium model, we do not model how firm behavior helps to determine FW in equilib-
rium. Although this restricts the realism of the model, it allows us to maintain our focus on youth labor supply. More-
over, the leading method for structurally estimating a search model in general equilibrium, the Burdett-Mortensen
model (as exemplified by Berg and Ridder 1998) assumes wage offer and accepted wage densities that are increasing
in the wage, which is squarely contradicted by our data.

4We also do not account for institutional features of the labor market such as minimum wages or union wage-
setting. We feel this is justified because several studies have found low enforcement rates of minimum wages in South
Africa (Hertz 2005, Yamada 2007, Dinkelman and Ranchhod 2010), and in the CAPS data, only 2% of employed
respondents reported being union members (Wave 2). Youth facing these constraints in particular occupations should
be able to switch sectors with relative ease.

5This approach to bounding the measurement error distribution follows Christensen and Kiefer (1994), although
they do not assume that the measurement error is normally distributed, as we do.
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The corresponding density of observed wages is:

fW (wo|w ≥ w∗) =

∫ ε̄

−∞
fW (wo|w ≥ w∗, ε)φ

(
ε

σε

)
dε (3.5)

where φ(·) is the standard normal density.6

Now consider the density of unemployment durations, fD(d). Under the assump-

tion of Poisson offer arrivals, the hazard rate of unemployment exit, h, is a (constant)

product of the offer arrival rate and the probability that a wage draw exceeds the

reservation wage, i.e., h = q(1−FW (w∗)). Accordingly, unemployment durations are

distributed exponentially with parameter h, so that fD(d) = h exp(−hd). In practice,

however, some unemployment spells will be right-censored, so that observed duration

d = min{d∗, dc}, where d∗ is the true duration and dc is the duration observed when

the spell was censored. Let c = I{d = dc} be an indicator for censored spells. Then

the density of observed unemployment durations, gD(d), is:

gD(d) = fD(d)1−c[1− FD(d)]c (3.6)

We observe a sample of accepted wages and (possibly right-censored) unemploy-

ment durations. By definition, we do not observe accepted wages for those with

right-censored durations, and an additional subset of observations with completed

unemployment spells may also have missing wage data. Let m = {0, 1} be an indica-

tor for missing wage data. Therefore, the vector of observed data for each observation

6Allowing instead for measurement error in reservation wages rather than accepted wages would not change the
results of our model. To see this, suppose (without loss of generality) that reservation wages are measured with error,
such that w∗

o = w∗ − ε, where w∗
o is the observed reservation wage and ε is distributed N(0, σ2

ε ), as above. Then we
would have:

w ≥ w∗ = w∗
o + ε ⇔

w − w∗
o ≡ ε̄ ≥ ε

This leads to the same upper bound on ε, and thus the same accepted wage density as the case with measurement
error in wages. The only difference would arise in the interpretation of the placement of the measurement error, but
estimation results would be identical.
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is Y = (w, d, c, m), and the corresponding log likelihood function is:7

L(θ|Y ) =
N∑

i=1

(1−mi) ln fW (woi
|wi ≥ w∗; θ) + ln gD(di; θ) (3.7)

We estimate (3.7) using quasi-Newton techniques, with starting values chosen from

initial estimates obtained from separate, preliminary estimation of the observed wage

and unemployment duration distributions. We parameterize the wage offer distribu-

tion as exponential with parameter λ, so that the model parameters estimated by

the likelihood function are θ = (q, λ, σε).
8 We describe estimation of the reservation

wage w∗ in the following subsection.

3.2.2 Identification

Identification of the model parameters depends crucially on the reservation wage.

In addition to determining the policy function of the theoretical search model, the

reservation wage plays a key role in empirical parameter identification in the likeli-

hood function. By providing the truncation point of the accepted wage distribution,

the reservation wage, in conjunction with the dispersion of accepted wages around

it, serves to identify the underlying wage offer distribution. Additionally, its role in

truncating the accepted wage distribution helps to identify the measurement error

variance by placing an upper bound on the measurement error for all observed wages.

Moreover, by entering into the expression for the hazard rate of unemployment exit,

the reservation wage helps to identify the offer arrival rate by reconciling variation

in observed unemployment durations with the probability of offer acceptance.

We estimate the preferred version of the model using survey data on the reser-

vation wage, since the main purpose of this paper is to describe the South African

7Appendix 3.A.1 describes the derivation and form of the likelihood function in greater detail.
8To restrict our estimated parameters to the positive domain, as implied by theory, we actually estimate each

parameter as exponentiated functions of observable characteristics, e.g., q = exp(φ′X). Note that the parameters
(b, δ, p) of the theoretical model are not identified by the likelihood function.
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youth labor market as implied by the reservation wage reports. Because the CAPS

data we use in this paper has the rare advantage of survey reports of the reser-

vation wage, we use the median reservation wage (within cells defined by included

covariates) as model inputs. The median reservation wage, rather than individual

reservation wage reports, is used because under the model all agents face identical

structural parameters and therefore must have an identical reservation wage.9

However, for comparative purposes, we also estimate the model under alternative

measures of the reservation wage, and report how results change under each. Under

the model assumptions, the minimum accepted wage in the data is a consistent

estimator of the reservation wage (Flinn and Heckman 1982). However, under the

assumption that wages are measured with error, this estimator will be susceptible to

outliers in the left tail of the observed wage distribution, so instead we use the 5th

percentile of observed wages, which is also a consistent estimator of the reservation

wage (Flinn and Heckman 1982, Eckstein and Berg 2007).10

The theoretical model also provides a means to identify the reservation wage in a

manner that is fully structural. In doing so, several problems typically arise. The first

is the reliance of the reservation wage estimate on the calibration of several model

parameters (in particular, b, δ, and p) which are not identified by the likelihood

function alone. Moreover, as the truncation point of the accepted wage distribution,

the reservation wage may not be estimated by maximum likelihood, because it is a

boundary value. However, because our model assumes that measurement error in the

reservation wage may lead some observed wages to fall below the reservation wage,

the boundary value problem is eliminated, and the reservation wage may indeed be

9We could also choose the mean reservation wage or other measure of central tendency, but chose the median
because it is less sensitive to outliers. Parameter estimates obtained using mean reservation wages are qualitatively
similar to those obtained under the median.

10Flinn and Heckman (1982) and Eckstein and Berg (2007) note that any fixed order statistic of the accepted wage
distribution consistently estimates w∗.
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estimated as an additional model parameter in a conventional maximum likelihood

framework.

3.3 Data

We use data from the Cape Area Panel Study (CAPS), a longitudinal study of

youth in metropolitan Cape Town, South Africa (Lam et al. 2008). CAPS sampled

about 4,800 youth aged 14-22 in Wave 1 (August-December 2002) and currently

contains four waves, the most recent conducted in 2006. For our purposes, the most

relevant features of the data are its monthly histories (for a period of 52 months from

2002-2006) of education, search and employment activity, as well as its questions on

reservation wages. We focus only on those youth who have left school,11 are observed

for at least 12 months in the calendar sample, and have a valid response to the

reservation wage question. Additionally, those outside the 1st and 99th percentiles

of the accepted wage distribution are dropped to limit the influence of outliers in the

estimation.12 This leaves N = 1, 430 individuals in the sample. Key variables are

described in Appendix 3.A.2.

Table 3.1 presents summary statistics for the full sample. Among the notable

features are the high durations and rates of unemployment: mean duration to first

job since school exit is nearly 12 months, while 42% of the sample is unemployed for

at least one year. Observed search behavior appears low: only 19% of the the time till

first job (or censoring) is spent in search, and 35% report never searching since leaving

11We define school exit as being out of school for at least 3 consecutive months. In our sample, 6% report returning
to school in at least one month after leaving school permanently according to our definition, but none of these have
returned to school full-time (i.e., they always report searching or working concurrently with re-enrollment in school).
Although a companion paper (Pugatch 2011) finds higher rates of school re-enrollment using CAPS, this paper
considers only data from the concurrent waves of the panel, whereas Pugatch (2011) augments the concurrent waves
with retrospective life histories. The shorter time series of the panel used in this paper accounts for the lower rate
of school re-enrollment.

12Estimation results using the untrimmed sample are qualitatively similar to those with trimming for most variants
of the model. However, the model using maximum likelihood estimation of the reservation wage produces several
coefficients with inconsistent sign using the untrimmed sample.
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school. Nonetheless, few youth are returning to school: only 6% report returning to

school before obtaining their first job (or censoring), and none returned to school full-

time (i.e., all report searching or working concurrently with re-enrollment in school).

Of those who find work, most (77%) are employed full-time.13 Wages and reservation

wages are measured in real South African rand per month (base month August 2002,

at which time the South African rand/US dollar exchange rate was 10.59).

Table 3.2 breaks down unemployment durations and rates by observable charac-

teristics. The trends follow the expected patterns: unemployment is more prevalent

and prolonged for coloureds and blacks, females, the young, and the low-skilled (both

in terms of low schooling and low ability). The levels can be quite striking, however,

even for the most advantaged groups: 21% of whites and 15% of those with at least

some post-secondary education are unemployed for at least one year since school exit,

for instance. Another surprising result is the post-school labor market experience

of those who report never searching: of this group, only 36% are censored, mean-

ing that the remaining 64% obtain a job, despite reporting to never have searched.

This suggests that “search,” at least as understood by the survey respondents, is

not necessary to obtain employment, and thus many youth who may appear to be

non-participants in the labor market may in fact be searching passively, or at least

prepared to accept a job should an acceptable offer arrive.14 Table 3.3, which shows

how youth obtained their first job since school exit, provides more supporting evi-

dence for the prevalence of passive search: more than 60% of the sample obtained

their first job through informal networks.

Given the high prevalence and duration of unemployment in the sample, the ques-

13Our model results are qualitatively similar when excluding part-time workers from the sample.
14Our definition of “never searched” excludes those who report obtaining employment immediately after leaving

school. Although such youth do not report searching between school exit and employment, we expect that many
in fact did actively search for work prior to obtaining work, and therefore exclude them from the “never searched”
group so as not to bias results.
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tion of what youth are doing with their time after leaving school naturally arises.

Table 3.4 seeks to answer this question with data from more recent waves, for which

the most post-school observations are available. The overall attrition rate is 12%.

Only 0.1% are dead, suggesting fatal illnesses such as AIDS are not immediately

afflicting this age group, although 7% do report serious illness. Although only 6%

are married and 4% currently pregnant (including males who report their partners as

pregnant), 18% are caring for their own children. A large percentage, 78%, remain

co-resident with at least one parent, with 18% living in a household with a pensioner,

suggesting that many youth may still have access to intra-household resource trans-

fers. Less than 10% engage in unpaid work, suggesting that informal or underground

employment does not explain the lack of wage employment in the sample.

Because reservation wage reports will be used in the main version of the model, it is

worth pausing to consider the quality of the reservation wage data. Our reservation

wage measure is the minimum monthly wage for which the youth reported to be

willing to accept full-time work, measured at the latest wave prior to obtaining a job

after permanent school exit (or censoring).15 Table 3.1 shows that 24% of those with

completed spells and non-missing wage data report reservation wages that exceed

their reported wage; Figure 3.2 is a graphical depiction of the same, with points

below the 45-degree line indicating observations for which w∗ > w. While this is

troubling, the model can account for such discrepancies through its estimates of the

distribution of measurement error in wages. Table 3.5 presents regressions of the

reservation wage on a set of observable characteristics. Although few coefficients

are statistically significant, they generally enter with the expected sign: reservation

wages are lower among females, blacks and coloureds, who likely face more labor

15Appendix 3.A.2 contains additional details on the construction of the reservation wage measure.
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market disadvantages than similarly-skilled males and whites; lower (convexly) as a

function of age, suggesting that older youth are less patient in their search; higher for

the more skilled, as proxied by schooling and ability; higher for those with employed

fathers or with co-resident parents, likely due to the greater availability of intra-

household transfers; lower for those whose parents want them more strongly to work;

and lower for those with their own children in the household, who have greater need

to accept paid work. A notable exception is the negative coefficient on pension receipt

by a household member, which contradicts the conventional wisdom that availability

of pension-related resources increases reservation wages, although the coefficient is

significant only at the 10% level. The regression results suggest that, despite some

discrepancies between observed wages and reservation wages, the reservation wage

data from the survey are generally internally consistent when considering correlations

with observable attributes.

A major assumption of our model is the constant arrival rate of wage offers,

which (in combination with the assumption that all other structural parameters are

time-invariant) implies that the reservation wage is also constant. Given the high

prevalence of observations for which the reservation wage report is inconsistent with

search theory (i.e., for which w∗ > w), it is reasonable to wonder whether the reser-

vation wage declines over time. Because CAPS asks about reservation wages in

each wave of the panel, we can test this hypothesis by regressing the reported reser-

vation wage on unemployment duration. By including individual fixed effects, we

can separate (time-invariant) unobserved heterogeneity from duration dependence;

evidence of the latter, in the form of a negative coefficient on unemployment dura-

tion, would be evidence against our assumption of constant reservation wages. Table

3.7 presents results. Column (1), which restricts the sample to the first unemploy-
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ment spell (following permanent school exit) only, has a positive but statistically

insignificant coefficient on unemployment duration. Column (2) extends the sample

to multiple spells, and finds a positive (and marginally significant) coefficient on un-

employment duration. Thus we find no evidence that the reservation wage declines

over the course of an unemployment spell, giving us confidence that our assumption

of constant reservation wages is plausible.16

Finally, we consider the adequacy of our distributional assumptions used to form

the likelihood function. Figures 3 and 4 show kernel density estimates of accepted

wages and first unemployment spells, respectively; recall that both distributions are

assumed exponential for purposes of estimation.17 Although the empirical distribu-

tions from the full sample may mask considerable heterogeneity and thus can not

show that our distributional assumptions are correct, observable patterns consistent

with the exponential distribution (e.g., monotonically decreasing with a long right

tail) will at least suggest that our estimates may fit the data well. The accepted wage

distribution (Figure 3.3, panel (a)) does exhibit the left tail mode and long right tail

that is characteristic of the exponential distribution; in our model, measurement er-

ror may account for the increasing density in the far left tail. The unemployment

duration density (for completed spells; Figure 3.3, panel [b]) also exhibits these pat-

terns, and appears to be consistent with our assumption of a constant hazard rate

of unemployment exit, in the aggregate.18

16Moreover, the leading methods for incorporating time-varying reservation wages in structurally estimated search
models make unpalatable assumptions: assuming a finite search horizon (as in Wolpin 1987) seems unsuited to youth
seeking their first job following school exit, and allowing structural parameters (typically the unemployment benefit,
as in Berg 1990) to evolve over time in a known fashion seems at odds with the South African context.

17Under exponential wage offers, the density of accepted wages will also be exponential, with a rightward shift of
the offer distribution by the amount of the reservation wage.

18Although the kernel density is increasing in the far left tail, the empirical mode is 1 month (the minimum allowed,
by assumption), so the empirical density does have its mode at the left tail of the distribution.
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3.4 Results

3.4.1 Parameter Estimates

Table 3.8 presents estimates of our model, using the median reservation wage

(within included covariate cell) from survey reports as the measure of w∗. Observed

heterogeneity is incorporated by modeling (the natural log of) each parameter as a

linear function of a parsimonious set of covariates: dummies for black, coloured, high

school graduate, at least some college, high ability,19 and previous work experience;

the omitted group is low-ability whites with less than a high school education and no

previous work experience. The reservation wage is calculated within groups defined

by these covariates; for reference, Table 3.6 reports regressions of w∗ and wq5 on the

covariates. The measurement error variance is estimated as a single parameter for

the entire sample, however.20

Consider first the results for q, the job offer arrival rate: the “baseline level”

reported in the first row is the exponentiated value of the constant term, and may

be interpreted as the monthly probability of receiving a job offer for the omitted

group.21 The baseline monthly probability of a job offer is 27%. The reported

coefficients on ln q represent the marginal effect, in log points, on the offer arrival

rate. We see that blacks and coloureds face offer arrival rates that are .8 and .4 log

points (or approximately 80% and 40%) lower, respectively, than those for whites.

High school graduation and post-secondary schooling generate large returns on offer

arrivals (coefficients of .48 and .69, respectively), while high ability and previous work

experience also increase the offer arrival rate considerably (coefficients of .27 and .37,

19We define “high ability” as above the median literacy and numeracy evaluation score within the estimation
sample.

20Although in principle we could have treated the measurement error as heteroskedastic by allowing its variance
to vary according to observable characteristics, in practice the measurement error coefficients were rarely significant
in such models, and frequently led to numerical instability in the parameter estimates.

21When the estimate exceeds unity, the parameter may also be interpreted as the predicted number of job offers
per month.
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respectively). The estimates imply that a black, low-ability high school dropout with

no previous work experience has a monthly offer probability of just 12%, but that

high ability, previous work experience and some college education nearly quadruple

this probability, to 46%.

Now consider the results for λ, the wage offer distribution parameter, whose base-

line represents the mean (and standard deviation) of the wage offer distribution;

coefficients are marginal effects in log points, as before. The estimated baseline wage

offer, at 710 rand, is quite low relative to the mean accepted wage of 2,486 rand.22 Not

surprisingly, the model predicts that only 29% of wage offers are accepted.23 As with

the offer arrival rate, the estimates imply considerable labor market disadvantages for

black and coloured youth (coefficients -.32 and -.13, respectively). Schooling, ability

and previous work experience generate large returns, however, with the coefficient of

.73 on previous work experience particularly notable (although this coefficient may

be picking up a number of omitted factors that are correlated with experience, such

as motivation or access to employment networks). Comparing model estimates again

for black, low-ability high school dropouts with no previous work experience to their

high ability, college-educated and experienced counterparts, we find that the former

face a mean wage offer of 513 rand, while the latter receives offers more than four

times as large, at 2,113 rand. The estimated measurement error standard deviation,

σε, implies that measurement error accounts for 27% of the standard deviation in

accepted wages.24

Table 3.9 repeats the estimates of Table 3.8, and presents parameter estimates

22Such a comparison must be interpreted with caution, however, as the baseline wage offer is for the omitted
category of white, low ability high school dropouts without previous work experience, while the mean accepted wage
is for the full sample.

23We calculate the probability of offer acceptance, Pr(w ≥ w∗), as the mean over the distribution of the full sample,
i.e., Pr(w ≥ w∗) =

R
Pr(w ≥ w∗|x)f(x)dx.

24Bound and Krueger (1991) found that measurement error accounts for 18% of the variance in reported annual
earnings for men in the US.
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for two additional models that vary by the reservation wage used in estimation (as

indicated at the top of each column): w∗ is the median reservation wage from survey

reports; wq5 is the 5th percentile of accepted wages; and w∗
MLE leaves the reserva-

tion wage as a parameter to be estimated.25 As in Table 3.8, the reported baseline

represents the estimated level for each parameter for the omitted group, while the

coefficients represent marginal effects, in log points. Results are qualitatively con-

sistent regardless of the reservation wage used in estimation, with expected signs on

all coefficients.

Turning first to results for q, the job offer arrival rate, we see that baseline of-

fer arrivals are estimated to be more frequent under w∗ than the other models: a

monthly job offer probability of .27, versus .07 and .15 under wq5 and w∗
MLE, respec-

tively. Although the differences between the models shrinks for some groups when

coefficients are factored in, the generally higher offer arrival rates of column (1) are

consistent with higher reservation wages under w∗: youth who face more frequent

offers will be more selective about which to accept.

Differences between the models’ estimates of λ, the wage offer distribution pa-

rameter, are also quite striking. The baseline mean wage offer of 1,445 rand in the

model with wq5 (Table 3.9, column 2) is more than double that of the model with

w∗. The baseline offer of 899 rand in the model with w∗
MLE (column 3), while not

nearly as high, still exceeds the baseline under w∗ by more than 20%. Again, certain

coefficients mitigate these differences somewhat, but the generally lower level of wage

offers in the model with w∗ comes through clearly in the estimated probabilities of

offer acceptance: 29% under w∗, versus 59% and 44% under wq5 and w∗
MLE, respec-

tively. Considered in conjunction with the offer arrival rate results, the estimates

25In the estimation, w∗
MLE is restricted to be w∗ = w̄ − λ, corresponding to the truncation of the exponential

accepted wage distribution at w∗.
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offer a contrasting picture of the labor market: under w∗, wage offers are relatively

frequent but low, while under wq5 offers are infrequent but high.

This arrival/wage offer tradeoff is how the model reconciles different reservation

wages using the same data on unemployment durations and accepted wages. Ac-

cordingly, the probability of offer acceptance (Pr(w ≥ w∗)) implied by the models

suggest that if youth behave according to their reservation wage reports, they are

less than half as likely to accept a wage offer than under wq5 ; we will return to this

discrepancy and suggest possible explanations shortly. Results for the model with

w∗
MLE fall somewhere in between the other two, with intermediate offer arrivals and

wage offers for most subgroups, as may be expected when we “let the data speak”

to find the best fit.

The estimated measurement error standard deviation, σε, is greatest in the model

with w∗ and smallest in the model with wq5 . This is unsurprising: recall that the

measurement error parameter serves to reconcile the density of observed wages be-

low the reservation wage, and hence should be largest in the model with w∗, since

reservation wages are highest (on average) in that case. Finally, the coefficients on

w∗
MLE in column (3) follow a qualitatively similar pattern to those on the alternative

reservation wage measures presented in Table 3.6. As expected, black and coloured

youth have lower reservation wages relative to whites, while reservation wages are

increasing in schooling and ability. Interestingly, the negative coefficient on previous

work experience suggests that youth who have already engaged in paid work are

willing to work for less than their inexperienced peers, although this coefficient is

imprecisely estimated.

The relatively frequent offer arrivals and low job acceptance probability in the

model with w∗ begs the question, “If the South African youth labor market is so
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bad, why are youth turning down so many jobs?” Our answer is that it is quite

unlikely that youth are actually receiving, and refusing, job offers with the frequency

implied by our estimates. Instead, we consider it more likely that low-wage jobs

are more abundant than the unemployment data may suggest, but such low-wage

matches are made infrequently. “Search” is not necessarily an active process for this

group, as the 64% of our sample who obtained employment without ever reporting

search activity suggests. Thus the high frequency of offer arrivals and refusals we

estimate are more likely to represent “implicit refusals” of low-wage offers that are

available in principle, but that are not literally made by employers to unemployed

youth. The matching costs incurred by both sides may exceed the surplus generated

by these low-wage matches.

3.4.2 Model Fit

The structural search model generates predictions for the distributions of unem-

ployment durations and accepted wages, and estimates of these distributions may

be compared to their empirical counterparts to assess model fit. Before considering

formal tests of model fit, we first offer a more qualitative assessment of how well our

estimates account for some features of the data.

Consider first the distribution of unemployment durations till obtaining the first

job. Because some durations are right-censored, it will be convenient to work with

the survivor function for unemployment, or the probability that an unemployment

spell d exceeds some value d0 (i.e., S(d0) = Pr(d ≥ d0)). Table 3.10 shows, in

column (1), the empirical survivor function at various monthly durations, along with

model estimates according to the reservation wage value in columns (2)-(4). Perhaps

the most noteworthy aspect of the results is that, beginning at a duration of 24

months, the predicted survivor function weakly exceeds its empirical counterpart for
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all estimated models. This means that youth are experiencing shorter unemployment

spells than our model predicts at the right tail of the distribution.

Now consider the distribution of accepted wages. Recall that by incorporating

measurement error in the reported wage, our model estimates the distribution of

observed accepted wages, which is therefore directly comparable to empirically ob-

served accepted wages. In Table 3.11, we compare this empirical distribution with its

estimated counterparts at their respective means, standard deviations, and selected

quantiles. All estimated models have mean and standard deviation that fall some-

what below those of the empirical distribution. The reported quantiles suggest that

the reason may be the longer right tail of the empirical distribution: the 75th and

90th quantiles of all estimated models are below those of the empirical distribution,

and such a longer right tail in the empirical distribution will increase its mean and

standard deviation relative to the estimated models.

To test the model formally, we conduct LM tests separately for the unemploy-

ment duration and accepted wage distributions of each model.26 We reject the null

hypothesis that the model is correctly specified in all cases. Moreover, no model

appears to offer an unambiguously better fit than the others, leaving no clear reason

to favor one method of measuring reservation wages over another.

3.5 Search Cost Estimation

The model estimation described in preceding sections used values for the reser-

vation wage defined within each covariate cell; thus, all coloured high school gradu-

ates with low ability and previous work experience were assumed to have identical

reservation wages, for instance. This is consistent with our structural model, under

which agents facing identical structural parameters must have identical reservation

26Appendix 3.A.3 describes details of these tests.
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wages.27 However, our data includes survey reports of each individual’s reservation

wage, which in general do not coincide with the reservation wages used in estima-

tion. One way to reconcile these individual reservation wages with the underlying

structural model is to assume that one or more structural parameters faced by the

individual, but not included in the likelihood function used for estimation, generated

the reported reservation wage. In our model, the agent’s flow value of leisure or net

search cost (b), discount factor (δ), and probability of job separation (p) determine

behavior but do not explicitly enter estimation. We use individual reservation wage

reports to shed light on one of these parameters, the net search cost (b).28 The re-

sults allow us to learn about individual heterogeneity in our sample in ways that are

(arguably) richer than the standard approach of estimating a mixture distribution

(Heckman and Singer (1984)), which requires a finite number of types (typically two

or three) for tractable estimation.29

We estimate b as follows: for each individual, we use our maximum likelihood

estimates of (λ, q); calibrate p according to observed job separations in the data (a

monthly rate of approximately .04); choose δ = .95 annually; and then choose b̂ to

match w∗ to the individual’s reservation wage report (by inverting the reservation

wage function derived from the search model). This generates the distribution of b̂

in our sample in a way that makes use of numerous sources of information, including

the restrictions of our structural model, the distributions of accepted wages and

unemployment durations on which our maximum likelihood estimates are based,

and the individual heterogeneity incorporated in each agent’s reported reservation

27If we used individual reservation wage reports directly in the estimation, we would essentially be estimating the
parameters of individual-specific accepted wage and unemployment duration distributions using just one observation
for each, which is intractable.

28We choose b rather than δ or p because we think it the most likely source of individual-specific heterogeneity:
reasonable priors allow us to calibrate δ, and p may be calibrated to match data on job separations within our sample.

29Note that our approach is possible due only to the availability of reservation wage reports; structurally estimated
search models lacking such data would still have to use the Heckman-Singer approach, or some variant, to incorporate
unobserved heterogeneity.
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wage. To our knowledge, this is the first use of reservation wage data to shed light

on individual-specific search costs in this manner in the literature.30

We find the distribution of b̂ under each variation of reservation wages used in esti-

mation of the model (w∗, wq5 and w∗
MLE). We then use these estimates of individual-

specific search costs to test the predictions of our model. Specifically, our model

predicts that those with lower net search costs (i.e., higher b) will have higher reser-

vation wages, and therefore experience longer unemployment durations and receive

higher accepted wages, all else equal. We can test these predictions by regressing

these labor market outcomes on our estimates of search costs, while also controlling

for the covariates included in our structural estimation. If our estimates of search

costs accurately capture aspects of individual heterogeneity relevant to search be-

havior, then we should see a positive correlation between unemployment durations,

the probability of a censored unemployment spell (i.e., the probability of failing to

obtain a job by the end of the sample), accepted wages and search costs.

This is (partially) confirmed in Table 3.12, which presents results of regressions

of unemployment durations, the censoring indicator and accepted wages on b̂, our

search cost estimate for each individual (all regressions also include the covariates

included in the structural model, and standard errors are bootstrapped to account for

sampling variation in b̂). We find that the coefficient on b̂ is positive in all regressions,

as predicted, regardless of the variant of the reservation wage used in the underlying

structural estimation (although statistically significant coefficients are obtained only

for accepted wages). The results are not very large in magnitude, however: for

example, for accepted wages (columns (7)-(9)), an increase of 100 rand in the value

of leisure implies just a 5 rand increase in accepted wages. This suggests that search

30Eckstein and Wolpin (1995) conduct a conceptually similar exercise, using their structural model to recover
search costs after estimating the remaining parameters. However, since they lack individual data on reservation
wages, they are limited to using their reservation wage estimates defined within the cells of their model.
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costs play a relatively unimportant role in labor market outcomes in our sample

when compared with job arrival rates and wage offers. Nonetheless, our procedure

to recover individual-specific search costs coincides with our theoretical model, and

illustrates the value of using survey data on reservation wages to reveal information

on heterogeneity in search behavior that would otherwise remain unobserved.31

3.6 Policy Simulation: Employer Wage Subsidy

Because the parameters of the structural model represent the primitives of the

search model and are therefore invariant to policy, our model may be used to sim-

ulate counterfactual outcomes of various policies. One such policy to consider is an

employer wage subsidy, which we may model as an exogenous increase in the mean

wage offer. Therefore, a subsidy s to hiring unemployed youth would truncate the

wage offer distribution from below at s, leaving all other structural parameters un-

changed.32 One may think of the subsidy as a voucher, with nominal value s, that

employers may apply towards a youth’s wage. We may then calculate how various

features of the model, such as the quantiles of the accepted wage and unemploy-

ment duration distributions and the proportion of offers accepted, change from the

baseline case to that under the subsidy.

One complication that arises, however, in such simulation is calculation of w∗.

Under the search model, a change in the wage offer mean (or any structural param-

eter) will change w∗, and hence the simulation results will depend crucially on how

31Note that such an exercise would not be possible using the Heckman-Singer approach to unobserved heterogeneity,
which recovers type-specific structural parameters and type proportions, but can map heterogeneity in parameters
to particular observations only in a probabilistic sense. Our procedure, by contrast, uses survey data on reservation
wages to map heterogeneity in search costs to individuals in the sample, and thus allow for more severe tests of our
model predictions.

32Note that in our partial equilibrium framework, we do not model any effect the wage subsidy may have on the
frequency of offers or on the destruction of jobs. Moreover, by assuming that the wage offer distribution becomes
truncated below by s, we implicitly assume that the subsidy is fully passed through to job seekers in the form of
wage offers, which would generally not be the case if employers have market power in the youth labor market. In
this sense, our simulation results present a best-case scenario of the effect of the subsidy on employee welfare.
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the model accounts for the agent’s updated w∗ in response to the policy change.

When w∗ is estimated structurally, the approach is straightforward: merely update

the structural estimate of w∗ under the new wage offer distribution. However, when

w∗ is estimated from the data, we must update w∗ by calibrating some elements of θ

that we did not observe nor estimate in our baseline specification. In our simulation,

we update w∗ in the same fashion as in estimation of the search cost distribution

described in the previous section. That is, we calibrate the model parameters not

estimated by our model (b,δ,p) such that they reproduce the value of w∗ used in

the baseline estimation. As in the previous section in which we estimated search

costs, we use our maximum likelihood estimates of (λ, q); calibrate p according to

observed job separations in the data; choose δ = .95 annually; and then choose b to

match w∗ to the data (by inverting the reservation wage function, as described in

the previous section). We then update w∗ by varying the subsidy value s, holding

all other parameters fixed.

Figures 3.4 shows reservation wages and mean accepted wages, respectively, under

a range of employer wage subsidy values.33 The subsidy s = 0 corresponds to the

baseline estimates discussed in the preceding sections, and s increases to 1,000 rand

in increments of 100 along the horizontal axis. The figures show that both reservation

wages and mean accepted wages increase (approximately) linearly in the amount of

the subsidy, by about 60 rand per 100 rand increment in s,34 showing that the benefits

(in terms of increased mean accepted wages) of the subsidy recover only about 60%

of its costs.35 Reservation wages are uniformly greatest in the model with w∗, while

33In Figures 5-9, the lines labeled wrhat=wr correspond to the model estimated with w∗; wrhat=wp5 to wq5 ; and
wrhat=wrmle to w∗

MLE .
34This equality is a consequence of the assumption of exponential wage offers, because the corresponding accepted

wage distribution is shifted to the right by exactly the reservation wage.
35This ignores any benefits of the subsidy on reduced employment durations, which are considered later in this

section.
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reservation wages in the model with w∗
MLE are the next greatest. Results for mean

accepted wages as a function of the subsidy (Figure 3.4, panel [b]) show a similar

linear increase across all models.

The greater selectivity of youth in the model with w∗ is also shown in Figure

3.5, which plots the probability of wage offer acceptance (i.e., Pr(w ≥ w∗)) for each

model. The probability of wage offer acceptance is nearly one half as low under w∗

than under wq5 for all subsidy values considered. Moreover, as the subsidy grows

from 0 to 1,000 rand, the acceptance probability under w∗ increases by only about

15 percentage points, while in the other models it grows by 20 percentage points or

more.

Finally, Figure 3.6 plots the unemployment survivor function, or the probability

that a youth experiences an unemployment spell of a given duration, for spells of

12 and 24 months. The figure shows that the probability of such lengthy unemploy-

ment spells is lowest in the model with w∗ for all subsidy values, due to the higher

offer arrival rates under that model. Moreover, the subsidy causes the likelihood

of lengthy unemployment spells to fall the most in the model with w∗ compared to

the other models. Overall, the subsidy appears quite effective at reducing lengthy

unemployment spells; the probability of experiencing an unemployment spell of at

least 12 months decreases by a high of 15 percentage points in the model with w∗,

and a low of 10 percentage points under wq5 , as the subsidy increases from 0 to 1000

rand. Whether such a reduction produces 1,000 rand in social benefits (or at least

enough social benefit when paired with increased accepted wages to exceed costs) is

unclear and requires more formal analysis, however.

Our simulation of an employer wage subsidy shows that youth respond to the

increased opportunities resulting from the subsidy by raising their reservation wages.
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However, the reservation wage increases are modest enough for the subsidy to have

beneficial effects on accepted wages and unemployment durations. It is unclear,

however, whether these benefits exceeds the subsidy’s costs.

3.7 Conclusion

In this paper, we have presented a simple, standard search model that incorpo-

rates observed heterogeneity and measurement error in wages to explain the role of

reservation wages in the high observed unemployment rates and durations among

Cape Town youth. Using data on accepted wages and unemployment durations for

school leavers who found their first job, we estimated the parameters of the model

using survey reports of the reservation wage, as well as alternate measures including

the 5th percentile of accepted wage offers and maximum likelihood estimation, for

comparative purposes. Results using survey data on reservation wages suggested

that searchers received job offers frequently, but at wages that were typically unac-

ceptably low. In contrast, results using the 5th percentile of observed accepted wage

offers and maximum likelihood estimation suggested less frequent offers, but a higher

probability of offer acceptance. Accounting for observed heterogeneity revealed that,

as expected, the frequency and quality of labor market opportunities are generally

worse for disadvantaged groups, such as blacks, coloureds and the less skilled.

We used the results of the model, in combination with individual reservation wage

reports, to estimate the full distribution of search costs in the sample. Correlations

between our estimates of individual-specific search costs and labor market outcomes

confirmed our model’s predictions, at least with respect to accepted wages. Thus

our model allows for insights into individual-specific heterogeneity relevant to search

behavior that may not be inferred from the data alone, nor may it be captured in
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the standard approach of estimating a mixture distribution over unobserved types.

Finally, in a policy simulation of the effect of an employer wage subsidy, we

found that although the subsidy has the unsurprising effect of increasing reservation

wages, it nonetheless may have substantial positive benefits on accepted wages and

unemployment durations. However, because we have assumed that firms will pass

the subsidy along in full to employees, such positive effects may be considered an

upper bound. A more complete model of firm response to the wage subsidy may find

less beneficial effects for youth job seekers.

Returning to our initial motivating inquiry on the role of reservation wages in

Cape Town youth unemployment, we found that implied wage offer acceptance rates

are indeed substantially lower under the survey reports of the reservation wage than

alternative measures. However, to reconcile these low acceptance probabilities with

the observed data, the model estimates a correspondingly lower average wage offer.

Moreover, if youth behave according to our model and their stated reservation wages,

offers appear to arrive with much greater frequency than under alternative measures.

The true role of reservation wages therefore depends on which picture of the Cape

Town youth labor market–frequent but low offers, versus infrequent but high offers–is

more accurate. While the latter picture is consistent with popular perception and is

the one that would emerge from the data in the absence of reservation wage reports,

the availability of reservation wage data allows us to suggest an alternative view of the

youth labor market that is equally consistent with search theory. Although the high

frequency of (relatively low) wage offers implied by our estimates may not literally

be occurring in the South African youth labor market, our results are consistent with

a labor market that is inefficient at matching employers to employees, leading to a

high “implicit refusal” rate.
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Given the simplicity of our model in its current form, there is much scope for

further work. For instance, our model conditions on exit from school, when in fact

this decision may also be viewed in light of dynamic optimization. A companion

paper (Pugatch 2011) endogenizes the decision to exit school and enter the labor

market that we model in this paper.
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3.8 Figures and Tables

Table 3.1: Summary statistics

Variable N Mean Std. Dev. Min Max

female 1430 0.53 0.50 0 1
black 1430 0.26 0.44 0 1
coloured 1430 0.62 0.49 0 1
white 1430 0.12 0.32 0 1
age 1430 19.5 2.1 14 26
schooling 1430 10.7 2.1 0 16
ability score 1430 0.18 0.91 -2.97 2.01
wage 977 2486.4 1859.9 346.6 11642.3
reservation wage 1430 1594.2 1801.8 48.7 36645.8
I(w∗ > w) 977 0.24 0.43 0 1
first UE spell 1430 11.7 11.2 1 50
UE spell≥1yr 1430 0.42 0.49 0 1
censor 1430 0.24 0.43 0 1
previously worked 1430 0.34 0.48 0 1
full-time 1027 0.77 0.42 0 1
never searched 1430 0.35 0.48 0 1
return to school (ft) 1430 0.00 0.00 0 0
return to school 1430 0.06 0.23 0 1

Sample is youth who have left school (absent at least 3 consecutive months after attending school at least one month in calendar sample),
observed for at least 12 months in calendar sample after school exit, and with valid reservation wage data. Age and schooling measured
at time of school exit. Ability score is z-score from literacy and numeracy evaluation administered in Wave 1. Wage is first reported wage
following completion of first unemployment spell. Reservation wage is last reported reservation wage before first completed unemployment spell
or censoring. Observations below 1st percentile and above 99th percentile of accepted wages dropped. Wages and reservation wages in real rand
per month, base month August 2002 (South African rand/US dollar exchange rate at base=10.59). I(wr > w) is indicator that reservation wage
exceeds reported accepted wage. Previously worked refers to work experience in calendar history prior to school exit. Full-time is average of at
least 35 hours per week of work in last month. Never searched excludes those who obtain employment immediately after school exit. Statistics
calculated using sample weights (weightyr).
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Table 3.2: Unemployment, by observable characteristics

First UE spell UE spell≥1yr UE spell≥2yrs UE, month 12 censored
male 10.2 0.35 0.23 0.47 0.19
female 13.0 0.49 0.34 0.56 0.28
African 17.2 0.66 0.52 0.72 0.38
coloured 10.2 0.36 0.20 0.48 0.20
white 7.7 0.21 0.24 0.28 0.14
age:
≤18 13.9 0.50 0.35 0.59 0.33
19-22 10.9 0.39 0.25 0.50 0.20
≥23 7.4 0.27 0.18 0.34 0.11

schooling:
≤9 16.3 0.59 0.43 0.70 0.38
10 or 11 12.7 0.48 0.28 0.55 0.28
12 9.2 0.32 0.19 0.42 0.15
>12 5.0 0.15 0.15 0.29 0.07

low ability 14.3 0.54 0.37 0.63 0.31
high ability 8.7 0.29 0.19 0.39 0.16
previously worked 15.1 0.57 0.41 0.66 0.37
never worked before 5.2 0.14 0.05 0.25 0.00
some search 10.2 0.36 0.26 0.47 0.18
never searched 14.5 0.55 0.33 0.61 0.36

Age and schooling measured at time of school exit. “Low” and “high” ability refer to below and above within-sample median literacy and
numeracy evaluation score. “Some search” is reported search in at least one month prior to completion of first UE spell or censoring. “Previously
worked” means work experience reported in calendar history prior to school exit. Never searched excludes those who obtain employment
immediately after school exit. First unemployment spell measured in months; all other statistics are means of indicator variables. “UE, month
12” refers to employment at month 12 following school exit. All statistics weighted by sample weights.

Table 3.3: How obtained first job since school exit

Full sample Black Coloured White

informal network (household) 13.6 12.1 15.2 7.4
informal network (non-household) 46.5 49.6 47.2 36.3
formal 30.7 32.0 28.8 39.2
past work for firm 1.7 1.0 2.2 0.0
self-employed/family 3.9 3.3 3.8 5.4
other/don’t know 3.6 2.1 2.7 11.7

Table shows method of obtaining first job, proportion by race. Sample weights used in calculation.
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Table 3.4: Post-school activities

Variable N Mean

Wave 4 (2006)

dead 1430 0.001
moved 1430 0.04
attrited 1430 0.12
married 1278 0.06
pregnant (inc. males) 1278 0.04
own child in HH 1278 0.18
live with at least one parent 1278 0.78
pension recipient in HH 1278 0.17

Wave 3 (2005)

seriously ill 1170 0.07
unpaid work 1170 0.09

Variables for each wave calculated only for those who had left school by time of interview. “Pregnant” includes males who report their partners
as pregnant. “Seriously ill” refers to self-reported inability to perform normal activities. All statistics calculated using sample weights.
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Table 3.5: Reservation wage regressions

(1) (2)
w∗

i w∗
i

female -89.8 -102.9
(107.2) (114.9)

black -754.3 -827.7
(244.3)*** (233.8)***

coloured -507.4 -449.6
(241.3)** (247.5)*

age -109.6 -63.5
(183.9) (176.1)

age2 3.9 3.2
(4.7) (4.5)

schooling 90.3 93.8
(31.9)*** (31.0)***

ability score 281.9 303.8
(74.4)*** (75.9)***

pensioner in HH -181.1
(106.0)*

father employed 69.1
(128.5)

ill 117.4
(190.1)

parents want youth to work -79.9
(25.4)***

co-resident with parent 180.8
(79.0)**

own child in HH -274.1
(138.5)**

N 1430 1430
R2 0.09 0.13

Robust standard errors in parentheses: * significant at 10%; ** significant at 5%; *** significant at 1%. Reservation wage w∗i is individual-
specific survey report, as defined in Appendix 3.A.2. Age and schooling measured at time of school exit. Pensioner in HH, father employed, ill,
parents want to work, co-resident with parent, and own child in hh variables measured at time of reservation wage, where reservation wage is
last report prior to job acceptance or end of calendar sample. “Ill” refers to self-reported illness that prevents normal activities. “Parents want
youth to work” measured on self-reported 1-5 scale, with 5 being strongest. All regressions include fixed effects for wave at which w∗ measured.
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Table 3.6: Regressions of w∗ and wq5 on covariates used in model estimation

(1) (2)
w∗ wq5

constant 1575.1 1279.0
(33.0)*** (122.8)***

black -797.4 -814.5
(33.9)*** (126.0)***

coloured -592.5 -700.2
(31.4)*** (104.6)***

HS grad 318.1 251.9
(10.2)*** (35.9)***

at least some college 628.8 615.2
(31.1)*** (59.1)***

high ability 264.7 78.8
(10.5)*** (50.1)

previously worked -119.6 51.7
(14.0)*** (39.1)

N 1430 1423
R2 0.88 0.57

Robust standard errors in parentheses: * significant at 10%; ** significant at 5%; *** significant at 1%. w∗ is median reservation wage by cell
defined by included covariates. wq5 is 5th percentile of accepted wages, by cell defined by covariates. “High ability” is indicator for above
median literacy and numeracy evaluation score within sample. “Previously worked” means work experience reported in calendar history prior
to school exit.

Table 3.7: Regressions of w∗ on unemployment duration

(1) (2)
w∗ w∗

unemployment duration 140.2 56.7
(89.1) (33.5)*

N 1126 1582
R2 0.64 0.64
Individual fixed effects x x
Wave fixed effects x x
First UE spell only x
Spell fixed effects x

Robust standard errors in parentheses, clustered by individual: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample is
person-years from estimation sample. Reservation wage measured in (real) rand per month; unemployment duration in months. All regressions
use survey weights and include individual and wave fixed effects. Regressions including multiple spells include fixed effects for spell number.
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Table 3.8: Parameter estimates, using reservation wage survey reports

Parameter ln q ln λ ln σε

(offer arrival (wage offer (measurement
rate) parameter) error s.d.)

baseline level 0.27 710.58 495.11

constant -1.30 6.57 6.20
(0.29) (0.17) (0.05)

black -0.80 -0.32
(0.32) (0.19)

coloured -0.40 -0.13
(0.26) (0.15)

HS grad 0.48 0.27
(0.13) (0.07)

at least some college 0.69 0.54
(0.19) (0.11)

high ability 0.27 0.15
(0.12) (0.07)

previous work 0.37 0.73
(0.12) (0.09)

N 1430
ln L -1,055,884
Pr(w ≥ w∗) 0.29
σε (measurement error s.d.) 0.27
as percentage of observed accepted wage s.d.

Robust standard errors in parentheses. Estimation is by maximum likelihood, with reservation wage as median reservation wage from survey
within covariate cell. Starting values taken from converged estimates of sequential estimation of wage offer and unemployment duration distri-
butions. Optimization algorithm alternates between BFGS and BHHH. “Baseline level” refers to value of exponentiated constant term for each
parameter, and may be interpreted as parameter level for left-out category (white high school dropouts of low ability, with no previous work
experience). Pr(w ≥ w∗) calculated as mean over distribution of full sample, i.e., Pr(w ≥ w∗) =

R
Pr(w ≥ w∗|x)f(x)dx.
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Table 3.9: Parameter estimates, using alternate reservation wage measures

(1) (2) (3)
Reservation wage w∗ wq5 w∗

MLE

ln q (offer arrival rate): baseline 0.27 0.07 0.15
constant -1.30 -2.64 -1.88

(0.29) (0.20) (0.24)
black -0.80 -0.51 -0.74

(0.32) (0.20) (0.23)
coloured -0.40 -0.12 -0.33

(0.26) (0.18) (0.19)
HS grad 0.48 0.54 0.43

(0.13) (0.09) (0.13)
at least some college 0.69 0.92 0.73

(0.19) (0.18) (0.20)
high ability 0.27 0.25 0.10

(0.12) (0.10) (0.13)
previous work 0.37 1.13 0.78

(0.12) (0.09) (0.12)
ln λ (wage offer parameter): baseline 710.58 1445.88 899.51
constant 6.57 7.28 6.80

(0.17) (0.15) (0.12)
black -0.32 -0.53 -0.33

(0.19) (0.16) (0.13)
coloured -0.13 -0.34 -0.17

(0.15) (0.13) (0.10)
HS grad 0.27 0.22 0.27

(0.07) (0.07) (0.08)
at least some college 0.54 0.49 0.55

(0.11) (0.11) (0.12)
high ability 0.15 0.11 0.20

(0.07) (0.07) (0.09)
previous work 0.73 0.41 0.61

(0.09) (0.07) (0.09)
ln σε (measurement error s.d.): baseline 495.11 262.09 322.73
constant 6.20 5.57 5.78

(0.05) (0.09) (0.07)
ln w∗: baseline 1304.30
constant 7.17

(0.11)
black -0.64

(0.10)
coloured -0.44

(0.09)
HS grad 0.20

(0.06)
college 0.40

(0.10)
high ability 0.09

(0.06)
previous work -0.09

(0.07)
N 1430 1430 1430
ln L -1,055,884 -1,055,534 -1,052,301
Pr(w ≥ w∗) 0.29 0.59 0.44
σε (measurement error s.d.) 0.27 0.14 0.17
as percentage of observed accepted wage s.d.

Robust standard errors in parentheses. Reservation wages at top row refer to inputs of maximum likelihood estimation: w∗ is median reservation
wage from data; wq5 is 5th percentile reservation wage; and w∗MLE is maximum likelihood estimate (all by cell defined by included covariates).
Estimation is by maximum likelihood, with starting values taken from converged estimates of sequential estimation of wage offer and unemploy-
ment duration distributions. Optimization algorithm alternates between BFGS and BHHH. “Baseline” refers to value of exponentiated constant
term for each parameter, and may be interpreted as parameter level for left-out category (white high school dropouts of low ability, with no
previous work experience). Pr(w ≥ w∗) calculated as mean over distribution of full sample, i.e., Pr(w ≥ w∗) =

R
Pr(w ≥ w∗|x)f(x)dx.
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Table 3.10: Empirical and predicted unemployment survivor functions

Pr(d ≥ d0)
(1) (2) (3) (4)

Reservation wage empirical w∗ wq5 w∗
MLE

UE duration (months)
3 0.69 0.75 0.75 0.75
6 0.58 0.60 0.60 0.60
12 0.42 0.42 0.43 0.42
24 0.16 0.25 0.25 0.25
36 0.04 0.15 0.16 0.16

χ2 424.7 399.3 430.7
p-value 0.00 0.00 0.00

Each cell reports value of survivor function at UE duration in left-hand column, i.e., each cell gives the proportion of the unemployment duration
distribution that is at least as great as the value in the left-hand column. Column (1) is empirical survivor function observed in the sample,
while columns (2)-(4) give predicted survival function for models using the indicator reservation wage inputs. χ2 statistic is from auxiliary
regression of ones on sample moments; statistic is NR2 from this regression, and is distributed χ2(m), where m = 1 is the number of moments;
see Cameron and Trivedi (2005, p. 261-2). Appendix 3.A.3 describes this test in greater detail.

Table 3.11: Moments and quantiles of empirical and predicted accepted wage distributions

Accepted wage
(1) (2) (3) (4)

Reservation wage empirical w∗ wq5 w∗
MLE

mean 2486.4 2346.4 2336.0 2295.2
std. dev. 1859.9 1356.6 1682.5 1529.5
quantiles

0.1 902.0 886.9 709.6 866.6
0.25 1299.9 1341.2 1087.4 1224.6
0.5 1835.2 1969.7 1760.6 1789.8
0.75 3108.0 2899.8 2915.4 2753.2
0.9 4961.0 4278.9 4676.0 4282.1

χ2 221.7 204.0 196.8
p-value 0.00 0.00 0.00

Each cell reports corresponding moment or quantile of observed accepted wages for empirical wage distribution (column 1) and predicted wage
distribution by reservation wage input used in model estimation (columns 2-4). χ2 statistic is from auxiliary regression of ones on sample
moments; statistic is NR2 from this regression, and is distributed χ2(m), where m = 1 is the number of moments; see Cameron and Trivedi
(2005, p. 261-2). Appendix 3.A.3 describes this test in greater detail.
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Table 3.12: Regressions of labor market outcomes on estimated search costs

Panel A: Unemployment duration (1) (2) (3)

b̂ 0.034 0.022 0.028
(0.053) (0.058) (0.062)

N 1430 1430 1430
R2 0.24 0.24 0.24

Panel B: Censored duration (4) (5) (6)

b̂ 0.002 0.001 0.002
(0.002) (0.002) (0.002)

N 1430 1430 1430
R2 0.19 0.19 0.19

Panel C: Accepted wage (7) (8) (9)

b̂ 0.049 0.048 0.051
(0.016)*** (0.017)*** (0.018)***

N 977 977 977
R2 0.29 0.28 0.28

w∗ used w∗ wq5 w∗
MLE

Robust standard errors in parentheses: * significant at 10%; ** significant at 5%; *** significant at 1%. All regressions include covariates
used in structural model estimation: dummies for black, coloured, HS grad, at least some college, high ability and previous work experience.
b̂ calculated by calibrating search cost so that w∗i matches w∗ from structural model, with discount factor δ = .95 annually and separation

probability p calibrated from observed separations from first job in sample. b̂ measured in thousands for regressions with unemployment duration
and censoring indicator as outcomes. All regressions use survey weights. Standard errors calculated by bootstrap (500 replications).
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Figure 3.1: Youth employment/population in the US and South Africa

Figure 3.2: Wages and reservation wages

Full-time equivalent wages based on 160 hours of work per month.
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Figure 3.3: Density of accepted wages and first unemployment spell

(a)

(b)
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Figure 3.4: Reservation wages and accepted wages under employer wage subsidy

(a)

(b)
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Figure 3.5: Probability of offer acceptance under employer wage subsidy
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Figure 3.6: Unemployment survivor function under employer wage subsidy: 12 and 24-month
UE spell

(a)

(b)
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3.A.1 Derivation of Likelihood Function

This appendix provides more detail on the derivation and form of the likelihood

function used in model estimation. The likelihood function is composed of two

additively separable parts that follow from the search model: the accepted wage

distribution and the unemployment duration distribution. We consider each in turn:

Accepted wage distribution. Under our assumption that wage offers are distributed

exponential(λ), the accepted wage distribution is:

fW (w|w ≥ w∗) =
fW (w)

1− FW (w∗)

=
1

λ
exp

(
−w − w∗

λ

)
Because we also assume that wages are measured with error such that wo = w+ε,

where wo is the observed accepted wage and ε is distributed N(0, σ2
ε ), we have the

following distribution of observed accepted wages:

fW (wo|w ≥ w∗) =

∫ ε̄

−∞
fW (wo|w ≥ w∗, ε)φ

(
ε

σε

)
dε

=

∫ ε̄

−∞

1

λ
exp

(
−wo − ε− w∗

λ

)
φ

(
ε

σε

)
dε

= exp

(
−2woλ + 2w∗λ + σ2

ε

2λ2

)
× 1

λ
φ

(
wo − w∗λ + σ2

ε

λσε

)
where φ(·) is the standard normal distribution, and ε̄ = wo −w∗ is the upper bound

on the distribution of ε.

Unemployment duration distribution. Under our assumption of Poisson offer ar-

rivals, the hazard of unemployment exit h is the (constant) product of the offer arrival

rate q and the probability that the offer will be accepted, i.e., h = q(1−FW (w∗)). Ac-

cordingly, unemployment durations d are distributed exponentially with parameter h,
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so that fD(d) = h exp(−hd). Because some unemployment spells are right-censored,

the observed duration d = min{d∗, dc}, where d∗ is the true duration and dc is the

duration observed when the spell was censored. Let c = I{d = dc} be an indicator

for censored spells. Then the density of observed unemployment durations, gD(d),

is:

gD(d) = fD(d)1−c[1− FD(d)]c

= [h exp(−hd)]1−c[exp(−hd)]c

Finally, let m = {0, 1} be an indicator for missing wage data (either due to a

censored unemployment spell or otherwise). The individual’s likelihood contribution

is the (log) sum of the observed accepted wage and unemployment duration densities:

L(θ) = (1−m) ln fW (wo|w ≥ w∗; θ) + ln gD(d; θ)

for θ = (q, λ, σε).

3.A.2 Data Definitions

The sample is all young adults in CAPS who began as enrolled students at the

inception of the monthly calendar data (August 2002) but have exited school; are

observed for at least 12 months since leaving school in the monthly calendar data; and

have non-missing reservation wage data (reservation wage measure defined below).

Additionally, those below the 1st and above the 99th percentiles of accepted wages

are dropped. School exit is defined as at least 3 consecutive months of school absence

in the calendar data (only 6% report returning to school after a minimum 3-month

absence, none of them full-time). Time is calculated relative to month of school exit,
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so that month 1 is the first of the minimum 3 consecutive months of school absence

that define school exit.

Unemployment duration is calculated relative to month of school exit, so that the

minimum unemployment duration is one month. An unemployment spell ends when

the youth reports working in any job in a calendar month, where work is defined

as employment for pay, in-kind benefits or “family gain.” Censored observations

are those that had not completed their first unemployment spell by the end of the

observation period (December 2006).

The observed wage is the first reported wage after school exit across Waves 1-4,

adjusted for monthly CPI (base is August 2002, the first month of calendar data)

at the time of interview and scaled to full-time monthly equivalent based on 160

working hours per month (those reporting monthly hours above 160 are considered

full-time and do not receive an adjustment). Wages reported in Waves 2-4 are the

sum of wages reported across all jobs held.

When the reservation wage is based on survey data, it is the value from the

most recent interview before conclusion of the first unemployment spell since exiting

school. For Wave 1, the reservation wage w∗ = w∗
moft, where w∗

moft is the response

to the question, “What is the lowest monthly wage you would accept for full-time

work?” For Waves 2-4, the reservation wage is defined as w∗ = min{w∗
moft, w

∗
revealed},

where w∗
revealed is the lowest wage associated with an affirmative response to the series

of questions, “Would you accept a job doing occupation x at monthly wage w?”

Reservation wages are adjusted for monthly CPI (August 2002 base) at the time of

interview. For those with a censored first unemployment spell, the reservation wage

is the last reported reservation wage in the panel.

Search is defined as a positive response to the “Searched for work in this month?”
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question in the calendar data. The job separation probability is calibrated as total

number of separations from the first job divided by total months employed in first

job since leaving school for all observations in the sample.

Age is age in years at school exit. Schooling is years of completed schooling at

school exit. The ability proxy is the z-score from the literacy and numeracy evalua-

tion (LNE) administered by CAPS in Wave 1. The “previously worked” variable is

an indicator for whether the youth worked for pay (i.e., reported a non-zero wage) in

the panel prior to school exit. Full-time work is defined as an an average of at least

35 hours per month. The survey weight is the young adult sample weight, which is

adjusted for the sample design plus household and young adult non-response.

3.A.3 Tests of Model Fit

This appendix discusses the formal test of model fit we use to compare our pre-

dicted unemployment duration and accepted wage distributions to the data. For

continuous data, Cameron and Trivedi (2005, pp. 261-2) propose a variation of the

Lagrange Multiplier (LM) test using the sample moments and scores from the es-

timated model.36 Let m̂i = m(xi, θ̂) be the sample moment(s) for observation i

evaluated at the estimated parameters θ̂. For instance, for exponential wage offers

we would have m̂i = wi − (λ̂ + w∗). Let ŝi = s(xi, θ̂) = ∂ ln Li

∂θ̂
be the score vector for

observation i evaluated at θ̂. Under the null hypothesis that the model is correctly

specified, E(m) = E(s) = 0. Cameron and Trivedi propose the following auxiliary

regressions:

36Although many researchers use the Pearson χ2 test to evaluate the fit of structural models, Cameron and Trivedi
(2005, pp. 266) note that the test is invalid if the data are not generated from a multinomial distribution. Since our
outcomes of interest (duration and wages) are continuous, we use the LM test described above.
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1 = m̂′
iδ + ŝ′iγ + ui

1 = m̂′
iδ + ui

where 1 is a vector of ones and the second auxiliary regression is valid in the case

where ∂m
∂θ

= 0, as it is in our case. The corresponding test statistic is then:

M = NR2
u

where R2
u is the uncentered R2 from the auxiliary regression. Under the null, M

is distributed χ2(h), where h is the dimension of m (i.e., h is the number of mo-

ments).37

37Another test of model fit that could be applied in our context is the Kolmogorov-Smirnov test, which is a
nonparametric test for the equality of two distributions. However, when the parameters of one distribution are
estimated using data from the other, the test statistic may not be asymptotically distributed according to the
Kolmogorov distribution, invalidating the test.



CHAPTER IV

The Impact of Mexican Immigration on U.S. Labor Markets:
Evidence from Migrant Flows Driven by Rainfall Shocks

4.1 Introduction

The effect of immigration on the labor market outcomes of natives is among

the most controversial topics in both labor economics and policy circles. Despite

wide variation in immigrant presence at the state and local levels, a major barrier

to identifying the effects of immigration on the labor market is the endogeneity of

the immigration decision: if immigrants choose their locations (at least in part)

according to labor market opportunities, or if places with high and low immigrant

presence differ systematically in unobserved ways, then estimates of immigration’s

impact will be biased. This paper seeks to overcome this barrier to identification by

using a novel approach that relies on weather shocks in Mexico (the largest source

of migrants to the U.S.) and variation in regional migration patterns from Mexico to

the United States.

The existing literature on the effects of immigration on the labor market outcomes

of natives is sharply divided. Borjas, Freeman and Katz (1996) distinguish between

two main methodological approaches: “area analyses,” which use variation in immi-

grant presence in local labor markets (usually the state or metropolitan statistical

area) to identify effects on native employment and wages; and “factor proportions

123
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analyses,” which treat immigrants as an input into an aggregate production func-

tion and examine their effects on similarly-skilled natives. The two approaches tend

to find strikingly different results. Area analyses (such as Card 1990, Card and

Lewis 2007) often find little or no adverse effect of immigration on natives,1 while

factor proportions analyses (such as Borjas 2003, Aydemir and Borjas 2006, Borjas

and Katz 2007) often show that native wages decline significantly in the presence of

similarly-skilled immigrants.2 Borjas (2001) and Cadena (2007) argue that endoge-

nous migrant location choice explains the divergent findings of the two approaches:

if immigrants choose locations with better-performing local labor markets (e.g., with

differentially more positive trends in wages and employment rates), area analyses will

underestimate the immigrant impact on natives. Despite numerous studies based on

each approach, the debate remains unresolved.

The central challenge for research on this topic is finding a convincing, exogenous

source of variation in immigration that can be exploited to identify causal impacts

on labor market outcomes. The endogeneity of local immigrant penetration and skill

composition is widely acknowledged in the literature, a key concern being that areas

with positive trends in wages and employment may also attract more immigrants.

This effect builds in a positive correlation in the observed relationship between immi-

grant flows and wages (as noted by Borjas and Katz 2007, among others), potentially

obscuring any negative causal impacts that might exist.

The main identification strategy used in previous work has been to construct in-

struments for immigration from recent national immigration flows interacted with

past population shares of immigrants in particular geographies (U.S. states or metropoli-

1Early literature reviews by Friedberg and Hunt (1995) and Borjas (1994) also conclude that wage impacts of
immigration are small in studies using the area approach.

2A highly related literature seeks to establish the degree of substitutability between immigrants and natives within
skill groups. See, for example, Peri (2010), Ottaviano and Peri (2008), Borjas, Grogger and Hanson (2008), and Peri
and Sparber (2009).
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tan areas), as in Card (2001), Lewis (forthcoming), Card and DiNardo (2000), and

Card (2009). This identification strategy aims to isolate “supply-push” factors driv-

ing immigration, and assumes that the factors determining the recent national supply

of immigrants are exogenous vis--vis trends in labor market conditions in particular

localities. Because this strategy exploits network effects that lead new immigrants to

settle in enclaves settled previously by immigrants from the same country, we refer

in this paper to the corresponding instrument as the “network instrument.”

The main concern with this instrument (as pointed out by Card 2001, Card 2009,

among others) is that the central assumption of exogeneity of the recent national

immigrant supply (in total, or in variously-defined national-level subgroups) would be

violated if past labor market trends that led to high concentrations of immigrants in

particular U.S. destinations were persistent over time, continuing to affect local labor

market conditions in the present day while also continuing to attract migrants to the

same destination areas.3 A related but even simpler violation of exogeneity would

be if shocks to labor market conditions in particular U.S. localities were important

determinants of the recent national immigrant flow. For example, if differentially

higher wage growth in historically important immigrant destinations in the U.S. (e.g.,

California, Texas) was an important driver of current national immigrant flows, then

the network instrument would lead to positively-biased estimates of the wage impact

of immigration.

The contribution of this paper is to identify a source of variation in immigration

to particular U.S. states that we argue is more plausibly exogenous to U.S. labor

market conditions than previously-used instruments (e.g., the network instrument),

and then to use this instrument to identify the labor market impacts of immigration.

3This point has been made by Card (2001, footnote 23).
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In particular, our instrument isolates exogenous variation in Mexican immigration to

specific U.S. states driven by weather variation (specifically, rainfall) in the Mexican

states from which migrants to given U.S. states have historically originated. Rainfall

affects economic conditions in Mexico, which then affect propensities for affected

Mexicans to migrate to the U.S. Crucially for the analysis, migrants from different

Mexican states have historically been destined for different U.S. states. This fact,

combined with within-year and cross-year variation in Mexican rainfall, allows us to

construct an instrumental variable for variation in the Mexican share of the labor

force across U.S. states (within year) as well as across years (within U.S. states).

Using this approach, we estimate the impact of the Mexican share of the labor force

using annual U.S. labor market data over three decades, controlling for year fixed

effects, U.S. state fixed effects, and U.S.-state-specific linear time trends.

In taking this approach, our paper follows the area analysis approach to research

on the impact of immigration. The focus on migration from Mexico is sensible, since

Mexico is the largest source country for U.S. immigrants, accounting for 31 percent

of the foreign-born population of the U.S. in 2004 (Hanson 2006). In previous work,

Munshi (2003) has shown that Mexican rainfall shocks (particularly, droughts) lead

to increased migration to the U.S. Other studies that find effects of weather shocks

on international migration are Kugler and Yuksel (2008) and Akee (2007), who find

that hurricanes drive emigration from Central America and Micronesia, respectively.

Hanson and Spilimbergo (1999) and Orrenius and Zavodny (2005) provide addi-

tional evidence that negative Mexican economic shocks stimulate emigration to the

U.S., finding that Mexican migration to the U.S. increases following declines in the

Mexican real wage. Munshi (2003) also shows that migrants leaving Mexico due

to drought tend to operate through existing migrant networks at the destination



127

when making their location choice and in seeking employment. Hanson and McIn-

tosh (2007) also find that variation in Mexico-to-U.S. migration driven by relative

cohort size is stronger along historically important migration pathways. The iden-

tification strategies in Saiz (2003), Saiz (2007), and Kugler and Yuksel (2008) are

similar to ours, exploiting shocks in immigrant-source countries (interacted with past

U.S. immigrant destinations by origin country) as predictors of current immigration

to examine impacts of immigration on economic outcomes in the U.S..

We find that exogenous increases in the Mexican share of the labor force lead

to declines in wages and increases in unemployment among non-Mexicans. Our in-

strumental variables (IV) estimates are substantially larger in magnitude than the

corresponding ordinary least squares (OLS) estimates, and also larger than other es-

timates in the existing literature. The magnitude of our estimates is likely due to the

fact that previous estimates suffer from two types of biases. First, OLS estimates in

general are likely to be biased in a positive direction because migrants choose to lo-

cate in U.S. states with more positive trends in labor market conditions. In addition,

previous estimates suffer from attenuation bias due to classical measurement error

in the immigrant share of the workforce (as shown by Aydemir and Borjas 2011).

Our IV estimates deal with both these biases and thus yield substantially larger

coefficient estimates.

The main concern one might raise about our identification strategy is that the

Mexican rainfall variables we construct and use as instrumental variables might be

correlated with wages or unemployment at the U.S. state-year level via channels

other than changes the Mexican labor force share. Formally, this would constitute

a violation of the IV exclusion restriction. While it is impossible to conclusively

rule out all possible alternative channels for the effects we find, we provide evidence



128

from additional empirical analyses that helps rule out the three most plausible al-

ternative channels: U.S. rainfall (which might be correlated with rainfall in a U.S.

state’s historical Mexican migration source areas), U.S. exports to Mexico, and U.S.

remittances to Mexico.

In the next section, we describe the methodology used to estimate exogenous

changes in the Mexican labor force in the U.S. based on Mexican rainfall shocks.

Section 4.3 describes the data and provides evidence in favor of our identification

strategy. Section 4.4 presents the main results, and Section 4.5 presents robustness

checks and additional analyses. Section 4.6 concludes.

4.2 Methodology

The endogeneity of immigration to labor market outcomes is well understood, as

migrants will tend to locate in areas with stronger economic conditions. Consistent

estimation of the effect of migration on labor market outcomes therefore depends on

isolating plausibly exogenous variation in immigrant presence within labor markets.

Our identification strategy relies on regional weather variation in Mexico and its

differential impacts on migration to destination states in the U.S.

There are several reasons to expect that weather shocks, such as abnormal levels

of rainfall, will affect migrant flows between Mexico and the United States, although

the direction of such effects is ambiguous. Because traditional agriculture is rain-

fed, rainfall levels can affect agricultural output and employment, as well as other

sources of income and employment in agricultural communities. One possibility is

that low rainfall creates adverse local economic conditions, leading to an increase in

migration from Mexico to the U.S.; this is consistent with the findings of Munshi

(2003). Another possibility is that potential migrants are credit-constrained, and
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must amass sufficient savings to cover fixed migration costs. If this is the case, then

low rainfall decreases potential migrants’ savings, and reduces migration from Mexico

to the U.S., the opposite effect of the first scenario.4

However, regional variation in weather shocks in the source country, even if un-

correlated with economic conditions at the destination, is insufficient to identify

exogenous changes in migrant stocks across destination regions. For identification, it

must be the case that migrants differ across Mexican source regions in their propen-

sity to choose particular U.S. destinations. That migrants tend to locate in areas

populated by other migrants from their country or region has been well documented

(Bartel 1989, Card 2001, Saiz 2003, Saiz 2007, Cortes 2008), including across Mex-

ican communities (Munshi 2003). Because particular source regions in Mexico will

tend to favor particular destination regions in the U.S. (due to distance, transporta-

tion costs, and migrant networks), spatial variation in weather shocks in Mexico will

induce variation in migrant flows across U.S. regions. If such weather shocks cannot

be anticipated and are uncorrelated with labor demand shocks in U.S. destination

regions, this variation is exogenous. With data on the source regions of Mexican

migrants within each U.S. destination, we could then identify exogenous changes

in the Mexican migrant population by exploiting the fact that weather shocks in a

particular Mexican locality should have differential effects on Mexican migration to

historically important U.S. destinations for the given Mexican locality.

In practice, our approach involves weighting weather shocks in Mexico according

to the historical propensity of residents of particular Mexican states to migrate to

particular U.S. states. The time series variation in weather shocks at the Mexican

4The reverse scenario would also hold under each story, i.e., abnormally high rainfall could create favorable
economic conditions and reduce emigration from Mexico to the U.S., or high rainfall could generate income and
savings that allow credit-constrained potential migrants to emigrate. The observed correlations between rainfall and
migration would be identical under each scenario in the cases of both low or high rainfall.
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state level, combined with the cross-sectional variation in migrant networks across

U.S. states, allow us to apply our method to panel data on labor market outcomes

at the U.S. state level. If weather shocks affect migration from Mexico to the U.S.,

and if historical network ties influence residents of particular Mexican states when

choosing among U.S. destination states, then our instrument will help predict changes

in the Mexican share of the labor force in U.S. states. Furthermore, if such shocks

and networks are uncorrelated with contemporaneous labor market outcomes across

U.S. states, then the instrument will be valid. We discuss the construction of the

instrument in more detail below.

Let Mut be the flow of migrants from Mexico to U.S. state u at time t. This flow

is composed of migrants from various Mexican states indexed by m,5 leading to the

accounting identity:

Mut =
32∑

m=1

Mumt (4.1)

where Mumt is the flow of migrants from Mexican state m to U.S. state u at time t.

Since migration flows are endogenous, we instrument for Mumt with weather shocks

at the Mexican state level. Mut is observed, while data on Mumt does not exist.

As it turns out, absence of data on Mumt is immaterial. We construct weights

ωum to reflect the importance of migrant flows from Mexican state m to U.S. state

u and reformulate Mut as:

Mut =
32∑

m=1

ωumMmt + εut (4.2)

where the stochastic error term εut reconciles any discrepancy between the time-

invariant weights ωum and time-specific migrant flows from m to u.

5Mexico has 31 states plus the Federal District (Mexico City), for a total of 32 geographic units.
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A key challenge for this approach is that there is no representative historical

dataset with information on the source regions of Mexican migrants in particular

U.S. states that could be used to construct ωum. We therefore proxy for ωum as fol-

lows. We start with measures of regional migration patterns that are predetermined

with respect to t. Although historical measures of migrant flows between U.S.-Mexico

state pairs are unavailable, a number of studies (such as Cardoso 1980, Massey, Du-

rand and Malone 2002, Woodruff and Zenteno 2007) have documented the emergence

of migration patterns between Mexican and U.S. regions connected by railroads at

the beginning of the 20th century, as U.S. employers would travel by rail to Mexico

and return with recruited laborers. Foerster (1971) provides data on a sample of

Mexican migrants passing through 3 different U.S. border crossings (labeled San An-

tonio, El Paso, and Los Angeles6) in April 1924, indexed by Mexican state of origin.7

From this sample, we denote the (annualized) flow of migrants from Mexican state m

through border crossing region r as Fmr. We next assign U.S. states to a correspond-

ing region according to the configuration of major rail lines at this time.8 We then

construct weights ρru representing the share of Mexican immigrants in U.S. state u

in the region r total in the 1930 U.S. Census. Thus ρru may be interpreted as the

probability that a migrant from the Foerster (1971) sample who crosses the border

into region r settles in state u, and the product Fmr × ρru is the (predicted) flow

of migrants from Mexican state m to U.S. state u at a time when regional migrant

networks were forming. Finally, because our Stage 1 outcome measure of the (male)

Mexican labor force in each U.S. state will be scaled by the size of the U.S. state’s

6Although San Antonio and Los Angeles are not located on the U.S.-Mexico border, we understand Foerster’s
terminology to refer to border crossings in eastern Texas (such as McAllen and Brownsville) and San Diego, respec-
tively.

7Other papers in the literature that have used the Foerster (1971) data to construct measures of historical Mexico-
to-U.S. migration flows include Hanson and McIntosh (2007) and Woodruff and Zenteno (2007).

8We based this classification on inspection of rail lines depicted in the Rand McNally World Atlas (1927).
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(male) labor force, we divide this flow by a predetermined measure of the U.S. state

labor force to construct ωum as:

ωum =
Fmr × ρru

Lu

(4.3)

where Lu is the size of the state u native labor force from the 1970 U.S. Census.

The next step is to interact these weights with Mexican state-level rainfall mea-

sures. Let the vector Rmt−1 be a set of rainfall variables in Mexican state m in

time t− 1, to be defined below.9 Combining our weights and rainfall variables, and

including fixed effects to account for all elements common to U.S. states, time, and

that vary linearly within U.S. states over time, we arrive at the Stage 1 regression:

Put = φ + β′
32∑

m=1

ωumRmt−1 + γu + λt + δut + νut (4.4)

where Put is the Mexican share of the male labor force in state u at time t, γu and λt

are state and year fixed effects, respectively, and δu is a state-specific time trend. φ

is a constant term, and νut is a mean-zero error term. The summation term takes the

weighted average of each rainfall variable in time t across Mexican states m, where

weights ωum are time-invariant and specific to U.S. state u and Mexican state m,

as described previously. β′ is a vector of coefficients, one for each weighted rainfall

variable.

In specifying rainfall variables, we seek to allow for the fact that, in addition to

the level of rainfall mattering for migration, extreme deviations from normal may

have impacts different from what would be implied when fitting a simple linear

relationship. The rainfall variables included in Rmt−1 are therefore as follows:

9Empirically, rainfall variables in year t (contemporaneous with the measure of the Mexican share of the labor
force) do not have economically or statistically significant relationships with the Mexican labor force share, so we
focus on lagged values of rainfall.
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1. The normalized deviation (z-score) rmt−1 from long-run mean rainfall.10 Thus,

a value equal to 1 corresponds to rainfall one standard deviation above state

m’s long-run mean, -1 is one standard deviation below the long-run mean, etc.

2. An indicator for very high rainfall (HIGHmt−1), which takes the value of 1 if

the rainfall z-score is equal to or greater than 2 (two standard deviations or

more above the mean), and 0 otherwise.

3. An indicator for very low rainfall (LOWmt−1), which takes the value of 1 if the

rainfall z-score is equal to or less than -2 (two standard deviations or more below

the mean), and 0 otherwise.

4. The interaction of (1) and (2) (rmt−1 ∗ HIGHmt−1). This will allow the linear

relationship between the rainfall z-score and the Mexican labor force share to

change at very high rainfall realizations.

5. The interaction of (1) and (3) (rmt−1 ∗ LOWmt−1). This allows the linear rela-

tionship between the rainfall z-score and the Mexican labor force share to be

different at very low rainfall realizations.

In practice, we will also examine up to 7 lags of the weighted rainfall variables in

the regression, for a total of 35 instruments (5 in each year times 7 years).

Our Stage 2 regressions of U.S. labor market outcomes on the Mexican labor force

share follow the form:

Yut = α0 + α1P̂ut + γu + λt + δut + εut (4.5)

where Y is a U.S. labor market outcome (such as wages or unemployment). This

is the prevailing Stage 2 specification in the literature, with the exception of the
10We start with state-level annual rainfall measured in milliliters, subtract the long-run mean, and divide by the

long-run standard deviation.
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state time trend, which controls for any unobserved state-specific factors that vary

(linearly) over time, but is rarely included. We will therefore present results both

with and without this state time trend. P̂ut is the predicted Mexican share of the

labor force from the Stage 1 regression described above. Our coefficient of interest

is α1, which measures the effect of changes in the Mexican male labor force share on

male non-Mexican labor market outcomes.

4.3 Data

There are three main types of data used in this paper: 1) data on weather shocks

in Mexico; 2) data on U.S.-Mexico regional migration pathways that are predeter-

mined with respect to our outcomes of interest; and 3) data on U.S. labor market

composition and outcomes. We will describe each in turn, and then provide evidence

for the durability of Mexican migration networks over time.

The rainfall data used in the analyses are derived from global gridded datasets of

monthly precipitation produced by the University of Delaware’s Center for Climatic

Research. This dataset has many advantages, in particular its high resolution (rain-

fall grid points are at 0.5-degree intervals). Gridded datasets such as the one used

here are created using a combination of ”station-level” data (i.e., time series data

from actual weather stations) and an algorithm for interpolating rainfall in inter-

vening grid points. The interpolation algorithm combines several primary sources of

rainfall data to render the final result. Detailed documentation of this procedure can

be found on the center’s website.11 Using GIS software, state identification variables

were added to all grid points appearing in U.S. or Mexican states; then, all monthly

rainfall values were added up over each year to produce annual rainfall estimates for

every grid point. Finally, state-level average annual rainfall figures were generated by

11http://climate.geog.udel.edu/~climate/html pages/Global2 Ts 2009/README.global p ts 2009.html
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taking the mean of the annual rainfall values of all grid points within a given state.

To construct the normalized rainfall variable (z-score), we demean state-level rainfall

by the long-run (1949-2008) mean in each state, and then divide by the within-state

standard deviation of rainfall over the same time period.

As mentioned in the previous section, data on historical migration pathways comes

from Foerster (1971), who reports on April 1924 migrant flows, by Mexican state,12

to three U.S. border crossings, which we combine with data on the distribution of

Mexicans within rail regions from the 1930 U.S. Census. Data from the 1970 U.S.

Census are also used in the calculation of the weights (to scale the weights by U.S.

state population).

Data on U.S. labor market composition and outcomes comes from the Current

Population Survey (CPS) Merged Outgoing Rotation Group (MORG), which in-

cludes respondents in their final month of survey participation in each of the two

years they appear in the CPS.13 We chose this sample because of its annual fre-

quency, large size (approximately 320,000 individuals annually), and inclusion of

questions on usual weekly earnings and hours. We aggregate the data by state (in-

cluding the District of Columbia) and year for the period 1979-2008.14 Following

Borjas (2003), we focus on males aged 18-64 in the civilian labor force. “Mexican”

refers to self-reported ethnicity, because country of birth is not available in the CPS

until 1994; we retain the self-reported definition throughout in order to maintain

12In 1924, Mexican states Baja California Sur and Quintana Roo did not exist; Foerster (1925) only reports on
migrant flows from Baja California and Yucatan (which at that time included Baja California Sur and Quintana
Roo respectively). We impute 1924 migrant flows in these cases by apportioning Foerster’s migrant counts from
Baja California and Yucatan (into the four present-day states of Baja California, Baja California Sur, Yucatan, and
Quintana Roo) in proportion to 1920 Mexican census population figures for these four geographic units.

13CPS respondents are interviewed for 4 consecutive months, ignored for 8, then interviewed again for 4 consecutive
months. The MORG is a sample of respondents in months 4 (prior to their hiatus from the survey) and 8 (prior to
their permanent exit) of survey participation.

14An alternative geographical unit is the metropolitan statistical area (MSA), which is often used in the immigration
literature. In our case, however, the use of distant-past migration data would present challenges to using the MSA
as the unit of analysis, as MSA definitions and borders have changed substantially over time.
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consistency.15 While Borjas (2003) restricts attention to individuals not enrolled

in school, we do not do so in our main results because information on whether an

individual is enrolled in school is not available in the CPS for the entire sample

period.16

Our labor market outcomes of interest are mean log hourly wages and unemploy-

ment rates, where hourly wages are calculated as weekly earnings (real, 1983 USD)

divided by usual weekly hours, excluding the self-employed. We examine wage and

unemployment outcomes for all non-Mexicans (rather than native-born individuals),

again because place of birth is unavailable prior to 1994. In addition to presenting

results for non-Mexicans in the aggregate, we decompose the non-Mexican sample

into skill groups based on level of completed schooling: high school dropout, high

school graduate, some college (1-3 years) and college (4+ years).

Table 4.1 presents summary statistics for key variables from all these data sources.

Of note is the substantial variation in 1924 migration flows between U.S.-Mexico state

pairs, which have a mean of 75 but a standard deviation of 504. Data on U.S. states

from the CPS replicate the well-known fact that the Mexican labor force in the U.S.

is primarily low-skilled.

Figure 4.1 presents graphical evidence that migration networks between source

regions in Mexico and destination regions in the U.S. have endured in the long run.

The top panel of the figure shows a color-coded map of migrants to the El Paso

border crossing region in 1924 by Mexican state. Not surprisingly, migrants through

this crossing (which is located at the westernmost point of Texas, on the Texas-

New Mexico border) come disproportionately from the center of the country, which

15Although using U.S. Census data would allow us to distinguish the Mexican-born from self-identified Mexicans,
as well as provide larger sample sizes, the annual frequency of the CPS allows for a lengthier panel, which is better
suited to the high frequency of our weather shock data.

16We show below that results are robust to restricting the analysis to the subset of years (1984 onwards) when
enrollment information is available and to focusing on wages and unemployment for only the non-enrolled population.
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closely follows historical rail links to the U.S. The map in the bottom panel shows

migrant counts to the same region17 from Wave 1 (1993-1994) of the Northern Border

Migration Survey (EMIF, for its acronym in Spanish), a Mexican government survey

of migrants to various crossings spanning the U.S.-Mexico border. Migrants through

El Paso tend to come from the same Mexican states 70 years after the 1924 sample.

Analogous maps (not shown) for the other two border crossing regions in the 1924

sample, San Antonio and Los Angeles, show a similar pattern.

Figure 4.2 shows how we assign U.S. states to the three border crossing regions

in the 1924 data. Definition of the three rail regions is based on our inspection

of the major rail lines in the U.S. in 1927. Figure 4.3 shows predicted migrant

flows, by Mexican state, to California and Texas, respectively, based on the 1924

migration data and the distribution of Mexicans within each U.S. rail region in

the 1930 Census (i.e., it shows Fmr × ρru from the previous section). The pattern is

sensible, with migrants to California coming primarily from states in western Mexico,

while migrants to Texas come from states in central and eastern Mexico.

Of course, these border crossing patterns do not demonstrate that migrants from

particular Mexican states choose U.S. destination states in the same patterns over

the long run, as migrants crossing through the same border location may nonetheless

choose different destinations over time. However, despite the diffusion of Mexican

migrants to non-traditional U.S. destinations in recent years (Massey et al. 2002,

Card and Lewis 2007), historical migration networks remain significant predictors

of the location choices of Mexican migrants. Table 4.2 shows results of a regression

of migration (as share of 1930 Mexican state population) by U.S.-Mexico state pair

in the EMIF (aggregated across all waves 1993-2005) on our predicted historical

17We aggregate migrants sampled in Ciudad Juarez and Nogales, Mexico to form the El Paso region.
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migration rates. The correlation is positive and robust to inclusion of U.S. state and

Mexican state fixed effects. The durability of these migrant networks, in conjunction

with rainfall variation, will provide identification of exogenous changes in the Mexican

labor force in U.S. states.18

4.4 Results

4.4.1 Effect of rainfall in Mexico

Before examining the impact of Mexican rainfall on Mexican presence in U.S.

labor markets, it is useful to first confirm that Mexican rainfall has an impact on

economic outcomes in Mexico. In Table 4.3, we report coefficients on the set of

rainfall variables as defined above in regressions of log GDP (total, agricultural, and

non-agricultural) at the Mexican state level for the period 1993-2006 on rainfall,

where we include Mexican state and year fixed effects. For each dependent variable,

we report regressions without and with the interactions between the rainfall z-score

and the high and low rainfall indicators. The bottom row of the table reports the

p-value of the F -test of joint significance of the right-hand-side rainfall variables

included in the regression.

Focusing first on log total GDP (columns 1 and 2), the coefficient on the rainfall

z-score is positive and significantly different from zero (at the 10% level) in both

specifications. The p-value of the test of joint significance of the set of rainfall vari-

ables is substantially lower in column 2 than in column 1 (0.069 vs. 0.202), weighing

in favor of inclusion of the full set of rainfall variables in the regression. Coefficients

in column 2 indicate that extremely low rainfall reduces state-level economic output

(the coefficient on the low rainfall indicator is negative and significant at the 10%

18A similar point about the long-term persistence of migration propensities from Mexican states is made by
Hanson (2006). What we add here in our analysis is the point that this long-term persistence also extends to the
U.S. destinations of Mexican migrants.
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level), and that variations in rainfall are less positively correlated with GDP when

rainfall is already very low (the coefficient on the low rainfall * z-score interaction

is negative and significant at the 10% level). The magnitudes of these effects are

reasonable and non-negligible. In column 2, for example, the coefficient on the rain-

fall z-score indicates that 1-standard deviation higher rainfall is associated with 0.5

log-points higher GDP (roughly 0.5%).

Results in the remaining columns of the table indicate that the full set of rainfall

variables also is statistically associated with both agricultural and non-agricultural

GDP (the p-value of the joint test of the significance of the rainfall variables rejects

the null at conventional significance levels in columns 4 and 6). Results for non-

agricultural GDP are very similar to results for overall GDP. None of the coefficients

in column 4 for agricultural GDP are individually significantly different from zero,

even if they are jointly significant, but the pattern of coefficients indicates that high

rainfall leads to higher output, with rainfall having a more positive relationship with

output when starting from low levels of rainfall.

4.4.2 Stage 1 estimates

We now turn to our Stage 1 regressions of Mexican male labor force share on the

instruments, which are the U.S.-Mexico state pair migration weights times the set of

Mexican state rainfall variables, summed over all Mexican states. (We will hereafter

refer to these as the “rainfall instruments,” though they rely on both rainfall shocks

and historical migration patterns for identification.) We include rainfall lags 1-7 in

our Stage 1 specification, as the effects of rainfall may persist for several years. As

described in Section 4.2, the effect of weather shocks on migration is theoretically

ambiguous, making our Stage 1 results of independent interest.

Table 4.4 presents Stage 1 results. Odd-numbered column present results with
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U.S. state and year fixed effects only, while even-numbered columns also include U.S.

state-specific linear time trends. To reveal the general pattern of results, it is first

useful to reduce the number of coefficients to inspect and include only the 7 lagged

rainfall z-score variables the columns 1 and 2. In column 1, the effect of rainfall is

negative across the 2nd through the 7th lags: low weighted rainfall leads to higher

Mexican share of the male labor force in U.S. states. The effects of rainfall in lags 2-4

are statistically significantly different from zero. The F -statistic on the instruments

is 83.97. Results are quite similar when including state-specific time trends. Column

2 shows the negative and statistically significant coefficient pattern on lags 2-7 of the

rainfall z-score. With inclusion of state time trends, the F -statistic remains high, at

80.45. The magnitudes of these coefficients are reasonable. For example, in column

2, the coefficient on the 3rd lag of the weighted rain z-score (-0.23) indicates that a

0.01 increase in this variable (which is between 1 and 2 standard deviations) leads

to a reduction in the Mexican share of the labor force of 0.0023 (0.23 percentage

points).

Regressions in columns 3 and 4 include the full set of 35 rainfall instruments

(5 rainfall variables each in lags 1 through 7). Patterns in the large number of

coefficients are somewhat harder to summarize, but the general pattern is still that

higher Mexican rainfall leads to lower Mexican share of the male labor force in the

U.S.: nearly all coefficients on the weighted rainfall z-scores remain negative in sign in

both columns. Coefficients on the weighted interaction terms with extreme rainfall

(both high and low extremes) are generally negative, indicating that the negative

impact of Mexican rainfall is magnified when rainfall is equal to or greater than

two standard deviations away from the historical mean. In columns 3 and 4, the

F -statistics of the test of the joint significance of the instruments are high, at 379.37
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and 343.17 respectively.

The amount of variation in the Mexican share of the male labor force in U.S. states

generated by Mexican rainfall variation implied by these coefficients is reasonable.

To see this, for each U.S. state-year observation we multiplied each of the coefficients

in column 4 with the value taken by the corresponding rainfall variable for that

state-year, and then took the sum of these products for the state-year observation.

This sum represents the change in the Mexican share of the male labor force in the

given U.S. state-year implied by our estimates and by Mexican rainfall realizations

in the 7 years prior to the observation. The mean of this variable is very close to

zero (as should be expected) and has a standard deviation of 0.0063, a 5th percentile

of -0.0057 (a 0.57 percentage-point reduction in the Mexican share of the male labor

force) and a 95th percentile of 0.0049 (a 0.49 percentage-point increase).

We conclude from these Stage 1 results that rainfall in Mexican migration source

areas, operating through historical migration pathways, is negatively associated with

the Mexican share of the state-level U.S. male labor force. We are unable to distin-

guish whether this effect operates primarily by driving new emigrants out of drought-

afflicted Mexican states, or by discouraging return migration from the U.S. to these

drought-affected areas. Moreover, the average negative effect of rainfall shocks may

mask important dimensions of heterogeneity, whereby some Mexican states (or sub-

groups of potential migrants) may be more likely to face credit constraints when

financing migration. We leave these important questions about the mechanisms by

which rainfall shocks affect migration to future work, however, and proceed to a

discussion of Stage 2 results, using columns (3) and (4) of Table 4.4 as the first stage

regressions for our instrumental variable (IV) estimates. With F -statistics above

300, these instruments easily exceed the Stock and Yogo (2002) critical values for
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the weak instrument test based on TSLS size.19

To provide further guidance as to interpretation of the variation in the Mexican

share of the labor force induced by Mexican rainfall shocks, in Appendix Table 4.A.1

we present separate regressions analogous to columns 1 and 2 of Table 4.4 but where

the dependent variables across columns are Mexicans in particular skill groups (as

share of the total male labor force in the U.S. state-year).20 The magnitude of the

coefficients in columns 2 through 5 provides insight into the skill level of Mexican

immigrants whose presence in the U.S. is being affected by Mexican rainfall. It

appears that Mexican high school graduates are the most responsive to Mexican

rainfall shocks: for each given lag of the Mexican rainfall variable the regression

coefficient for this skill group (in column 3) is nearly always substantially larger than

the corresponding coefficients for any of the other skill groups. That said, effects

of the Mexican rainfall variable are non-negligible and statistically significant for

the other skill groups as well. All told, the Mexican rainfall variables we use as

instruments should be interpreted as influencing the Mexican labor force share in

the U.S. for all skill groups, with some weight towards the high school graduate

group in particular.

4.4.3 Stage 2 (IV) estimates

We now investigate whether the exogenous variation in the Mexican labor force

share identified in Stage 1 affects labor market outcomes for natives. We exam-

ine (log) hourly wages and unemployment rates as outcomes, for the entire male

labor force as well as split into four skill groups according to completed schooling

(high school dropouts, high school graduates, some college, and college). We also

19See Figure 2 in Stock and Yogo (2002) for K2=35, critical value at 5% significance, n = 1 and size=0.1.
20By construction, the coefficients across skill groups will sum to coefficients reported in columns 1 and 2 of Table

4.4, which are repeated in the first column of Appendix Table 4.A.1.
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present OLS results for comparison with our IV results, and run all specifications

both without and with state time trends.

Table 4.5 shows results for (log) hourly wages. Panel A shows OLS results. In

specifications without state-specific time trends, the migrant share coefficient is not

statistically significantly different from zero when all skill groups are pooled (column

1) as well as for all skill groups separately. The coefficient is negative in sign in all

cases except for college graduates, for which the coefficient is positive but very close

to zero. When state time trends are included in the regressions, the coefficients for

the most part turn positive though again none are statistically significant, with the

exception of the high school dropout regression (column 4), where the coefficient is

negative in sign and significant at the 10% level. (This is the only OLS coefficient

that is statistically significantly different from zero at conventional levels.)

IV results in Panel B are strikingly different. In all regressions the coefficients are

negative, and much larger in magnitude than the corresponding OLS coefficients.

When individuals are pooled across skill groups, the coefficient is statistically sig-

nificantly different from zero at the 5% level when state-specific time trends are

not included (column 1); when the state-specific time trends are included in the

regression (column 2) the coefficient becomes larger in magnitude and is statisti-

cally significantly different from zero at the 1% level. The coefficient in column 2

(-1.080) indicates that a 0.01 (1 percentage point) increase in the Mexican share

of the labor force is associated with a 0.0108 (roughly 1%) decline in the log wage

for non-Mexicans. A row at the bottom of the table reports the elasticities implied

by the coefficient estimate (percent change in non-Mexican wages associated with a
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percent change in Mexican labor supply).21 The coefficient of -1.08 in column 2 of

Panel B implies an elasticity very close to unity (-1.006).

IV estimates by skill group are also nearly all significant at conventional levels

(with the exception of the coefficient in the high school dropout regression without

state-specific time trends). Coefficient estimates typically become larger in magni-

tude with the addition of the state-specific time trend to the regression. In regres-

sions with state-specific time trends, effects of the Mexican share of the labor force

on wages are largest for the lowest skill group, high school dropouts (where the co-

efficient is about -1.5), and smaller for the other skill groups (where coefficients are

all around -1).

Table 4.6 shows a similar set of Stage 2 regressions with the unemployment rate as

the dependent variable. The general pattern here is consistent with the wage impacts

presented in the previous table. The IV results of Panel B reveal a positive effect of

the Mexican share of the labor force on unemployment of non-Mexicans. In column

1 (the specification for all skill groups combined without inclusion of state-specific

linear time trends), the point estimate implies that a 1 percentage point increase

in the Mexican labor force share leads to a 0.215 percentage point increase in non-

Mexican unemployment. The effect is larger (0.349 percentage points) when state

time trends are included in column 2. Both coefficients are statistically significant

(the latter at the 5% level), and substantially larger than their OLS counterparts.

In regressions by skill group, coefficient estimates are statistically significantly

different from zero at conventional levels in regressions with or without state-specific

21This uses an elasticity formula similar to the one used in Borjas (2003):

∂ log wut

∂mut
=

θ

1 + m2
ut

(4.6)

where log wut is the mean of the log wage in state u and year t, mut is the percentage increase in labor supply
attributed to Mexican presence (Mexicans divided by non-Mexicans), and θ is the regression coefficient on the
Mexican share of the labor force (from Table 4.5, Panel B). We use mut = 0.036 (the mean in our state-year sample).



145

linear time trends, with the exception of the college skill group, where coefficients are

very close to zero and insignificant in either specification. For either specification,

the effect of the Mexican labor force share on unemployment is largest for the lowest

skill group, high school dropouts, and declines nearly monotonically the higher the

skill group. For high school dropouts (in the specification with state-specific time

trends), a 1 percentage point increase in the Mexican labor force share leads to a

0.654 percentage point increase in native unemployment. Again, all IV coefficients

are substantially larger in magnitude than their OLS counterparts.

In sum, we find that exogenous increases in the Mexican share of the labor force

leads to declines in wages and increases in unemployment among non-Mexicans. The

relative size of the IV estimates on both wages and unemployment, compared to OLS

estimates, is exactly what we would expect if OLS estimates are biased towards zero

because migrants choose to locate in U.S. states with more positive trends in labor

market conditions.

4.5 Discussion and additional analyses

In this section we conduct additional analyses and robustness checks. First, we

show that an alternative approach to identification used in related literature does

not obtain the same results when applied to the same CPS data and sample pe-

riod. Third, we describe additional tests for potential violations of the IV exclusion

restriction.

4.5.1 Comparison to results using “network” instrument

Several studies in the immigration literature (Card 2001, Saiz 2003, Saiz 2007,

Cortes 2008, Farre, Luna and Ortega 2009, Luna and Ortega 2009) have also ex-

ploited the durability of migrant networks in identifying the effect of migration on
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labor markets, but have not used source-region shocks explicitly as we do. Instead,

they rely on contemporaneous national migrant inflows multiplied by past shares of

migrants from each source at a particular destination, thereby constructing a measure

of the contemporaneous migrant flow predicted by historical propensities to locate

at the destination. We can conduct a similar exercise for Mexicans in the U.S. and

compare the results with those presented in the previous section.

Specifically, let θu be the share of all Mexican migrants in the labor force living

in U.S. state u from the 1970 U.S. Census, and let Mt be the number of Mexicans in

the U.S. labor force at time t. Since θu may be interpreted as the (predetermined)

probability that a Mexican migrant will locate in state u, we may construct an

instrument for the Mexican labor force share in state u at time t as:

Zut =
θuMt

Lut

(4.7)

where Lut is the labor force. Stage 1 is then a regression of the observed Mexican labor

force share Put on Zut. Since this instrument relies on historical migrant networks,

we refer to it as the network instrument.

Appendix Table 4.A.2 shows Stage 1 results for the network instrument. The

instrument is strong when only U.S. state and year fixed effects are included (F -

statistic 33.44), but weak when state time trends are added (F -statistic 0.12). The

fact that the network instrument no longer remains valid once state time trends are

included in the first-stage regression is an important difference vis--vis our rainfall

instrument, whose strength is very similar in specifications with and without the

state time trends.

Even though the network instrument is inferior to the rainfall instrument in this

regard, it is still of interest to examine the Stage 2 results generated by the network
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instrument in specifications with U.S. state and year fixed effects only. Appendix

Table 4.A.3 shows Stage 2 results for the network instrument, with native labor

market outcomes identical to those presented for the rainfall instrument (we present

here only specifications without state-specific linear time trends). The network in-

strument does generate a negative and statistically significant effect of the Mexican

labor force share on wages across all skill groups, with a 1 percentage point increase

in the Mexican labor force share leading to a 0.58 percent reduction in wages over-

all (column 1). The effect is largest at the low end of the skill distribution, and

statistically significant for all except the college group. In contrast when the depen-

dent variable is the unemployment rate, the network instrument finds no statistically

significant effect overall (column 1), a (surprisingly) negative and statistically signif-

icant effect for high school dropouts, and a positive and statistically significant effect

for the some college group.

Our findings using the rainfall instrument contrast somewhat with those of the

network instrument. The comparison between the two types of instruments is only

possible for the less-conservative specification where state-specific time trends are

excluded from the regression, because with inclusion of state-specific time trends the

network instrument has essentially zero ability to predict the Mexican share of the

labor force across U.S. states and years. When the comparison between the two types

of instruments is possible, coefficient magnitudes are roughly similar to those found

with the rainfall instrument for wages, but diverge when the dependent variable is

unemployment (in which case the network instrument yields a zero effect on overall

unemployment). Another important difference between the two types of instruments

is that only the rainfall instrument is robust to inclusion of state time trends. This

gives us more confidence in its power to isolate exogenous changes in the Mexican
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labor force presence in the U.S. The network instrument’s non-robustness to the

inclusion of state time trends means that empirical results using that instrument

are more open to concern about bias due to long-running trends in labor market

outcomes affecting immigration flows.

4.5.2 Tests for violations of the IV exclusion restriction

It is important to consider – and, when possible, formally test – whether use of

Mexican rainfall shocks as instruments for Mexican labor force share might violate

the IV exclusion restriction. To be specific, the concern is that the weighted Mexican

rainfall variables we construct might be correlated with wages or unemployment at

the U.S. state-year level via channels other than changes the Mexican labor force

share. We consider here three alternative channels: U.S. state rainfall, U.S. state

exports to Mexico, and U.S. remittances to Mexico.

U.S. state rainfall

The first potential concern might be that changes in labor market outcomes of

non-Mexicans in particular U.S. states might be due to rainfall in the given U.S. state,

if U.S. state rainfall is correlated with rainfall in that U.S. state’s historical migrant

origin states in Mexico. We test whether this is a likely channel in regressions of

Appendix Table 4.A.4, where we gauge robustness of our original results (repeated

in columns 1 and 2 for reference) to inclusion of controls for current and lagged

rainfall in the given U.S. state. We specify U.S. rainfall variables that are exactly

analogous to the Mexican rainfall variables (rainfall z-score, high and low indicators,

and interactions between the z-score and high and low indicators), and include the

variables for the current period (t) and all lags up to the 7th (t − 7) for a total of

40 control variables. For space reasons we do not show the individual coefficients on
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the U.S. rainfall variables, but we report at the bottom of the table the F -statistic

and p-value of the test of their joint significance. For both dependent variables and

in both specifications the U.S. rainfall variables are jointly statistically significantly

different from zero at the 1% level.

If inclusion of U.S. state rainfall controls led our original coefficients to fall sub-

stantially in magnitude, we would be concerned about this channel representing a

potential violation of the IV exclusion restriction. As it turns out, our original re-

sults are robust to inclusion of controls for current and lagged U.S. state rainfall. The

coefficient on the instrumented Mexican labor force changes little in the wage regres-

sions (Panel A). In the specification without state-specific time trends, the coefficient

falls slightly from -0.659 to -0.574 when the U.S. rainfall controls are added, while

in the specification with state-specific time trends, the corresponding change is from

-1.080 to -0.956. In the unemployment regressions (Panel B), inclusion of the U.S.

rainfall controls has almost no effect on the coefficient in the specification without

state-specific time trends. In the specification with state-specific time trends, the

corresponding change in the coefficient is a bit more substantial (falling from 0.349

to 0.252), but it remains three-quarters its original size and maintains its original 5%

level of statistical significance. The robustness of the original results to inclusion of

controls for current and lagged U.S. state-level rainfall indicates that our results do

not simply reflect the impact of U.S. rainfall on labor market outcomes (that might

be correlated with Mexican rainfall in U.S. states’ historical migrant origin areas).

U.S. state exports to Mexico

A second potential violation of the IV exclusion restriction would be if higher

weighted rainfall in Mexico led to higher U.S. state exports to Mexico. This might

come about if higher rainfall in a U.S. state’s historical migrant origin areas in
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Mexico led to higher demand for U.S. goods (e.g., due to positive income effects),

if this higher demand for U.S. goods was biased towards goods from the migrants’

historical U.S. destination states, and if higher U.S. state exports positively affected

U.S. state-level labor market conditions. We investigate this hypothesis in Appendix

Table 4.A.5. The empirical test here is similar to that in Appendix Table 4.A.4: we

gauge the extent to which inclusion in the regression of controls for (current and

lagged) U.S. state-level exports to Mexico attenuates the estimated coefficient on

the Mexican labor force share in wage and unemployment regressions. However,

data on U.S. state-level exports to Mexico are only available for a subset of years,

1998-2008.22 This requires us to limit analysis to CPS data from years 1999-2008

(so that we can include one year of lagged U.S. exports in the regression).23 The

first two columns of the appendix table first show that our original findings from

the wage regression are very similar in this restricted sample of years, but not in the

unemployment regressions. In the unemployment regressions, the coefficient is small

and insignificant in the specification without state-specific time trends, and actually

acquires an unexpected negative sign in the specification with state-specific linear

time trends.

Columns 3 and 4 of the table show that inclusion of controls for current and lagged

log exports from the U.S. state to Mexico by sector (agriculture, manufacturing, and

other) has very little effect on the estimated coefficient on the Mexican labor force

share.24 There is therefore no indication that U.S. state-level exports to Mexico are

an alternative channel for the effects we find in the paper.

22U.S. trade data comes from the WISERTrade dataset.
23The instruments remain strong in this restricted sample, as evidenced by high F -statistics for the test of joint

significance of the instruments in the first stage, reported at the bottom of the respective panels.
24The instruments remain strong in this restricted sample, as evidenced by high F -statistics for the test of joint

significance of the instruments in the first stage, reported at the bottom of the respective panels.
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U.S. remittances to Mexico

A final channel that is worth considering is remittance and associated labor

supply responses by migrants in the U.S. Other research (for example, Yang and

Choi 2007, Yang 2008) has found that remittances appear to serve as insurance

for households in migrants’ home countries, responding countercyclically to weather

shocks in migrants’ home areas. A concern for this paper’s analysis might be that

when rainfall is low in Mexican migrants’ home states, they send more remittances

home and simultaneously reduce their consumption in the U.S.. Reduced consump-

tion in the U.S. could lead, via reduced demand for local goods and services, to

lower wages and higher unemployment among non-Mexicans. In principle, such an

effect could occur entirely on the basis of responses on the part of Mexican migrants

already situated in the U.S., and be independent of any new migration flows respond-

ing to Mexican rainfall. Unfortunately, we are not aware of any data source for flows

of remittances from U.S. states to Mexico, which prevents us from conducting an

analysis analogous to Appendix Tables 4.A.4 and 4.A.5.

However, we are able to address this potential channel indirectly by examining

data from the Mexican government on the impact of Mexican state-level rainfall on

remittance receipts by Mexican states. Annual data on remittances received at the

Mexican state level are available for the six-year period 2003 to 2008. Regressions

using these data help to rule out this potential alternative channel. The unit of anal-

ysis is the Mexican state-year, yielding 192 observations (32 states times 6 years).

The analysis involves regressing log annual remittances received on the state’s cur-

rent and lagged annual rainfall z-score, including state and year fixed effects in the

regression. A finding that higher rainfall led to lower remittances received would

raise concerns that changes in remittances in response to Mexican rainfall might
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constitute an alternative channel for our results.

As it turns out, rainfall if anything appears to be positively associated with remit-

tances received at the Mexican state level. Appendix Table 4.A.6 presents regressions

where various lags of the Mexican state-level rainfall z-score are included separately

and in combination. When statistically significant coefficients appear, they tend to

be positive and in the more recent lags (years t and t − 1). They also are small in

economic significance: for example, the 0.018 coefficient on current rainfall z-score

in column 7 indicates that one-standard-deviation higher rainfall in a Mexican state

leads to 1.8 log-points (roughly 1.8%) higher remittances. These results therefore

provide little reason for concern that changes in remittances in response to Mexican

rainfall constitute an alternative explanatory channel for the effects found in this

paper.25

Robustness to restriction to non-enrolled labor force

It is also important to confirm that our results are robust to restricting attention

to wages and unemployment among non-Mexicans who are not enrolled in school. In

related work analyzing the extent of substitutability between natives and immigrants,

Borjas et al. (2008) show that the results in Ottaviano and Peri (2008) are sensitive

to whether the sample does or does not include individuals enrolled in school.

The CPS only includes information on whether an individual is enrolled in school

from 1984 onwards, so our robustness check restricts the sample to the years 1984-

2008. In Appendix Table 4.A.7, the columns 1-2 of the table confirm that the main

results of the paper are robust to restricting the sample to the 1984-2008 period

25Our finding here that remittances are pro-cyclical vis-à-vis rainfall in Mexico stands in contrast to the findings
in other countries of counter-cyclical remittance responses to home-country shocks in Yang (2007) and Yang (2008),
and therefore bears further exploration. One possible explanation for remittance pro-cyclicality is that remittances
respond to returns on investment in the home country. Good rainfall conditions increase the returns to productive
investment in Mexico and therefore lead to greater inflows of investment funds.



153

(dependent variables are as in Tables 4 and 5, where non-Mexican wages and unem-

ployment do include individuals enrolled in school). Results for wages are in Panel

A, with results for unemployment in Panel B. Coefficient estimates are somewhat

smaller in magnitude compared to those for the full sample period, but the original

high levels of statistical significance are maintained.

The test of sensitivity to exclusion of enrolled individuals is in columns 3-4 of the

table, where the dependent variables now refer only to the non-enrolled population.

As it turns out, coefficient estimates are relatively unchanged (and actually slightly

larger in magnitude) compared to the corresponding coefficients in columns 1-2, and

statistical significance levels are maintained. Inclusion in the wage and unemploy-

ment statistics of individuals enrolled in school does not appear to have an important

influence on our results.

4.6 Conclusion

In this paper, we estimate the effects of the Mexican presence in the U.S. la-

bor force on non-Mexican labor market outcomes by using an instrument based

on regional variation in rainfall shocks in Mexico and historical migration patterns

between source regions in Mexico and destination regions in the U.S. We find that

state-to-state migration patterns between the two countries have endured in the long

run, with the 1924 migration pattern serving as a significant predictor of migration

patterns 70 years later. We also find that Mexican rainfall shocks, operating through

these regional migration channels, influence the Mexican labor force presence in the

U.S., consistent with previous findings such as Munshi (2003). Using these rainfall

shocks to instrument for the Mexican labor force share in a panel of U.S. states, we

find that a higher Mexican share of the labor force leads to lower wages and higher
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unemployment for non-Mexicans.

The impacts we estimate are larger than other estimates in the existing literature.

For example, Borjas (2003) estimates the elasticity of native wages with respect to

immigration of roughly -0.6, compared to our estimate of -1.0, while “area analysis”

studies typically find effects much closer to zero. Our approach likely leads to larger

effects because we are able to avoid two types of biases in previous studies: posi-

tive bias that arises from immigrants being attracted to areas with improving labor

market conditions, and attenuation bias due to measurement error in the immigrant

share of the workforce. Another important point to note is that our identification

strategy isolates variation in Mexican immigrants specifically, while the existing liter-

ature typically examines variation in the overall foreign-born population. If Mexican

immigration has different effects on U.S. labor market outcomes than does immigra-

tion from other source countries, this would constitute an additional reason why our

estimates differ from others’.

The analytical approach we use in this paper can be extended in a number of

directions, many of which we are in the process of pursuing. We view this paper as

the beginning of a research agenda that examines the impact of Mexican immigration

on a variety of other U.S. outcomes, such as real estate prices, prices of services that

immigrants typically provide (such as low-skilled labor and domestic service), crime

rates, or utilization of public services (schooling and health care, for example). In

addition, it is worthwhile extending our methodology to see whether immigration

from other countries to the U.S. and other destinations can also be predicted on the

basis of origin-area weather shocks, and if so to examine immigration impacts in

those contexts as well.
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4.7 Tables and Figures

Table 4.1: Summary statistics

n mean s.d. min. max.
Weather shocks: Mexican states, 1979-2008
rainfall (mL) 960 899.3 489.6 54.1 4083.1
rainfall z-score (normalized rainfall) 960 -0.05 1.04 -2.30 5.42
high rainfall (z-score≥2) indicator 960 0.04 0.20 0.00 1.00
low rainfall (z-score≤-2) indicator 960 0.01 0.09 0.00 1.00
high rainfall * rainfall z-score interaction 960 0.13 0.66 0.00 5.42
low rainfall * rainfall z-score interaction 960 -0.02 0.20 -2.30 0.00

Migration patterns between Mexican-US state pairs
migrant flow (1924) 1632 75.0 504.4 0.0 10109.9
migrant flow (1924) as share of US state labor force 1632 0.0001 0.0005 0.0000 0.0117

First Stage Instruments
weighted rainfall z-score (t− 1) 1530 -0.000019 0.007133 -0.071163 0.115098
weighted high rainfall indicator (t− 1) 1530 0.000191 0.001595 0.000000 0.035014
weighted low rainfall indicator (t− 1) 1530 0.000005 0.000062 0.000000 0.001916
weighted high rainfall interaction (t− 1) 1530 0.000538 0.004491 0.000000 0.099648
weighted low rainfall interaction (t− 1) 1530 -0.000011 0.000128 -0.003964 0.000000

Labor market composition and outcomes (male), U.S. states 1979-2008
Mexican labor force share
total 1530 0.037 0.063 0.000 0.352
of which:
high school dropouts 1530 0.017 0.030 0.000 0.154
high school graduates 1530 0.012 0.020 0.000 0.114
some college 1530 0.006 0.011 0.000 0.072
college 1530 0.003 0.005 0.000 0.031

Native male labor market outcomes
hourly wages
all 1530 8.25 0.96 5.92 13.58
high school dropouts 1530 5.96 0.85 1.93 10.61
high school graduates 1530 7.38 0.77 5.56 12.93
some college 1530 7.93 0.86 5.87 13.97
college 1530 11.38 1.36 8.17 15.79
log hourly wages
all 1530 2.10 0.12 1.78 2.61
high school dropouts 1530 1.78 0.14 0.66 2.36
high school graduates 1530 1.99 0.10 1.72 2.56
some college 1530 2.06 0.11 1.77 2.64
college 1530 2.43 0.12 2.10 2.76
unemployment rate
all 1530 0.055 0.022 0.018 0.212
high school dropouts 1530 0.113 0.045 0.000 0.285
high school graduates 1530 0.064 0.027 0.009 0.227
some college 1530 0.047 0.021 0.004 0.176
college 1530 0.023 0.011 0.000 0.073

Notes: Rainfall data from University of Delaware Center for Climatic Research. Rainfall z-score is rainfall minus long-run (1949-2008) mean
divided by long-run standard deviation for the given Mexican state. High (low) rainfall indicator is for z-score ≥2 (≤-2). “Migrant flow (1924)”
is count of Mexican migrants between pairs of Mexican and US states (51x32=1632 observations), based on author’s calculations using Foerster
(1971) and U.S. Census data. “Migrant flow (1924) as share of U.S. state labor force” divides previous variable by U.S. state male labor
force from 1970 U.S. Census (this is wum in Data section of paper). Remaining variables in table are at U.S. state-year level (51x30=1530
observations). Each instrument is weighted sum of a Mexican rainfall variable across Mexican states, where weights are “Migrant flow (1924) as
share of U.S. labor force” specific to respective U.S.-Mexican state pairs. U.S. labor market data from CPS Merged Outgoing Rotation Group,
U.S. states and District of Columbia, 1979-2008. Mexican share of male labor force calculated using “Mexican” self-reported ethnicity. Labor
force is male civilians aged 18-64 not living in group quarters. Log hourly wage is mean within group (excluding self-employed), where hourly
wage calculated as weekly earnings/usual hours per week.
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Table 4.2: Recent and distant-past migration patterns between U.S.-Mexico state pairs

Migration rate, 1993-2006
(1) (2)

Migration rate, 1924 0.08 0.05
(0.01)*** (0.01)***

Observations 1632 1632
R-squared 0.1 0.34
U.S. state fixed effects x
Mexican state fixed effects x

Notes: Robust standard errors in parenthesis: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample is all U.S. state-Mexican
state pairs, including District of Columbia (U.S.) and Federal District (Mexico). Dependent variable: Migrants from Mexican state to U.S.
state (intended destination), summed over EMIF Waves 1-12 (1993-2006), divided by 1930 Mexican state population. All migrants from EMIF
between ages 18-64. Independent variable is 1924 migration rate between state pair, constructed as [(share of 1930 U.S. Mexican population
by U.S. state within U.S. rail region) x (annualized flow of Mexican migrants from Mexican state destined for U.S. rail region, 1924)]/(1930
Mexican state population). 1924 migration data from Foerster (1971).
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Table 4.4: Stage 1 regressions of Mexican share of male labor force on weighted rainfall variables

Mexican male labor force share
Instruments (1) (2) (3) (4)
weighted rainfall z-score (t − 1) 0.024 0.004 -1.323** -0.252

(0.037) (0.020) (0.526) (0.169)
weighted rainfall z-score (t − 2) -0.091** -0.104*** -2.110** -0.050

(0.041) (0.028) (1.016) (0.085)
weighted rainfall z-score (t − 3) -0.231*** -0.230*** -2.200*** 0.065

(0.056) (0.060) (0.623) (0.212)
weighted rainfall z-score (t − 4) -0.147*** -0.156*** -1.650*** -0.211

(0.035) (0.035) (0.450) (0.233)
weighted rainfall z-score (t − 5) -0.022 -0.043* -1.628*** -0.028

(0.032) (0.024) (0.388) (0.375)
weighted rainfall z-score (t − 6) -0.119 -0.112*** -1.358*** -0.028

(0.112) (0.037) (0.403) (0.238)
weighted rainfall z-score (t − 7) -0.087 -0.074 -0.848*** -0.252

(0.115) (0.068) (0.298) (0.210)
weighted low rain ind. (t − 1) 3,408.473* 3,311.118**

(1,914.350) (1,304.548)
weighted low rain ind. (t − 2) 1,361.980 1,503.675

(4,251.086) (1,925.204)
weighted low rain ind. (t − 3) -5,803.938 -4,786.448

(9,031.071) (4,458.301)
weighted low rain ind. (t − 4) -2,535.616 159.418

(5,106.514) (1,164.581)
weighted low rain ind. (t − 5) -20,014.040*** -5,026.705**

(5,788.451) (2,092.155)
weighted low rain ind. (t − 6) -12,953.760*** 143.070

(2,643.822) (1,763.922)
weighted low rain ind. (t − 7) -5,494.070** 3,315.958

(2,695.819) (2,480.073)
weighted high rain ind. (t − 1) -148.348*** -57.280***

(30.485) (10.483)
weighted high rain ind. (t − 2) -60.081* 1.019

(34.487) (18.903)
weighted high rain ind. (t − 3) -9.436 23.679**

(35.449) (9.637)
weighted high rain ind. (t − 4) 27.770*** 5.103

(8.573) (6.120)
weighted high rain ind. (t − 5) 22.594*** 9.031***

(5.369) (3.127)
weighted high rain ind. (t − 6) -31.728 12.047

(20.101) (9.081)
weighted high rain ind. (t − 7) -84.675*** 1.253

(24.950) (10.723)
weighted low rain interaction (t − 1) 1,648.608* 1,595.127**

(929.506) (634.127)
weighted low rain interaction (t − 2) 706.427 723.153

(2,040.046) (930.216)
weighted low rain interaction (t − 3) -2,745.245 -2,322.940

(4,345.960) (2,153.718)
weighted low rain interaction (t − 4) -1,170.711 64.383

(2,447.600) (563.088)
weighted low rain interaction (t − 5) -9,418.882*** -2,360.735**

(2,744.549) (999.301)
weighted low rain interaction (t − 6) -6,084.428*** 81.217

(1,302.869) (838.139)
weighted low rain interaction (t − 7) -2,585.067** 1,574.344

(1,265.871) (1,188.366)
weighted high rain interaction (t − 1) 58.973*** 22.238***

(12.115) (4.073)
weighted high rain interaction (t − 2) 26.711** -0.532

(11.699) (7.093)
weighted high rain interaction (t − 3) 6.589 -9.619**

(12.921) (3.993)
weighted high rain interaction (t − 4) -8.030** -1.652

(3.238) (2.291)
weighted high rain interaction (t − 5) -5.691*** -2.808***

(2.001) (0.928)
weighted high rain interaction (t − 6) 13.121 -4.849

(8.563) (3.479)
weighted high rain interaction (t − 7) 30.925*** -0.984

(8.351) (3.582)
Observations 1,530 1,530 1,530 1,530
R-squared 0.937 0.986 0.943 0.988
F -stat, all instruments 83.972 80.450 379.367 343.170
State time trends No Yes No Yes

Notes: Robust standard errors in parentheses, clustered by U.S. state: * significant at 10%; ** significant at 5%; *** significant at 1%. All
regressions include state and year fixed effects. State-specific linear time trends included where indicated. Sample is panel of U.S. states from
CPS MORG, 1979-2008. See Table 4.1 for variable definitions.
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Table 4.A.1: Stage 1 regressions of Mexican share of male labor force on weighted rainfall, by
skill group

Panel A: Without state time trends
Mexican male labor force share

skill group all HSD HSG SC C
(1) (2) (3) (4) (5)

weighted rainfall z-score (t− 1) 0.02 0.02 0.01 -0.01 0.00
(0.037) (0.029) (0.010) (0.008) (0.005)

weighted rainfall z-score (t− 2) -0.09** -0.02 -0.06*** -0.01 -0.00
(0.041) (0.024) (0.010) (0.010) (0.007)

weighted rainfall z-score (t− 3) -0.23*** -0.01 -0.08*** -0.11*** -0.02**
(0.056) (0.031) (0.016) (0.023) (0.009)

weighted rainfall z-score (t− 4) -0.15*** -0.02** -0.07*** -0.05*** -0.01***
(0.035) (0.009) (0.020) (0.013) (0.003)

weighted rainfall z-score (t− 5) -0.02 0.02 -0.01 -0.02* -0.01
(0.032) (0.022) (0.010) (0.010) (0.006)

weighted rainfall z-score (t− 6) -0.12 -0.02 -0.02 -0.08*** -0.00
(0.112) (0.047) (0.042) (0.021) (0.012)

weighted rainfall z-score (t− 7) -0.09 0.02 0.04 -0.13*** -0.02
(0.115) (0.046) (0.043) (0.030) (0.015)

Observations 1,530 1,530 1,530 1,530 1,530
R-squared 0.94 0.93 0.92 0.87 0.85
F -stat on instruments 83.97 7.63 75.79 9.86 28.57

Panel B: With state time trends
Mexican male labor force share

skill group all HSD HSG SC C
(1) (2) (3) (4) (5)

weighted rainfall z-score (t− 1) 0.00 0.01 -0.02* 0.02*** -0.01*
(0.020) (0.016) (0.012) (0.007) (0.004)

weighted rainfall z-score (t− 2) -0.10*** -0.02 -0.10*** 0.03*** -0.02***
(0.028) (0.020) (0.022) (0.010) (0.004)

weighted rainfall z-score (t− 3) -0.23*** -0.02 -0.12*** -0.05** -0.04***
(0.060) (0.019) (0.029) (0.021) (0.004)

weighted rainfall z-score (t− 4) -0.16*** -0.02** -0.07*** -0.05*** -0.02***
(0.035) (0.009) (0.021) (0.011) (0.003)

weighted rainfall z-score (t− 5) -0.04* 0.01 -0.04*** 0.00 -0.02**
(0.024) (0.014) (0.010) (0.007) (0.006)

weighted rainfall z-score (t− 6) -0.11*** -0.02 -0.08*** 0.01* -0.02***
(0.037) (0.025) (0.016) (0.007) (0.006)

weighted rainfall z-score (t− 7) -0.07 0.01 -0.03 -0.02 -0.03***
(0.068) (0.032) (0.026) (0.016) (0.003)

Observations 1,530 1,530 1,530 1,530 1,530
R-squared 0.99 0.97 0.97 0.96 0.93
F -stat on instruments 80.45 6.08 62.14 8.37 71.81

Notes: Robust standard errors in parentheses, clustered by U.S. state: * significant at 10%; ** significant at 5%; *** significant at 1%. All
regressions include state and year fixed effects. State-specific linear time trends included in Panel B. Sample is panel of U.S. states from CPS
MORG, 1979-2008. See Table 4.1 for variable definitions. Dependent variables are Mexican male labor force share in total or by skill group as
indicated. Skill groups are all, high school dropouts (HSD), high school graduates (HSG), some college (SC) and college or more (C).
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Table 4.A.2: Network instrument, Stage 1 regression

Mexican labor force share
(1) (2)

Predicted Mexican labor force share 0.47*** -0.06
(0.082) (0.171)

Observations 1,530 1,530
R-squared 0.95 0.98
F -stat on network instrument 33.44 0.12
State time trends no yes

Notes: Robust standard errors in parentheses, clustered at state level: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample
is U.S. state-years (including D.C.), CPS Merged Outgoing Rotation Group 1979-2008. All regressions include state and year fixed effects.
Stage 1 dependent variable is Mexican share of male labor force, where “Mexican” is self-reported ethnicity. Instrument is network instrument
(predicted Mexican male labor force share). Predicted Mexican male labor force share calculated as [(share of U.S. Mexican labor force in U.S.
state, 1970 U.S. Census) x (Mexican labor force in U.S. at time t)]/(labor force in U.S. state at time t). I.e., predicted share is predicted
Mexican labor force in U.S. state based on 1970 distribution, scaled by current U.S. state labor force.

Table 4.A.3: Non-Mexican labor market outcomes and Mexican labor force share, using network
instrument (IV estimates)

Panel A: log hourly wages
skill group all HSD HSG SC C

(1) (2) (3) (4) (5)
Mexican labor force share -0.58** -1.06** -0.76*** -0.69*** -0.34

(0.280) (0.429) (0.216) (0.188) (0.243)
Observations 1,530 1,530 1,530 1,530 1,530
R-squared 0.871 0.686 0.815 0.775 0.856
F -stat on network instrument 33.4 33.4 33.4 33.4 33.4

Panel B: unemployment rate
skill group all HSD HSG SC C

(1) (2) (3) (4) (5)
Mexican labor force share 0.04 -0.23* -0.00 0.08* 0.03

(0.058) (0.137) (0.089) (0.040) (0.022)
Observations 1,530 1,530 1,530 1,530 1,530
R-squared 0.689 0.463 0.609 0.522 0.362
F -stat on network instrument 33.4 33.4 33.4 33.4 33.4

Notes: Robust standard errors in parentheses, clustered at state level: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample
is U.S. state-years (including D.C.), CPS Merged Outgoing Rotation Group 1979-2008. All regressions include state and year fixed effects. See
Table 4.1 for variable definitions, and Table 4.A.2 for definition of network instrument. Skill groups are all skill groups, high school dropouts
(HSD), high school graduates (HSG), some college (SC) and college (C).



163

Table 4.A.4: Second stage regressions with U.S. rainfall lags as controls

Panel A: Log Wages
Skill group all

(1) (2) (3) (4)
Mexican labor force share -0.659** -1.080*** -0.574* -0.956***

(0.318) (0.262) (0.297) (0.221)
Observations 1,530 1,530 1,530 1,530
R-squared 0.869 0.925 0.877 0.930
First stage F -stat 379.367 343.170 459.266 384.388
F -Stat on Joing Sig. of U.S. Rain 17.987 56.360
p-Value on U.S. Rain 0.000 0.000
State time trends no yes no yes
Controls for U.S. rainfall no no yes yes

Panel B: Unemployment
Skill Group all

(1) (2) (3) (4)
Mexican labor force share 0.215*** 0.349** 0.201*** 0.252**

(0.051) (0.146) (0.051) (0.094)
Observations 1,530 1,530 1,530 1,530
R-squared 0.677 0.739 0.704 0.759
First stage F -stat 379.367 343.170 459.266 384.388
F -Stat on Joing Sig. of U.S. Rain 6.638 6.718
p-Value on U.S. Rain 0.000 0.000
State time trends no yes no yes
Controls for U.S. rainfall no no yes yes

Notes: Robust standard errors in parentheses, clustered at state level: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample
is U.S. state-years (including D.C.), CPS Merged Outgoing Rotation Group 1979-2008. All regressions include state and year fixed effects.
State-specific linear time trends where indicated. See Table 4.1 for variable definitions. Dependent variables are wages and unemployment for
total male labor force. Regressions in columns 1 and 2 are as in Table 4.5 and 4.6; see those tables for notes. Regressions in columns 3 and 4
include controls for U.S. rainfall in years t− 1 to t− 7. U.S. rainfall controls are defined analogously to Mexican rainfall variables described in
Table 4.1: rainfall z-score, indicators for high and low rainfall, and interactions of z-score with high and low indicators.
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Table 4.A.5: Second stage regressions with U.S. (state-level) exports to Mexico as controls,
1999-2008

Panel A: IV (Log of Wages)
(1) (2) (3) (4)

Mexican labor force share -0.927*** -0.877*** -0.929*** -0.871***
(0.244) (0.166) (0.233) (0.168)

ln(agricultural exports) 0.039 0.034
(0.048) (0.057)

ln(agricultural exports)(t− 1) -0.009 -0.075
(0.083) (0.070)

ln(manufacturing exports) -0.385 -0.500
(0.511) (0.445)

ln(manufacturing exports)(t− 1) -0.396 -0.458
(0.427) (0.433)

ln(other exports) 0.103 0.075
(0.134) (0.102)

ln(other exports)(t− 1) 0.085 0.058
(0.169) (0.165)

Observations 561 561 561 561
R-squared 0.928 0.951 0.653 0.770
First stage F -stat 1391.852 91.905 358.524 117.055
F -Stat for Joing Signif. of Exports 0.418 0.848
p-Value of F -stat. 0.863 0.539
State time trends no yes no yes
Panel B: IV (Unemployment)

(1) (2) (3) (4)
Mexican labor force share 0.089 -0.125** 0.083 -0.143**

(0.058) (0.060) (0.055) (0.059)
ln(agricultural exports) -0.015 -0.055*

(0.028) (0.030)
ln(agricultural exports)(t− 1) 0.000 -0.008

(0.026) (0.024)
ln(manufacturing exports) 0.111 0.187

(0.158) (0.152)
ln(manufacturing exports)(t− 1) 0.031 0.042

(0.132) (0.130)
ln(other exports) 0.013 0.089*

(0.051) (0.051)
ln(other exports)(t− 1) -0.009 0.023

(0.037) (0.040)
Observations 561 561 561 561
R-squared 0.929 0.952 0.655 0.777
First stage F -stat 1391.852 91.905 358.524 117.055
F -Stat for Joing Signif. of Exports 0.218 1.900
p-Value of F -stat. 0.969 0.099
State time trends no yes no yes

Notes: Robust standard errors in parentheses, clustered at state level: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample
is U.S. state-years (including D.C.), CPS Merged Outgoing Rotation Group 1999-2008. All regressions include state and year fixed effects.
State-specific linear time trends where indicated. See Table 4.1 for variable definitions. Dependent variables are wages and unemployment for
total male labor force. Regressions in columns 1 and 2 are as in Table 4.5 and 4.6, but restricted to years 1999-2008; see those tables for notes.
U.S. trade data comes from WISERTrade.
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Table 4.A.7: Robustness of second stage results to exclusion of enrolled individuals, 1984-2008

Panel A: IV (Log of Wages)
(1) (2) (3) (4)

Mexican labor force share -0.439* -0.804*** -0.522** -0.902***
(0.225) (0.258) (0.237) (0.253)

Observations 1,275 1,275 1,275 1,275
R-squared 0.905 0.940 0.907 0.943
First stage F -stat 1345.448 2684.01 1345.448 2684.01
State time trends no yes no yes
Enrolled individuals included in dependent variable? yes yes no no

Panel B: IV (Unemployment)
(1) (2) (3) (4)

Mexican labor force share 0.122** 0.185** 0.135*** 0.214**
(0.048) (0.076) (0.049) (0.083)

Observations 1,275 1,275 1,275 1,275
R-squared 0.629 0.723 0.636 0.728
First stage F -stat 1345.448 2684.01 1345.448 2684.01
State time trends no yes no yes
Enrolled individuals included in dependent variable? yes yes no no

Notes: Robust standard errors in parentheses, clustered at state level: * significant at 10%; ** significant at 5%; *** significant at 1%. Sample
is U.S. state-years (including D.C.), CPS Merged Outgoing Rotation Group 1984-2008. All regressions include state and year fixed effects.
State-specific linear time trends where indicated. Dependent variables in columns 1 and 2 are wages or unemployment for total male labor force,
as defined in Table 4.1 notes (includes individuals enrolled in school). Dependent variables in columns 3 and 4 are wages or unemployment for
total male labor force, excluding individuals enrolled in school.
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Figure 4.1: Migrant flows through El Paso region, 1924 and 1993-1994
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Figure 4.3: Migrant flows to California and Texas, 1924



CHAPTER V

Conclusion

The first two essays of this dissertation have documented the difficult environment

faced by young adults in South Africa, and have developed economic models of their

transition from school to work. The first essay focused on how South African youth

make school enrollment choices when their grade advancement and labor market

prospects are uncertain. It also documented high rates of re-enrollment in school

following periods of dropout, a behavior that is difficult to reconcile with standard

models of human capital investment. Estimates of a dynamic sequential enrollment

model confirmed the hypothesis that re-enrollment is driven by dynamic updating

of the relative returns to schooling versus labor market participation. A simulation

based on the estimated model quantified the importance of the option to re-enroll in

the school to work transition in South Africa, finding that restricting re-enrollment

for those who have not completed high school would increase the proportion of the

sample completing 12 years of schooling by 8 percentage points. The results suggest

that youth who are unable to freely re-enter school will be less willing to drop out,

because they face a higher opportunity cost of school exit.

The second essay focused more narrowly on the job search process of young South

Africans, looking in particular at the role of reservation wages in the search for

170



171

the first job after leaving school. Using survey data on reservation wages, we find

evidence that the youth labor market in South Africa is characterized by relatively

high rates of job offers, but at wages that tend to be too low to be accepted. We

interpret our results as consistent with a labor market that is inefficient at matching

employers to employees, leading to a high “implicit refusal” rate. It is therefore

unsurprising that we find simulation evidence of a potentially beneficial role for an

employer wage subsidy to hire unemployed youth.

These first two essays on how South African youth transition from school to work

outcomes suggest an important role for public policy in improving education and

labor market outcomes: increasing the opportunity cost of dropout (through restric-

tions on re-enrollment) and providing incentives to hire unemployed youth could

increase schooling attainment, lower unemployment, and increase wages. However,

care must be taken to design policies that do not unduly reduce welfare by restricting

individual choices and that pass a cost-benefit analysis. Additionally, the interaction

between such policies must be considered carefully: subsidies for employers to hire

unemployed youth could encourage dropout, even as other policies intend to keep

youth enrolled in school. Ensuring that policies are narrowly targeted – for instance,

by conditioning receipt of the wage subsidy on high school completion – would be

essential to avoid conflicting effects.

The final essay of this dissertation analyzes a longstanding question in labor

economics-the effect of immigration on the United State labor market-from a new

angle. By making use of rainfall shocks in regions of Mexico that have historically

sent migrants to particular destinations in the U.S., we are able to isolate a source

of plausibly exogenous variation in the Mexican immigrant presence in U.S. states.

This allows us to estimate the labor market effects of Mexican immigration in a man-
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ner that alleviates the econometric concerns plaguing much of the existing literature.

We find that Mexican immigration is associated with lower wages and higher unem-

ployment among non-Mexicans in the U.S. Our estimates are substantially larger in

magnitude than previous estimates of the wage impact of immigration.
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