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Abstract 

We investigate evolution of a planar interface during unstable solidification of a pure 
undercooled liquid between two parallel plates. The governing equations are solved using a front 
tracking/finite difference technique that allows discontinuous material  properties between the 
phases and interfacial anisotropy. The simulations produce some of the futures of the dendrit ic 
solidification which are in good qualitative agreement with the works of the previous 
investigators. The effects of the physical parameters on the crystal growth and interface 
instability are also examined. 

INTRODUCTION 

Dendritic crystal growth is a long-known but poorly understood phenomenon which is central to 
many industrial as well as natural processes. The growth of a snowflake in the atmosphere is a 
familiar example of the formation of a dendritic structure in the nature. Metal casting, zone 
refining of semi-conductors, and protein crystallization, are just a few examples of the diverse 
applications of dendritic solidification. 

The problem is motivated by the need to predict the crystalline microstructure of a mater ia l  
product during various solidification processes. Since the quality of the final product is controlled 
by the physical parameters such as the surface tension, the crystalline anisotropy, the ini t ia l  
undercooling, etc, it is quite important to understand the role of those parameters. A good review of 
the physics may be found in Chalmers (1964) and Langer (1980). 

Compared to stable solidification, the use of numerical methods in solving the unstable 
solidification is relatively new. Existing numerical methods may be grouped in two classes. In 
one class of the methods the explicit location of the interface is not required. The phase field 
computations of Wheeler et al. (1993) and Kobayashi (1993), the level set computations of Sethian 
and Strain (1992), and the variational technique of Almgren 1993 are a few examples of the more 
recent works in this regard. In the other class of methods, it is required to explicitly calculate the 
location of interface at each time step. The computations of Smith (1981), Sullivan and Lynch 
(1987), Roosen and Taylor (1994), and Juric and Tryggvason (1995) are a few examples of the 
applications of front tracking techniques in solidification problems. 

The focus of the current work is to investigate the two-dimensional interface instabilities of a 
solidifying undercooled melt. Our numerical technique is similar to the method developed by 
Juric and Tryggvason (1995). 
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N U M E R I C A L  M E T H O D  

Consider a domain consisting of a liquid and its solid phase. The density of the liquid and 
solid are assumed to be the same and equal, but all the other material properties are taken to be 
different but constant within each phase. The following equations needs to be satisfied inside each 
phase 

OcT 
= V • (kVT), (1) 

Ot 
and across the front 

[[h]]~V = k[[VTl]t, • ~, (2) 

7"i = T~q a(n)~T~q v(w)V. (3) 
L 

The first equation is simply the unsteady heat conduction equation in conservative form. Here, T 
is the temperature, c is the heat capacity, and k is the heat conductivity. The second equation is 
the statement of energy jump condition across the interface. [[h]]~ is the difference between the 
liquid and solid enthalpies at the front temperature, and ~ is the unit normal vector at the front. 
Equation (3) is the Gibbs-Thomson relation which needs to be satisfied across the front. In this 
equation, T! is the interface temperature, T~q is the fusion temperature (which is used also as a 
reference temperature), a(W) is the anisotropic surface tension, ~: is the front curvature, L is the 
latent heat of fusion, ~(W) is the kinetic mobility coefficient, and V is the front velocity. [[h]]~ is 
defined through the following thermodynamic relation: 

[[h]]t~V = L + (ct - c , ) (Tf  - T~q) (4) 

Rather than writing the energy equation separately for each of the phases and coupling the 
equations through the energy jump condition, a formulation is used which is valid for the entire 
domain and takes the energy jump condition into account: 

where, h is defined to be: 

j ot = V . ( k V T ) +  (g) 

= Z + (co - c07;q.  (6) 

Away from the interface (where delta function vanishes), the above formulation gives the original 
energy equation and integration of the above equation over a shrinking area which contains the 
interface results in the energy jump condition. 

The computations start with constructing the initial temperature field (T  n) and the material 
property fields (c n, k n) using the known position of the front at t = 0, where n = 1. The velocities 
of the front points at the next time step (V n+l) are guessed and the front is moved to a new posi- 
tion. The heat conductivity field is constructed at the new position (kn+l), the front temperature 
is interpolated from the grid temperature, the source term in the right hand side of equation (5) 
is distributed to the grid points, and equation (5) is solved for T n+l. Next, the front temperature 
is computed using grid temperature T n+~ and equation (3) is checked for the front points. If this 
equation is satisfied for all the front points within a predetermined tolerance, the heat capacity 
field is then constructed c n+l and the computations proceed to the next time step. Otherwise, a 
new guess is made for the velocities of the front points and the above procedure is repeated. 
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The results depend on L, ct, cs, kt, ks, a,  Too - Teq, u, and a suitable length scale, I. Nondi- 
mensionalization of the above parameters leads to the Stefan number; S t  = cs(Too - T~q)/L; the 
capillary number; C a  = csT~qa / L 2I; II = v k s /  Ll ,  and the ratios of material properties; A = k t / k s ,  

and 7 = ct/cs.  

RESULTS 

We start our analysis by considering the evolution of a solid-liquid interface during the planar 
solidification of an undercooled liquid in a two-dimensional domain. The domain is confined by 
insulated walls at the top and the bottom and is periodic in the horizontal direction. Initially, the 
upper portion of the domain is filled with liquid at Too which overlays on a thin layer of solid at 
Teq. The interface between the liquid and the solid is perturbed slightly to trigger the instability. 
For all the simulations in this paper, the domain size is 1 x 2 and it is resolved by a 150 x 300 grid. 
The interface shape is described by: 

h = h~ + e c o s ( 2 r N x / z t ) ,  (7) 

where, he, e, N,  and zt are the interface average height, perturbation amplitude, perturbation 
mode, and domain width in x direction. 

The first frame of figure (1) shows the initial position of the interface for one of our simulations. 
Here, hc = 0.1, E = -0.01, and N = 4. The subsequent frames shows the evolution of the inter- 
face at equispaced times. The nondimensional numbers for this run are S t  = -0 .8 ,  C a  = 0.008, 
II = 0.004, A = 1, and 3' = 1. As the interface is set to motion, due to the initial temperature 
gradients, it is seen that the interracial perturbations start to grow (frames 2-4). The figure shows 
the emergence of fingers with the length scales of the same order as the domain size. The growth 
of the interface instability is due to the combined effect of the temperature gradient, the surface 
tension energy, and the kinetic mobility coefficient at the interface. Since the liquid is undercooled, 
it is possible for the interface shape to become unstable and develop a small scale structure. The 
surface tension acts to stabilize the interface against short-wavelength perturbations. Since the 
temperature field in the solid phase is almost uniform, the velocity of the interface is proportional 
to the temperature gradient at the liquid side of the interface. Therefore, the interface moves faster 
in the regions of positive curvature and slower in the regions of negative curvature. In the positive 
curvature regions, the surface tension acts to reduce the interface temperature at the tip of the 
protrusion below T~q. This flattens the temperature prone  and thus reduces the front velocity. 
Similar argument goes for the negative curvature regions where the surface tension effect is to raise 
the interface temperature above T~q. 

The left frame of the figure (2) compares the effect of heat conductivity ratio for simulations 
at ), = 0.5 (bottom curve), A = 1 (middle curve), and A = 2.0 (top curve) at t = 0.06. It is 
seen that heat conductivity ratio only affects the growth rate and it has no effect on the interface 
instability. The higher the heat conductivity ratio, the higher the growth rate. The increase in 
this ratio results a higher heat transfer rate in the liquid at the interface. This in turn results in a 
higher front velocity (equation 2). 

The middle frame shows the results of three simulations at 7 = 0.5 (bottom curve), 3' = 1 
(middle curve), and 7 = 1.2 (top curve) at t = 0.025. It is seen that the increase in the liquid 
to solid heat capacity ratio increases the growth rate and the interface instability. The increase 
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Figure h Solidification of an Underooled Liquid. The nondimensional numbers for this run are 
S t  = -0.8,  C a  = 0.008, II = 0.004, A = 1, and 7 = 1. Times are 0.0, 0.03, 0.06, and 0.09. The 
Resolution is 150 × 300 in a 1 × 2 box. 

, i  

II 
Figure 2: Effect of Heat Conductivity Ratio (t = 0.06, left frame), Heat Capacity Ratio (t = 0.025, 
middle frame), and Surface Tension Anisotropy (t = 0.055, right frame). 
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Figure 3: Effect of Wave Number of Initial Perturbation (t = 0.095). Here, N = 1 (left frame), 
N = 2 (middle frame), and N = 4 (right frame). 
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in growth rate is the result of a higher temperature gradient at the liquid side of the interface. 
Since a material with a higher heat capacity will have a higher resistance to thermal adjustments, 
therefore, it has a lower ability to diffuse the latent heat released at a given time. As a result, the 
temperature gradient in the liquid will be higher. This in turn results in a higher interface velocity. 
To investigate the increase in interface instability, we first eliminate ( 7 ' / -  Teq) from equation 4 
by using equation 3 and then substitute the resulting equation in the equation 2. It is seen that 
for 3' > 1, the front velocity increases in the regions with positive curvature and decreases in the 
negative curvature regions. Consequently, the interface becomes more unstable as we increase the 
heat capacity ratio. On the other hand, for 7 < 1, the interface velocity decreases in the positive 
curvature regions and increases in the negative curvature regions. As a result, the front evolves 
toward a more stable shape. Indeed, continuation of the run with "r < 1 showed that eventually 
the initial perturbation was dumped out. 

In the previous computations, the surface tension and the kinetic mobility coefficient was con- 
stant. This is not true generally. In the real life applications, however, the surface tension may 
be anisotropic. When the surface tension is anisotropic, the growth will be enforced in the di- 
rections that are favored by the anisotropy. The right frame compares the effect of anisotropy 
in the surface tension for two simulations at t = 0.055. Here, a(g) = a0 for the top curve and 
o'(g) = v'e(I - 0.5 cos(20)) for the bottom curve. As is expected, the growth rate is higher for the 
interface with isotropic surface tension. Moreover, it is seen that the corresponding fingers in the 
two curves have different curvatures as a result of unequal surface tensions. 

Next we investigate the effect of wavelength of the initial perturbation. Figure (3) compares 
the results of simulations at N = 1 (left frame), N = 2 (middle frame), and N = 4 (right frame) 
at t = 0.095. The bottom curve in each of the frames is the initial position of the interface. While 
the interface with the shortest wavenumber has the fastest growth rate, the other two interfaces 
are more unstable since they start to bifurcate. The previous instability analyses have shown the 
existence of a cut off wave number, k = kc, below which the interface is stable (see for example 
Langer, 1980). Moreover, the growth rate does not change monotonically with the wave number 
and there exists a critical wavenumber, k = km~x, which results in the maximum growth rate. We 
have not compared our results with the existing theories in any quantitative way, but we intend to 
do so in the near future. 

C o n c l u s i o n s  

Numerical simulations of unstable planer solidification is presented. The results show the effect 
of the material properties ratios, anisotropy, and wavelength of the initial perturbation on the 
interface growth and instability. It was shown that while the change in heat conductivity ratio 
only affects the growth rate, a small change in heat capacity ratio has a great impact on both the 
growth rate and the interface instability. 
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