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ABSTRACT

Systems for Challenged Network Environments

by

Azarias M. Reda

Chair: Brian D. Noble

Developing regions face significant challenges in network access, making even simple net-

work tasks unpleasant and rich media prohibitively difficult to access. Even as cellular net-

work coverage is approaching a near-universal reach, good network connectivity remains

scarce and expensive in many emerging markets. The underlying theme in this disserta-

tion is designing network systems that better accommodate users in emerging markets. To

do so, this dissertation begins with a nuanced analysis of content access behavior for web

users in developing regions. This analysis finds the personalization of content access—and

the fragmentation that results from it—to be significant factors in undermining many ex-

isting web acceleration mechanisms. The dissertation explores user access behavior from

two vantage points—logs collected at shared internet access sites in Southern India, as well

as user activity information obtained from a commercial social networking service with

over a hundred million members worldwide. Not only are users accessing increasingly

personalized content, the importance of rich media is also growing in emerging markets.

Based on these observations, the dissertation then discusses two systems designed for

improving end-user experience in accessing and using content in constrained networks.

First, it deals with the challenge of distributing private content in these networks. By lever-

xii



aging the wide availability of cellular telephones, the dissertation describes a system for

personal content distribution based on user access behavior. The system enables users to

request future data accesses, and it schedules content transfers according to current and

expected capacity. This system was deployed in partnership with an internet kiosk in Ad-

dis Ababa, Ethiopia. Second, the dissertation looks at routing bulk data in challenged

networks, and describes an experimentation platform for building systems for challenged

networks. This platform enables researchers to quickly prototype systems for challenged

networks, and iteratively evaluate these systems using mobility and network emulation.

The dissertation describes a few data routing systems that were built atop this experimen-

tation platform.

Finally, the dissertation discusses the marketplace and service discovery considerations

that are important in making these systems viable for developing-region use. In particular,

it presents an extensible, auction-based market platform that relies on widely available

communication tools for conveniently discovering and trading digital services and goods in

developing regions. This market platform was used to provide easy access to two systems

designed for challenged networks, and was also deployed in Ethiopia. Collectively, this

dissertation brings together several projects that aim to understand and improve end-user

experience in challenged networks endemic to developing regions.
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CHAPTER I

Introduction

Developing regions face significant challenges in network access. Bandwidth is an

important resource in today’s global knowledge economy, but it is scarcest where it is most

needed—in the developing nations of the world which require low-cost communications

to accelerate their socioeconomic development [60]. Even as cellular network coverage

is reaching a significant majority of the world’s population, good network connectivity

remains scarce and expensive in many developing regions [1]. For example, on average, the

cost of fixed-broadband as fraction of income per capita is more than an order of magnitude

higher in Africa compared to Europe. A number of reasons, such as expensive international

bandwidth, inefficient government monopolies, lack of proper peering points, low user

density and poor provisioning contribute to this. For many internet users in these regions,

poorly connected shared access sites remain the primary alternative of network access. As

a result, users have an unpleasant experience when using the internet for anything that

involves more than a few hundred kilobytes of data transfer [28].

On the other hand, the digital universe has been expanding rapidly, increasing the de-

mand for efficient transfer of data over the network. In addition, the falling cost of com-

puting and storage devices has accelerated the rate of content generation. Unfortunately,

a significant portion of the world’s population lacks easy access to digital information—

a gap that exemplifies the ‘digital divide’ between developing regions and the developed

1



world. For example, at a typical internet kiosk with a shared dial-up connection, access-

ing a single 10MB audio lecture freely available from the University of Michigan’s Open

Initiative would take several hours to complete, rendering it effectively out of reach for a

student who has to pay by the minute for internet access. A video lecture, which often has

hundreds of megabytes, is often simply too large to access.

The underlying motivation for this dissertation is investigating mechanisms for im-

proving end-user experience in accessing and consuming content in challenged network

environments—environments where bandwidth is often low, latency is high and the price

of network access is expensive. To this end, this dissertation leverages widely available re-

sources, alongside observations of data access behavior, in building systems that can better

accommodate users in developing regions. For example, cellular devices have attained a

critical mass in developing regions with over 5.3 billion mobile subscribers worldwide [1].

Cellular coverage is now available to over 90% of the world’s population. On the other

hand, users are creatures of habit and establish patterns when accessing content. This dis-

sertation combines these observations in designing mechanisms for improving end-user

experience in challenged network environments.

This dissertation makes multiple contributions in this regard. First, it describes a num-

ber of studies conducted to better understand content access and web usage behavior in

developing regions. Some of the patterns observed are unique to the developing world,

often shaped by economic, social and cultural factors, or the brief history of internet cit-

izenship for many users in these environments. Other patterns transcend geographic and

economic barriers, and derive from basic human social behavior in communication, sharing

and interaction. This dissertation uses two lenses in studying access behavior—a personal-

ized study of web usage from data collected at shared internet access sites in a developing

country, as well as an aggregated look from the perspective of a worldwide internet service

with millions of users in developing regions. These observations provide a good picture for

web usage in developing regions.

2



Based on these observations, the second contribution is introducing a number of sys-

tems for improving end-user experience in challenged network environments. This disser-

tation incorporates widely available resources in designing systems that can be incremen-

tally deployed on the existing infrastructure. Some of these systems are targeted at users

in these regions, while others provide tools for researchers who are building systems for

challenged network deployment. In addition, it looks at the service-discovery and market-

place considerations that are important in scaling these systems. Some of these systems

have been deployed in developing countries in Asia and Africa, and this document reports

on the experience. As developing regions represent important emerging markets for digital

services, the systems described in this dissertation provide a few examples in designing

appropriate technologies for these markets.

The work in this dissertation falls under a large class of research referred to as Infor-

mation and Communication Technologies for Development (ICTD). The basic premise for

this line of research is that appropriately designed technologies can facilitate efforts to-

wards bringing about development to various regions throughout the world. While global

development and the impact of many development programs is often debated, the argu-

ment for ICTD is simple and straightforward—by creating an efficient infrastructure for

delivering information, services and goods, ICTD research can play an important role in

aiding developmental efforts. On the other hand, as computer scientists, developing regions

are interesting because they present a unique set of challenges in designing and building

systems.

This chapter will begin the discussion with the thesis statement for the dissertation.

It also provides an overview of the document and summarizes the contributions in the

following section.

3



1.1 Thesis Statement

The thesis for this dissertation is that:

The wide availability of cellular telephones and cheap storage devices, along with

patterns in human activity, can be used to significantly improve end-user experience

in accessing and using data in challenged network environments.

This dissertation makes several contributions in validating this thesis. The research

builds on prior work in distributed systems, ad-hoc networking and delay tolerant net-

works to improve data access under poor network conditions. It leverages widely available

technologies, weaved with the traditional network stack, to build systems that can be in-

crementally deployed on the existing infrastructure. In doing so, it will cover three main

areas:

1. Understanding usage: The dissertation begins by looking at data access behavior in

developing regions. It does this from two vantage points—data access information

collected at shared access sites in a developing country, as well as user activity infor-

mation from a large scale social network with worldwide membership.

2. Improving data transfer: Informed by these observations of web access in developing

region contexts, this dissertation describes systems designed for improving end-user

experience in two basic usage scenarios—consuming private content and transferring

bulk data. It also describes a platform for experimenting with data delivery systems

in challenged networks.

3. Making services viable: In order to make these systems viable in developing regions,

marketplace and service discovery issues need to be addressed. This dissertation

describes a simple, voice and SMS-powered market/auction platform to facilitate the

trust and market relationships required for these approaches to scale. This market

platform can also be used more generally.

4



The rest of this document will discuss the contributions along these areas.

1.2 Overview of the Dissertation

This dissertation is organized in three parts, corresponding to the three areas mentioned

above. Part One discusses studies in understanding data access behavior in developing

regions. There are two chapters in this section, focusing on two different approaches in

studying web usage in developing regions. Chapter III describes a large scale study of data

access at shared access sites in developing regions. Web usage is getting increasingly per-

sonal and fragmented. This makes traditional web acceleration systems that rely on redun-

dancy in user requests for optimizing performance less useful. The study of individual web

usage in shared access sites makes three contributions. First, it provides the first personal-

ized, large scale web usage data in developing region contexts. This allows researchers to

get a nuanced understanding of access behavior that is not offered by aggregate data. Sec-

ond, it presents an analysis on this dataset, which provides tangible evidence for describing

the increasingly fragmented and personal nature of web access even in developing coun-

tries. Finally, based on lessons learned from the analysis, it provides some observations for

building effective web acceleration mechanisms in the face of an increasingly personal and

media-rich web.

Chapter IV provides a detailed case study in further understanding data access behavior

in developing regions by focusing on user participation in online social networks. Online

social networks have enjoyed significant growth over the past several years. With improve-

ments in mobile and internet penetration, developing countries are participating in increas-

ing numbers in online communities. This chapter provides the first large scale and detailed

analysis of social networking use in developing region contexts. The analysis is based on

data from LinkedIn, a professional social network with over 100 million members world-

wide. LinkedIn has members from every country in the world, including millions in Africa,

Asia, and South America. The goal of this analysis is to provide researchers a detailed look
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at the growth, adoption, and other characteristics of social networking usage in developing

countries compared to the developed world. By extension, this work provides a close-up

look of one common data access vertical in developing regions. These observations from

chapters III and IV are combined in designing and building systems for assisting with two

common usage scenarios—consuming private/personal content and transferring bulk data

in challenged network environments.

Part Two of the dissertation describes several systems for improving end-user expe-

rience in accessing and using data in challenged network settings. Chapter V describes

an infrastructure for distributing private data in challenged environments. Many standard

techniques for improving user experience in challenged networks—caching and predictive

prefetching—help somewhat, but provide little or no assistance for personal data that is

needed only by a single user. This dissertation propose a solution to this problem by ex-

tending the idea of individualized content distribution networks that take personal usage

patterns into account. The system, called Sulula, addresses this problem by leveraging the

near-ubiquity of cellular phones able to send and receive simple SMS messages. Rather

than visit a kiosk and fetch data on demand—a tiresome process at best—users request a

future visit. If capacity exists, the kiosk can schedule secure retrieval of that user’s data,

saving time and more efficiently utilizing the kiosk’s limited connectivity. When the user

arrives at a provisioned kiosk, she need only obtain the session key on-demand, and there-

after has instant access. In addition, Sulula allows users to schedule data uploads. Exper-

imental results show significant gains for the end user, saving tens of minutes of time for

a typical email/news reading session. The system also had a small deployment in-country

for proof-of-concept, and this dissertation describes lessons learned from that experience.

The next focus is on the challenge of transferring bulk data over poorly and intermit-

tently connected networks. One of the observations in this area was the difficulty of experi-

menting with systems for challenged networks. Systems designed to work in these settings

must support communication through intermittent links and mobile nodes despite poor in-

6



frastructural support. Therefore, it is important to experiment with a variety of designs,

evaluating them under a variety of circumstances. Unfortunately, these systems tend to

be large and complex, with a high implementation bar for even simple functionality. Pure

simulation avoids this, but carries with it simplifications that hide many important issues in

understanding the overall system performance. To resolve this issue, this dissertation intro-

duces Vivo, a platform that enables researchers to rapidly implement challenged network

systems, and reproducibly evaluate them at scale. Vivo, discussed in Chapter VI, has two

parts. It provides a toolkit of composable and replaceable component implementations,

alongside an evaluation platform with network and mobility emulation to reproducibly

evaluate the implemented systems. The toolkit provides a menu of composable compo-

nents that interact over well-defined interfaces, allowing researchers to focus on specific

problems, while providing suitable defaults for other behavior.

Chapter VII presents a new hybrid overlay network that was built atop Vivo. This over-

lay network, known as Bati, introduces an approach for orchestrating bulk data transfer

through a series of hosts with spare storage and diverse network connectivity. By com-

bining natural individual mobility and available network connectivity, Bati forms a hybrid

overlay network for delivering bulk data while preserving scalability in the state required

to do so. For comparison, two previously suggested data transfer systems are implemented

with Vivo. The evaluation shows substantial improvements in using Bati for delivering

data, transferring an order of magnitude more data than the network alone, and improving

the delivery rate by more than 40% compared to popular ad-hoc networks. In addition

to evaluating various design alternatives within Bati, its evaluation is used to demonstrate

Vivo’s capacity to facilitate repeatable evaluations of live implementations for challenged

network systems.

Part Three provides a discussion on the marketplace and discovery issues that are im-

portant in making systems like the ones discussed above viable for developing-world use.

In the case of Sulula, for example, providing a simple way for users to compare offers from
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various providers, while transparently arranging for data transfers, is a desirable property

for practical use. While electronic commerce has decidedly changed how services and

goods are traded in the developed world, the impact remains largely unnoticed in many

developing countries. This is often due to low network penetration, lack of locally rel-

evant markets, and requirements for additional facilities (such as credit cards, shipping

arrangements etc.) to take advantage of such marketplaces. Even when these markets are

established with local content and poor connectivity in mind, they are often specific to a

certain domain or community. To mitigate this problem, and allow for wide adoption of

digital services, this dissertation introduces an extensible auction-based market platform

for use in challenged network environments. This platform enables developers to incor-

porate a market layer in their applications and open their services to a wider audience,

while considering the limited operating environment where communication channels are

narrow and potentially expensive. Chapter VIII describes this platform and the empirical

and deployment based evaluations.

Finally, Chapter IX will revise the key concepts in the dissertation and provide a sum-

mary of the contributions. In addition, it will discuss some future directions for this line of

research in the short and long term.
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CHAPTER II

Background

This dissertation is built on several projects ranging from information studies in the

context of developing regions to systems research and software engineering. This chapter

looks at some of the background work that is important in understanding the contributions

made in the dissertation. The discussion starts by looking at projects that attempt to un-

derstand end user behavior in web access in developing regions, and how these projects

relate to the analysis on the impact of personalization in web access. The chapter then

describes several systems that have been proposed for improving end-user experience in

accessing and using data in challenged networks. These projects provide the underlying

work for the systems that will be described in this dissertation. Finally, the chapter dis-

cusses marketplace solutions for developing regions, with an eye towards the extensibility

that is provided by Robit, the auction based marketplace described in this dissertation.

There have been several studies that consider web usage in developing world scenar-

ios [19, 20, 32, 55, 57, 63]. The datasets for these studies are generally collected from client

or proxy level loggers in various contexts and can be characterized as aggregate views into

web access in developing countries. Du et al. looked at HTTP traffic captured from in-

ternet kiosks in two developing countries [32]. Their results point out various features of

web usage in developing countries. Work by Ihm et al. [55] analyzes a large amount of

data collected at a global scale and tries to observe differences in developed and develop-
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ing world traffic. Their dataset comes from a worldwide proxy server that has access to the

content of requests in addition to access logs. More specific web access analysis in schools

and universities [19, 20] has considered traces obtained from educational environments in

developing countries. The dataset in this dissertation differs from these projects because it

captures personalized web usage of individuals in a developing country context, allowing

for a finer grained analysis of web access behavior. As web experience gets increasingly

personalized, a deeper understanding of user behavior is essential in designing appropriate

systems for challenged network environments. This dataset is available for researchers to

further investigate individual behavior in web access for developing country contexts.

Web usage acceleration is one important class of services for challenged networks.

There has been a lot of interest in this area of research [12, 20, 56–58, 85, 98]. In environ-

ments where network connectivity is limited and expensive, web acceleration techniques

play an important role in improving end user experience. Caching and prefetching are some

of the widely used techniques for accelerating web access, with several flavors of imple-

mentations and various levels of success. The work in this dissertation provides tangible

evidence for considering personalization as an important design factor for such systems.

As web usage gets more and more personal, acceleration techniques built atop an aggre-

gate analysis of their user base will be hard pressed to cope with diverse behavior and

content. This challenge is well displayed when considering several examples of systems

designed for improving web-access experience. Some of these systems attempt to utilize

common communication tools for interacting with users.

There are a number of systems that use SMS for accessing advanced services provided

over the network, allowing even basic handsets to do things like search [46] and community

organizing [41]. Warana Unwired [127] looked at replacing an existing PC-based system

for managing information in a sugarcane cooperative with an SMS-based mobile phone

system in rural India. The solution enables farmers to get operational information such as

sales and orders without having to make a trip to the central office. By sending an SMS
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messages with formatted text, the farmer would get back a response with the requested

information, such as sugarcane output for the season. Some of the work discussed in this

dissertation is similar to these systems in using SMS as a bridge to services on the network.

It builds on the idea by leveraging the wide availability of mobile phones for delivering

private data in challenged networks.

Analysis of aggregated WWW traffic in developing countries [32] has shown that the

web traffic pattern is generally in-line with other studies elsewhere, following a Zipf-like

distribution. A sizable portion of this traffic is personal in nature, ranging from webmail

and educational websites to a large number of niche destinations that form the long tail

of the distribution. After studying the traffic patterns for these countries, the authors also

suggest some mechanisms that could help to improve performance of web access in those

regions, such as client access methods for mail, converting software updates from polling to

pushing, curbing irrelevant advertising and offline caching. This dissertation incorporates

a number of their suggestions, and makes other performance enhancing techniques easier

to implement.

Prefetching data has been widely studied [38, 39, 62, 71, 72, 78, 96] in both file system

and web contexts. This idea is extended to private data in challenged network environ-

ments. For example, data staging [39] looked at opportunistically prefetching files and

caching them on nearby surrogate machines to facilitate secure mobile data access. The

system is designed to improve the performance of distributed file systems running on small,

storage-limited pervasive computing devices. Although this work is similar to the Sulula

system in prefetching content for ease of access later, Sulula is targeted at challenged net-

work environments where bandwidth, rather than storage, is the limiting factor. In addition,

it is adapted to usage patterns in developing regions.

HashCache [12], a configurable cache storage engine targeted at the ’next billion’, runs

at a very small memory footprint enabling multiple terabytes of external storage to be

attached to relatively low-powered machines. While efficient cache storage such as Hash-
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Cache reduces bandwidth consumption, and thereby the network connectivity expenses,

Sulula considers private or personal data where traditional caching mechanisms are not

very useful.

Another area of web caching that has been studied well is delta-encoding [86, 107].

This approach looks at transmitting the difference between requested objects rather than

whole objects. Although it requires cooperation from the server, this approach can be

especially useful when dealing with requested objects that only change slowly. The Sulula

provides a simple platform to implement delta-encoding without the cooperation of the

data source as it can be incorporated with data aggregation points. In a similar fashion,

value-based web caching [104], which uses the content of documents rather than URLs to

make cache indexes, is straightforward to implement using Sulula.

Dittorent[106] looked at leveraging peer-to-peer technology to enable offline internet

access at modem-speed dialup connection. The solution is implement using a browser

plugin which looks up all file requests in the P2P network before downloading them from

the internet. If the requested file is available in the network, it is downloaded at modem-

speed from local peers. If it is not available, the file is downloaded from the source and

then added to the P2P network for future use. However, this approach is unlikely to be

useful for private data.

Other approaches for improving connectivity in challenged environments include opti-

mizing high latency links [10] and delay tolerant networking [37]. The former suggests us-

ing simple QoS prioritization to provide more fine-grained, adaptive and behavioral classi-

fication of network flows rather than purely based on protocol and port, in order to optimize

for latency for shorter flows whose performance depends more on latency. DTN proposes

a network architecture and application interface structured around optionally-reliable asyn-

chronous message forwarding, with limited expectations of end-to-end connectivity and

node resources. Such an architecture can be used to achieve interoperability between net-

works deployed in mobile and extreme environments that often lack continues connectivity.
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The next focus in the dissertation is transferring bulk data in challenged networks. In

particular, the dissertation focuses on an experimentation platform targeted at researchers as

they build data delivery systems for challenged networks. This platform is known as Vivo.

Vivo is a combination of two distinct ideas for experimenting with challenged network sys-

tems. It provides a toolkit for rapid prototyping of systems with live-code, and a platform

for a full-stack evaluation of these systems through emulation. While these ideas have

been explored in various contexts before, other platforms do not streamline both services

for challenged network systems. Vivo is best described as a collection of reusable and inter-

operable components that can be easily composed, modified and replaced for implementing

challenged network systems, alongside a platform for evaluating these compositions.

In terms of providing an architecture for building network systems, Vivo is most sim-

ilar to projects like the Click modular router [88] or the Rover application toolkit [65].

Akin to these projects, Vivo simplifies the process of building systems for a well-defined

application area. Unlike previous toolkits, it focuses on the challenges of designing sys-

tems for environments characterized by diverse and intermittent connectivity. Vivo is not

a reference implementation of an existing protocol, or a monolithic system for iterative

improvement [102]. Rather, it relies on well-defined interfaces and dynamic object pass-

ing for flexibly composing end systems by focusing only on components researchers find

interesting (Section 6.2).

Although there is no true replacement for real-life testbeds like DieselNet [120], which

has over 30 networked busses, or vehicular extensions to the ORBIT grid [67], the cost

of in-situ evaluations is often prohibitive. For a reasonable middle ground, Vivo borrows

concepts from network and mobility emulation frameworks [99, 101, 130, 134] to enable

a full-stack evaluation of challenged network systems. It relies on testbeds such as Emu-

Lab or ORBIT for network emulation, and incorporates a mobility layer atop. Optionally,

researchers can scale their experiments by using managed clusters like Amazon EC2 with

traffic shaping. In emulating mobility, the platform models node encounters rather than
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faithfully replicating motion trajectories [99, 134]. This allows the representation large ge-

ographic areas even on a small cluster, while capturing the essential outcome of mobility

in challenged network systems (Section 6.2.3).

Many projects simulate the functionality of challenged network systems and evalu-

ate them using network and mobility simulators. For example, discrete event simulators

are commonly used to evaluate opportunistic routing protocols [64, 80]. Mobility gener-

ators are available for ns-2, and tools such as JANE [47] provide support for MANETs.

More specific simulators like ONE [68] provide a useful set of tools and reference imple-

mentations for mobility based systems. The Vivo platform generally aims to preserve the

flexibility and reproducibility of simulation based experimentation. However, the focus is

providing a platform for rapidly prototyping challenged network systems with live-code,

and iteratively evaluating these live implementations.

When it comes to systems for moving bulk data in challenged networks, related work

comes from two principal areas—ad-hoc networking and delay/disruption tolerant net-

works. Ad-hoc networks are concerned with cases where central coordination is not pos-

sible, and infrastructure is not present. Nodes must self-organize to deliver messages, of-

ten communicating with some radio only when in range. Delay tolerant networks form a

confederation of regional networks with in-network storage for delivering messages across

boundaries. The following paragraphs discuss several systems from each class and describe

how the work in this dissertation relates to them.

Earlier approaches in ad-hoc networks used epidemic style forwarding among mobile

nodes [43, 125], which was inefficient in resource utilization. Subsequent approaches [13,

16, 21, 77, 80] improve on epidemic routing by prioritizing how likely packets are going to

be delivered from each node, taking into account how often nodes meet each other. Gener-

ally, these systems do not focus on connectivity beyond direct wireless links. Some require

a form of centralized resource management [49], or flood the network for global informa-

tion and acknowledgment [16]. In addition, they require the routing computation and state
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kept at each node to grow linearly with the system, presenting difficulties in scaling to a

wide-area system in the developing world. Bati, the system described in this dissertation,

builds on mobility lessons learned from these and similar systems, and integrates them into

a hybrid network that can use a diverse set of links for delivering messages between nodes,

without requiring linear routing state at each node. Bati uses available weak network links

for opportunistic transfer of routing information, and good connectivity for route shortcuts

and last-mile delivery of messages.

Delay tolerant networks provide an in-network store and forward architecture to iden-

tify the shortest path between two nodes in a poorly connected network. The key in accom-

plishing this goal is finding what nodes to forward messages to, and what link to use. Ini-

tial approaches used manually filled routing tables with default links for DTN routers [37].

Other iterations use centralized registers for locating nodes [111], or oracles that can an-

swer system level questions [59], such as the average wait time for a periodic link. Using

this information, they assign costs to the links available between nodes, and run a modified

version of Dijkstra’s shortest path algorithm to determine next hops. While it is unclear

how to provide these times under natural mobility, perhaps a more significant difference is

that these approaches often assume the endpoints of links are known, and it is only a matter

of time until a link becomes available. In Bati’s target domain, mobility is unstructured,

with uncertain endpoints.

Further improvements in DTN routing looked at reducing the reliance on oracles [64].

The Minimum Estimated Expected Delay (MEED) algorithm improves on the Minimum

Expected Delay (MED) algorithm that required on an oracle for discovering the expected

delay of links between nodes. MEED estimates this value based on the history of the link.

However, this still assumes that link destinations are known ahead of time. As a result,

the kinds of mobility most utilized in these systems are fixed schedule principals such as

buses [48, 111]. Bati focuses on uncertainty in mobility along with diversity in network

links for delivering bulk data. Furthermore, since MEED needs to know the topology of
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the network, given by the estimated delay of every link between every pair of nodes, it does

epidemic routing of link state messages. This might be unduly expensive in low-bandwidth,

challenged networks.

DTLSR, a delay tolerant routing protocol for developing regions [27], focuses on network-

based routing of packets in challenged networks. The main insight in this work is that there

is an underlying stability in the network topology in developing regions, and it can be ex-

ploited for making routing decisions. Considering this, they suggest including even failed

network links in their MEED style shortest path calculation with a cost proportional to how

long a link has failed. DTLSR is a network-only protocol, ignoring principal mobility, and

requires link-state announcements.

The work in this dissertation improves on these systems by integrating the nuanced use

of a diverse set of network links with unstructured natural mobility, constructing a hybrid

overlay network that can be used in two complementary ways. It can deliver bulk data

between peers within challenged environments, or to and from well connected ends. The

system on an unmodified network stack, and probabilistically learns principal mobility in

the system.

Finally, when considering services designed for challenged networks, the dissertation

discusses the marketplace requirements in making these systems viable and sustainable in

the long run. The auction based market platform discussed in this dissertation attempts to

foster competition and innovation in these regions by providing a market platform which

transfer one-to-one business transactions to a many-to-many environment. As a result,

services can easily be discovered and traded on an open market.

Ethiopia’s recent commodities exchange [25], setup by a collaboration of the country’s

economists and engineers, is a good example of market-based solution that is meant to

address the unfairness and lack of information for farmers. Esoco/TradeNet [121], a project

in West Africa, enables individuals to get current prices from commodity markets using an

SMS platform. Trade at Hand [122] is a project funded by the UN’s International Trade

16



Center in Geneva, and provides daily price information for fruit and vegetable exports

in Burkina Faso and Mali. Manobi [83] is another telecom firm based in Senegal that

provides real-time agricultural and fish prices to fee-paying customers. BoonaNet [66] is

a similar effort in Ethiopia for providing pricing information for commodities like coffee

and teff using SMS in local languages. These and similar project are good examples of

what open markets and information flow can bring to communities. The marketplace in

this dissertation further extends these principles by providing an extensible auction-based

plugin market platform that can be used for enabling digital services reach more customers,

and build standalone markets for trading other goods.

In summary, the contributions in this dissertation build on numerous projects in com-

puter science, information studies and economics in understanding and improving end user

experience in information access. The following chapters, presented in three parts, will pro-

vide a detailed look into these contributions and how they relate to the projects described

in this chapter.
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PART ONE

UNDERSTANDING USAGE

CHAPTER III

Observing web usage at shared access sites

3.1 Introduction

Web usage is growing largely personal. The most popular internet destinations increas-

ingly seem to be those that provide individualized experiences to their users. On the other

hand, even traditionally ‘static’ content such as news is increasingly localized and person-

alized. As the amount of information available on the web grows exponentially [11, 42],

personalization is a welcome trend that allows users to focus on what is relevant to them.

Just as important, the sheer volume of content available online enables users to choose from

a diverse set of services that cater to their personal preferences and interests.

Unfortunately, this creates challenges in designing and building web acceleration mech-

anisms. These mechanisms are especially important in many developing country environ-

ments where connectivity is poor and the network infrastructure is generally challenged.

Even when good connectivity is available, it’s often very expensive, and comes with costly
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bandwidth caps [35, 84]. As a result, effective web acceleration systems that work well

within these constraints are still very useful. However, many existing systems are built on

basic mechanisms that predate the increasingly personal nature of web usage.

As a result, traditional approaches towards web acceleration find it difficult to perform

well. For example, recent studies of web acceleration in developing country contexts have

reported that overall cache hit rate from prefetching content for users is very low, often

given in single digit percentage points [19, 57]. When considering the cost of prefetching

unused content in already-constrained environments, those gains dwindle to almost none.

This is perhaps to be expected as many systems are built with an aggregate view of their

users, while web experience has been getting more personal. This lack of a nuanced un-

derstanding of web usage in developing countries limits the effectiveness of many existing

systems.

In order to start tackling this growing problem, this chapter presents three concrete

steps. The first contribution is collecting the first personalized, large scale web usage

dataset in developing countries. While several datasets with aggregate information about

web usage patterns in developing countries exist [19, 32, 55, 63], none of them provides an

individualized look into personal web usage. The dataset in this chapter was collected at

two sites in southern India over a period of one month, and contains web usage information

for about 470 users segmented across several sessions. This data has been anonymized to

remove personally identifying information, and is available for researchers to access. This

dataset will provide a much needed insight for web system developers targeting developing

countries.

This chapter also provides some analysis on this individualized dataset in order to quan-

tify the personal nature of web access in developing regions. While there has always been

anecdotal evidence to suggest web usage is getting increasingly personal and dynamic even

in developing regions, the analysis provides some tangible evidence to describe the phe-

nomenon. For example, a majority of the users spent more than 40% of their browsing
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time on private web destinations such as email and social networking sites. Likewise,

nearly 60% of data transferred over the month was initiated from domains that were re-

quested by less than 3% of the user base. On the other hand, there is a high similarity

between different sessions of the same user, even more than what has been reported for

users in well connected environments [75].

Finally, using lessons learned from the analysis, this chapter provides some observa-

tions on how to design better web acceleration mechanisms for developing regions. The

personal and dynamic nature of web usage presents both a challenge and an opportunity

in building web acceleration systems. The challenge is rethinking traditional mechanisms

with an aggregate view of the user base to cope with emergent trends in web usage. How-

ever, this presents an opportunity in designing personalized web acceleration mechanism

that understand and cater to users in developing countries.

3.2 Data collection

The collection of personal data usage must be approached with a great deal of sensitiv-

ity. The goal was to collect web usage logs from a diverse set of users, while having some

level of repetition among those users. In particular, it would be useful to attribute each

browsing session to a unique user, and do so consistently across sessions. While its often

easier to access such data in organizations that require their users to log in for web access,

that also limits the cross-section of users captured. Instead, this study focused on shared

access sites that serve a variety of users. There were two sites for data collection—an inter-

net kiosk with 15 Windows workstations, and a vocational computer education center that

trains users across several levels. Both of these sites were located in the northern edge of

Bangalore in Karnataka, India.

Recent changes in Indian cyber security laws require internet cafe operators to record

the identity of their users before every session. Users are required to provide a multitude of

information, including their voter ID and telephone number before accessing the web. This
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law has also given rise to an ecosystem of kiosk management software with personalized

information control. However, the internet cafe in this study was still using a pen and paper

form to log users (Figure 3.1). As a result, a separate mechanism for associating identity

with browsing sessions was provided.

Figure 3.1: A user signs in to access the web at a participating shared internet access site

The Event Logger for Firefox [20] plugin was modified to support a login mechanism

that asked users for two pieces of credentials, their email and phone number, at startup.

The logger collects various pieces of information about web usage, including requests,

responses, caching and inactivity. Every event recorded was associated with the individual

information which was used to establish identity across sessions. Further modifications

were made to include information such as the time users spent on various domains and the

site of data collection. This data was periodically uploaded to a monitoring and back up

server. At the end of one month, there were about 8 million events recorded from around

470 users.

The second step in the data collection was anonymizing the dataset to remove all per-

sonally identifying information. First, users are grouped based on matching credentials,

and each user is given a globally unique ID. Each session for a user is identified with an-

other globally unique ID, and every event in the session is associated with it. In order to

remove information that could potentially identify users from URL parameters, all param-

21



eters are hashed in the URL entry for requests and responses. This anonymized dataset is

available as hierarchical record of user-session events.

Understanding the personal nature of web access in developing countries is one obvious

use for the dataset. However, several other use cases might be interesting for researchers.

For example, it can be used to simulate a realistic service load when evaluating alternatives

for web access improvement in developing countries. In addition, it can enable researchers

to build and test fine grained access models that represent web usage in these environments.

These models are useful in making resource allocation decisions.

3.3 Analysis

This section provides the analysis on the personalized dataset. It will start by charac-

terizing the data itself, and then proceed to higher level analysis of user behavior. In this

chapter, the focus will largely be on personal patterns in the dataset rather than aggregate

analysis.

3.3.1 Data characterization

The usage data was collected for a continuous period of 4 weeks between January and

February of 2011. It contains a total of 471 users, with 141 of those users having two or

more sessions. Figure 3.2(a) shows the distribution of the number of sessions. For about

43 users, there were at least 4 separate sessions recorded.

Each session is characterized by the amount of time a user spent on it. Figure 3.2(b)

shows that a majority of the sessions were less than half an hour in length. However, its

common to have sessions that are a few hours in length, with 15% of user sessions lasting

for at least an hour.

Figures 3.2(c) and 3.2(d) give CDF representations for the amount of data transferred

in a session and the number of unique domains that initiated the data transfer. More than

60% of user sessions had less than 15 unique domains responsible for sending data, and
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(a) Number of sessions per user (b) Time spent per session

(c) Data transferred per session (d) Unique domains requests per session

Figure 3.2: A detailed characterization of the network access data collected during the ex-
periment

transferred less than 30 MBs of data. The size of data transferred varies greatly from one

session to other, partly based on the length of the session.

3.3.2 Time spent on private content

The analysis starts out by considering the amount of time users spent on private con-

tent. This includes web destinations that require users to log in, such as email and social

networking. A very conservative approach was used for identifying private web destina-

tions by looking at only well known email and social networking service providers in India.

Then, the time records were filtered for visits to those domains. Realistically, anything that

would require credentials to log in, ranging from financial services to job boards, is private

by nature. As a result, this representation underrepresents time spent on private content.
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Nonetheless, it is found that 40% of the users spent at least 60% of their time on private

content, while over 30% spent at least 80% of their time on those services. The comple-

mentary CDF in Figure 3.3 shows, what fraction users spent at least what fraction of their

time on private content.

Figure 3.3: The distribution of time spent on private content as a fraction of session length
for participating users

3.3.3 Personally interesting content

Private content, however, is only a small manifestation of the personal nature of web

usage. The wide availability of diverse content on the web significantly fragments web

usage patterns across users—several destinations are only personally interesting, with a

small fraction of users requesting them. The analysis considers this phenomena by analyz-

ing how frequently users make requests to various domains. The complementary CDF in

Figure 3.4 plots percentage of users making a request against the fraction of requests. For

example, the percentage of requests that were made by at least 10% of the users accounted

for less than 2% of the total requests. This severe fragmentation has direct consequences

on caching and prefetching systems that only consider users in aggregate. As shown in

the figure, this is even more visible when each request is weighed with the amount of data

transfer it initiated.
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Figure 3.4: The size and relative popularity of requests made by users

Figure 3.5 shows at a 3-way representation of popularity of domains against data size

initiated by the domain, and the time users spent on it. Save for a few and well known

outliers, most data requests are made by a very small fraction of users. Destinations such

as Google and Facebook are requested by a large percentage of people, but account for a

small fraction of the total data size, while video content from YouTube accounts for 20%

of the total bytes but represents a small fraction of users.

Figure 3.5: A three dimensional comparison of request popularity against the size of re-
quests and the amount of time users spent
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3.3.4 Understanding individuals

Since web access in developing countries is increasingly personal and fragmented, the

next task was analyzing how similar users are to themselves across several sessions. In

addition, it would be useful to compare these results with previous studies of user behavior

in well connected environments. The first analysis looks at pair wise Jaccard indices among

domain requests per session. The Jaccard index for two sets gives the ratio of the number

of items in the intersection of the sets to the number of items in their union. Therefore, for

two disjoint sets, the Jaccard index will be 0, while for two identical sets, the Jaccard index

is 1. Jaccard indices for user sessions are interesting because they measure how similar

sessions are to each other.

The analysis starts out by filtering users that had at least 2 sessions in the dataset,

which includes 141 individuals. For each user, the average of the pair wise Jaccard indexes

among their sessions. The higher the Jaccard index, the more similar sessions are to each

other. Figure 3.6 shows a complementary CDF of Jaccard indexes for two parameters—

one weighed by the size of data domains generated, and the other by the amount of time

users spent on each domain. These metrics roughly correlate with each other, and 40%

of the users had a Jaccard index of at least 0.5. This is significant because it indicates

the potential of a personalized web acceleration system to model and understand its users,

improving its performance.

Another model that has been commonly applied in studying web access patterns is a

Markov model. A first order Markov model assumes the probability of a user transitioning

to a particular state depends only on the user’s last state, and this probability is the same

anytime this state is observed. In the case of web access patterns, a Markov model tries to

predict the user’s next request based on the last request. This uses slight modification of a

first order Markov model that continuously updates the probability distribution of states as

more information is obtained about the user. Given a user session with an ordered list of

requests, the model predicts the top 3 next requests. Afterwards, the model is provided the
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Figure 3.6: The distribution of the average pair-wise Jaccard indexes among sessions of the
same user

actual next request, and this is used to slightly modify its probability distribution.

The results in Figure 3.7 show significant success for a Markov models to predict user

behavior. On average, the model was able to predict the next request accurately 53% of

the time, and the request was in the top 2 and top 3 of the predictions 68% and 75%

of the time respectively. This is found to be better than previous studies of web access

in developed regions [75], where prediction rates were generally under 40%. However,

this is not surprising. Constraints in network access encourage people to mostly focus on

important items, and spend their online time on these items. As this reduces the branching

factor of browsing, it helps the model predict requests better. Once again, this presents an

opportunity for building personalized web acceleration systems that better understand user

behavior in challenged network environments.

3.3.5 Associations and clustering

Finally, clustering and association algorithms were run on the global data set to see if

they can identify trends that can be exploited in web acceleration. An unsupervised learning

algorithm (leader clustering [50]) was applied on a vector representation of the data, where

each user had an entry for every domain that is accessed, weighed by the number of times
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Figure 3.7: The accuracy of a first order Markov model that predicts future access for indi-
viduals

it was accessed. Using an Euclidian metric to calculate distance, this attempts to discover

clusters of sessions that show similar interests. However, unlike early studies in web access

patterns [133], the approach was able to cluster only a small fraction of the total sessions,

with a significant majority of clusters including only a single session.

The standard APRIORI algorithm [7] was then run on the dataset to discover associa-

tion rules between accesses. For example, if users who access site A usually access site B

as well, a prefetcher might use this information for intelligently deciding what content to

prefetch. While there are some clear associations with high confidence, these tend to be

limited to very popular destinations (such as facebook.com⇒ google.com), or private con-

tent (gmail.com⇒ facebook.com). The results from associations and clustering generally

point to the globally divergent nature of access behavior. This is to be expected from the

increasingly personal web.

3.4 Discussion

With some of the lessons learned from analyzing a personalized web access dataset, this

chapter returns to the design of web acceleration systems for developing regions. When us-

age is fragmented and personalized, traditional and aggregate mechanisms such as generic
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caching and prefetching will increasingly find it difficult to perform well. If the last few

years are any example, this trend towards more individualized and diversified experience

for web users is going to continue. As a result, web acceleration mechanisms need also to

be built with personalization as an important component.

While building personalized web acceleration mechanisms will involve various trade-

offs with storage, computation and privacy, the potential for improving the end user ex-

perience is high. System designers can incorporate personalization in web acceleration

mechanisms at different levels and in various capacities. One approach is to personalize

prefetching. Predictive prefetching algorithms are an important component of web acceler-

ation [20, 58]. Prefetching, however, has an important constraint in developing regions that

the cost of mispredictions is quite high—limited and expensive bandwidth makes it diffi-

cult to justify meager gains from aggressive prefetching that consumes a lot of resources.

Personalized web usage makes it especially hard to have good, general purpose prefetching

algorithms that work well for all users.

Fortunately, however, at the individual level, web usage is not as diverse as it seems.

As some of the analysis in this chapter has shown, this is even more so in developing coun-

tries. This suggests an important consideration for web acceleration mechanisms should be

incorporating user identity in determining what to prefetch. Such a mechanism can be im-

plemented at a client or a proxy level depending on the private or shared nature of access.

Identity does not have to be personally identifiable, and a personal prefetcher will have

responsibility in providing some privacy guarantees to its users. The dissertation will later

discuss how to incorporate some of these observations in building a system for distributing

private data in challenged networks in Chapter V.

Another dimension for incorporating personalization could be to build cloud-based

tools that guide local clients through web acceleration. This might turn out to be more

convenient as it does not tie users to particular access sites. This also gives designers more

flexibility to incorporate large scale data in improving individual performance. For exam-
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ple, as a user starts a browsing session, she might be offered to sign in to her account.

Without a local administrator having to keep track of individual behavior, the personaliza-

tion service can provide the required information to the browser that would help it improve

web performance to the current user. At the same time, this allows the user to get improved

performance across various service providers and platforms.

In summary, this chapter described a study in understanding web usage behavior in

developing regions settings, and its implications web acceleration mechanisms. Although

web acceleration mechanisms are important in challenged network environments, new ap-

proaches are necessary in coping with the changing patterns in data access. In particular,

the personalization of web access, and the resulting fragmentation, is often detrimental to

mechanisms that rely on the redundancy of content access for improving performance.

As a result, new systems built for web acceleration and improving end user experience

in information access need to consider personalization as a key factor. The second part of

this dissertation will discuss several such systems that build on these observations. The next

focus in understanding user behavior is a case study on the adoption and characteristics of

social networking in developing regions. Social networking has been one of the fastest

growing segments in web access, and one that is driving personalization. The study pre-

sented in the next chapter is based on data obtained from a commercial social networking

site with a strong presence in developing regions.
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CHAPTER IV

Case study: social networking in developing regions

4.1 Introduction

The analysis of web usage in developing countries, discussed in the previous chapter,

points to the increasing fragmentation and personalization of access behavior. One of the

key areas where this has been manifested is in online social networks. As a case study

in further understanding web usage behavior in developing regions, this chapter focuses

on the characteristics and adoption of social networking in these areas. In doing so, we

analyze user behavior as well as socio-economic factors that might impact such behavior,

ranging from demographics and education to the effects of geographic location in social

network adoption.

As mobile and internet penetration improve worldwide [1], users from developing coun-

tries are participating in increasing numbers in online communities. The previous chapter

and several other studies of web usage patterns in developing country contexts [84] indicate

internet users in these areas are engaged in online social networking and communication

tools, spending a significant portion of their online time on them. These observations have

been made across several usage scenarios, ranging from educational institutions in urban

India to remote internet access sites in Africa and Latin America. In addition, surveys

and other anecdotal evidence has indicated that users from emerging economies have been

driving worldwide membership growth in social networks [18].
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This chapter provides the first large scale and detailed analysis of social networking us-

age in developing country contexts. The analysis is based on profile and activity data from

LinkedIn, a professional social networking site with, as of writing, over 100 million mem-

bers worldwide. Over the past few years, online social networking has been providing a

communication platform on a truly global scale unlike anything the world has seen before.

Its adoption by people from every corner of the world builds on many interesting patterns

and characteristics that reflect the underlying economic, social and cultural makeup of the

participants. Using data from a commercial social networking site with a global member-

ship base, this chapter provides an internal look at the social networking phenomena in

developing country contexts, and how it compares with the rest of the world.

LinkedIn has members from every country in the world, including several million in

Africa. It also has a strong presence in Asia and Latin America, with countries like In-

dia and Brazil among the most active in the world. As a professional networking site,

LinkedIn also has unique access to information such as career industries and educational

level of members. This gives us a rich set of demographic and location data to work with,

augmented by detailed activity information for the website. This ranges from how members

access the social networking service to how they make connections and interact with other

members. This study combines profile information with activity data to analyze several

aspects of social networking usage in developing countries.

The analysis in this chapter is presented in the form of several themes that illustrate

different dimensions of social networking use. While the study focuses on patterns and

characteristics from developing countries, it will also present contextual information from

the rest of the world, which provides interesting comparisons emerging from the underlying

differences and similarities in the member base. Some patterns are unique to the develop-

ing world, often shaped by economic, social and cultural factors, or the brief history and

attributes of internet citizenship for many users in these environments. Other patterns tran-

scend geographic and economic barriers, and derive from basic human social behavior in
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sharing, communication and interaction. The goal of this chapter is to provide researchers

a revealing look on the growth, adoption and characteristics of social networking in devel-

oping regions, one of the fast growing segments in internet use in those regions. While

these characteristics are good indicators of social networking use in emerging economies,

it is important to note that the analysis is solely based on data from LinkedIn, only one of

several commercial social networks.

This chapter discusses six characteristics and patters, ranging from the interconnected-

ness of members in various geographic regions to the demographic and educational makeup

of participants. Social networks enable members to make connections with other members

throughout the world, and the study will begin by investigating how people choose to con-

nect with each other. In particular, the study will look at the geographic locality of social

network connections, and trends that emerge from cross-country and cross-continental con-

nections.

The study then considers the overall engagement and activity of members in developing

countries, and how it compares with the rest of the world. This can be expressed in several

terms, including the growth of personal connections of members in the network, and the

frequency and length of visits compared to members from more connected environments.

This is augmented by a look at access devices from developing regions. The study will

investigate how members are accessing social networking sites from various regions, and

how this trend maps the increase in mobile and internet penetration in many developing

countries.

Another important component in understanding social networking use is the demo-

graphic and educational makeup of members. The study will explore generational bias

in internet access and participation, as demonstrated in the age distribution of members

across the world. In addition, it looks at gender representation, and how cultural and access

barriers are reflected in social networking usage. Alongside demographics, the study inves-

tigates the educational background and industry representation of members from various
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developing countries and corresponding worldwide trends, discussing biases in member-

ship due to economic status and access to technology.

Finally, the study looks at the impact of local languages in social networking partici-

pation. It will investigate how content access in a local language influences adoption, and

the extent of this influence in various regions. As new languages are introduced, it ana-

lyze how it affects usage in developing countries. To show this effect, the study considers

pairs of countries with the same national language, but different economic and cultural

backgrounds, and explore the correlation between local languages and adoption.

4.2 Dataset

This section describes the process of data collection and data analysis used throughout

the chapter. This section will first discuss the pipeline of data collection on the LinkedIn

platform, and how data is aggregated from several sources. It will then introduce the data

infrastructure used for the analysis, which also supports many LinkedIn services.

4.2.1 Data collection

The study uses two main types of data at LinkedIn. The first form is replicated from

production databases, which consists of data mostly provided by LinkedIn members. This

data includes member profile information, their education, and their connections with other

members.

The second form is activity-based tracking data, which corresponds to logins, pageviews,

and user agents. This data is aggregated from production services using Kafka [70], a

publish-subscribe system for event collection and dissemination developed at LinkedIn.

As of this writing, Kafka is aggregating hundreds of gigabytes of data and more than a

billion messages per day from LinkedIn’s production systems.

The data analysis presented in this chapter is done over a large amount of data, and

is intended to represent interesting characteristics of social networking use in developing
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Figure 4.1: Classifying regions of the world for this study

countries. In order to classify countries into groups, the study uses the UN geoscheme

for macro geographical regions from the United Nations Statistical Division [3]. Member

country information is provided during registration.

This scheme is based on the M49 classification, and is often used for statistical analysis

purposes. To better represent socioeconomic differences, the study makes two common

adjustments. First, it groups Central America, the Caribbean and South America into “Latin

America and the Caribbean” (or “Latin America” for short). In addition, it extracts Western

Asia (the Middle East) into a group of its own. While the study has represented Africa,

Asia and Latin America separately in the analysis, it refers to their combination as the

developing world, and compare their statistics with North America and Europe. Figure 4.1

shows a map representation of this regional classification.

When this chapter represents countries on figures, it sometimes uses the ISO 3166 two

letter country code for graphics readability. Further, all chosen countries have at least

50,000 LinkedIn members so as to avoid skew due to sparsity.
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4.2.2 Analysis Infrastructure

One of the core pieces of data analysis infrastructure at LinkedIn is Hadoop, an open

source implementation of MapReduce [26]. MapReduce provides a framework for process-

ing big datasets on a large number of commodity computers through a series of steps that

partition and assemble data in a highly parallel fashion, simplifying the process of writing

parallel programs by providing the underlying infrastructure, failure handling, and simple

interfaces for programmers.

At LinkedIn, and for the analyses in this chapter, MapReduce is used with two scripting

languages on top of Hadoop: Pig [94], a high level data flow language, and Hive [119], a

SQL-like language. After aggregations are computed on Hadoop, the resulting data is small

enough to be processed by common tools locally on a single machine.

4.3 Data Analysis

This section discusses six themes in understanding social networking usage in devel-

oping country contexts. As this work is a comparison of the developing world against the

developed world, it normalizes all data to the United States or North America respectively.

In a couple of cases, the analysis has had to estimate data, which has been clearly docu-

mented.

4.3.1 Connections

The first topic focuses on the composition of connections in the social network for

members from various regions. A connection is established when a member requests an

invitation with another member in the network and is later approved by the invitee. Online

social networks enable participants to establish connections with members from around the

world, and this section investigates the makeup of these connections. Note that connections

are bidirectional, with each connection linking two members in both directions.
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An interesting pattern in analyzing social network connections is the interconnected-

ness of members within a region, or the locality of relationships. This study expresses

the geographic locality of relationships by computing the ratio of connections that are

established to members within the same geographic region. When considering macro-

geographic classes, the study measures the fraction of connections established within the

same macro-geographic region. It then breaks the numbers down by country, and considers

connections within the same country.
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Figure 4.2: Geographic interconnectedness—fraction of connections originating from the
same geographic region as members in that region

Figure 4.2 shows the interconnectedness of various regions. For each macro-geographic

region represented, it also provides a few selected countries from the same region, and

consider connection locality at the country level. Africa and the Middle East have two of

the lowest rates of geographic locality: nearly 40% of connections in each respective region

is established with members outside the region. Figure 4.3 shows geographic locality of
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connections for all countries in Europe and Africa on a map. As the dots on each country

get larger and darker, connection locality increases.

Figure 4.3: Geographic interconnectedness—locality of connections for members in Africa
and Europe, computed per country. Bigger dots represent more connections
established to members within the same country.

One of the important factors in understanding connection locality is the membership

population from each region. Intuitively, as the number of members in a region increases,

the chances of establishing a relationship with similarly located members increases. How-

ever, this can be balanced out by the increase in membership of other regions, which also

provides more opportunities for cross-country and cross-region relationships. There is

some correlation between the size of the membership base in a country and the rate of

connection locality (ρ ≈ 0.6, for countries with more than 100,000 members).

Another interesting way of looking at connection distributions is to consider how far

connected members are from each other. Using location information, the distance between

members is estimated using the Haversine function [114]. Figures 4.4(a) and 4.4(b) show

connection distance for macro-geographic regions and a selection of countries. For each
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Figure 4.4: Connection distances—distribution of estimated physical distances (in miles)
of network connections for members from various regions

region, the distance distribution is computed by considering all connections that originate

from the region. On average, Africa and Asia have the two longest distances for connec-

tions, and this is also reflected in the individual countries represented. Several reasons,

including geographic attributes of the region and the rate of connection locality, affect this

distribution.

For connections that do not terminate in the same geographic region, the study then

considers patterns in cross-country and cross-continental relationships. Figure 4.5 is a

39



branching map which depicts where outbound connections terminate for a few selected

countries. For each country, it shows a few countries where members in the originating

country have connections to. The thickness of the line for each arrow corresponds with

the fractions of connections that terminate in the destination country. To avoid cluttering,

the figure removes self loops, and instead provide the fraction of local connections as a

percentage.

Figure 4.5: Outbound connections—a representation of cross-country social network con-
nections for various countries

4.3.2 Activity

Measuring the activity and engagement of social networking participants is an impor-

tant component in understanding usage from various regions. This manifests itself in sev-

eral ways, ranging from how actively members are making connections on social network-

ing sites, to the duration of visits to social networking sites. Several web usage studies in

developing country contexts have indicated that users spend a significant fraction of their

online time on social networking and communication websites. This section presents a few

metrics to further delineate usage across developing countries.

40



co
nn

ec
tio

n 
gr

ow
th

 fo
r 

Ja
n 

20
11

 (
no

rm
al

iz
ed

 to
 N

. A
m

er
ic

a)

0.0

0.5

1.0

1.5

Africa Europe Latin
America

Middle
East

North
America

(a) Regions

co
nn

ec
tio

n 
gr

ow
th

 fo
r 

Ja
n 

20
11

 (
no

rm
al

iz
ed

 to
 U

S
)

0.0

0.5

1.0

1.5

2.0

br gh in ir us za

(b) Selected Countries

Figure 4.6: Connection growth—the rate of establishing new connections for members in
various regions

An important aspect of social networking activity is the rate of establishing connections.

Much of the utility in social networks is driven from communicating with fellow members,

and connection growth is a key indicator of member engagement. Figure 4.6(a) presents

the normalized rate of connection growth for January 2011 across several regions, which

is calculated as the average month over month growth in the number of connections for

members from each region. This rate is normalized such that the rate of connection growth

for North America is one. Figure 4.6(b) presents the connection growth information for a

selection of countries for January 2011, normalized to give the US a value of one.

Connection growth is the fastest in developing regions, which is also reflected in the

individual countries represented. One of the main reasons for this is the increasing addition

of new members from these regions who are actively making connections on the network.

In the early stages of social networking use, members actively add connections to their

network. Even then, however, some regions are more active in adding connections. For

example, during January 2011, members from Africa are adding new connections quicker

than their counterparts in Latin America, although the membership base is growing around

30% faster in the latter.

Another metric this study considers in analyzing activity on the social networking plat-
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Figure 4.7: Member activity—the duration and frequency of member visits from several
regions
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Figure 4.8: Regional bandwidth—peak and average inbound bandwidth from members in
developing regions

form is the duration of visits. A session is defined as a continuous user activity with an

idle period of at least 30 minutes indicating a new session. Figure 4.7(a) shows the aver-

age normalized length of sessions for January 2011. In general, sessions established from

developing regions generally last longer. A key factor for these differences is network

connectivity, which varies significantly for different regions. For example, low bandwidth

connectivity in African and Asian countries requires members from those regions to spend

more time interacting to obtain the same information as North American members who

have shorter lived sessions.

To better represent this relationship, Figure 4.8 plots the average and peak inbound
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Figure 4.9: Mobile Access Growth—the ratio of sessions established from mobile devices,
each month normalized to the fraction of mobile accesses in the US

bandwidth from accesses in developing regions on July 1, 2011 normalized to North Amer-

ica. These measurements are obtained by a system that monitors LinkedIn’s inbound net-

work traffic from several endpoints around the world, in part for detecting and preventing

network attacks. These numbers correspond to Akamai’s state of the internet report [8]

which estimates average connectivity from various regions. As mentioned earlier, the low

bandwidth connectivity of members from developing regions is one of the reasons for elon-

gated sessions.

In addition to session duration, visit frequency is an important metric for comparing so-
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cial networking engagement across developing regions. Figure 4.7(b) plots the normalized,

average number of sessions per member for various regions for January 2011. The data is

normalized such that members in North America have a median visit frequency of 1. De-

veloping countries generally have a high number of visits per member, although this could

be skewed by the influence of newer members. This also correlates with the growth in the

number of connections described earlier.

4.3.3 Access devices

Mobile penetration has been one of the singularly most important factors in connecting

developing countries locally and across the globe. By the end of 2010, there were more than

5.3 billion telephone subscribers around the world, with nearly a billion of them having ac-

cess to 3G data services [1]. This growth has been largely driven by Asia and Africa, which

have the two highest growth rates in the world. Mobile access is available to nearly 90% of

the world population. A number of studies in the developing world indicate that for many

people, the phone is the first, and sometimes only, gateway to the internet [31].

In this section, the study focuses on how users access social networking services from

various regions. It broadly divides access verticals to mobile and desktop. Mobile accesses

include visits that were directly made from mobile web browsers, or through applications

that access the social network over a set of API’s. In addition to smartphone applications for

platforms like the iPhone, Android, and BlackBerry, LinkedIn also has a native Symbian

application that runs on Nokia phones, which are more common in developing countries.

The fraction of mobile accesses is the metric of interest in this case.

For each region, the ratio of accesses made from mobile devices is computed. To com-

pute access ratios, the study looks at the fraction of sessions that were made from mobile

browsers and applications, aggregated by geographic regions. Each ratio is computed as a

fraction of accesses from mobile devices in that region to the total accesses from the same

region on a monthly basis. Each month has been normalized to the mobile access fraction
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in North America or the US, respectively.

Figure 4.9 shows the ratio of mobile sessions by region and select countries for a pe-

riod of 10 months, each month normalized to North America or the US, respectively. At

a regional level (c.f. Figure 4.9(a)), Latin America and the Middle East have the highest

fraction of mobile accesses, and mobile accesses have been increasing significantly. Fig-

ure 4.9(b) presents a selection of countries in developing regions with high mobile access

ratios. For example, in Africa, Nigeria has some of the highest mobile access rates with

nearly 3 times as much as mobile accesses from North America.

4.3.4 Demographics

This section focuses on the age and gender composition of social networking partici-

pants from developing regions. The age of members is estimated from their profile educa-

tion information: it is assumeed members were 21 years old when they start their career.

While this technique might be a good approximation for members in western countries, a

caveat is that its effectiveness might vary in different areas where career start ages might

be generally different.

Generational bias is an important factor in online participation. Perhaps more interest-

ing is that this bias tends to operate on a global scale. When looking at the average and

median ages of social networking members from across the world, participation is natu-

rally skewed towards people of younger age. The age distribution is also interesting when

considering the underlying makeup of the population in different regions. Countries in

developing regions generally have a younger population, which is reflected in the social

network representation of age groups.

As shown in Figure 4.10(a), the median ages for members from North America are a

few years higher than those in Africa or the Middle East. The age distribution for Asia and

Latin America is also quite similar, roughly within a year compared to members in Africa.

Broadly speaking, younger median ages for members from developing regions correlate
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with the differences in median ages of the underlying population. Figure 4.10(b) shows

a selection of some countries from each region with median ages in the highest or lowest

quantiles.
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Figure 4.10: Demographics—estimated median age of members in various regions

Gender representation is another interesting characteristic for many regions. Gender

information is approximated by classifying member first names using a large annotated

catalog retrieved from several baby name books. Names that could not be mapped to a

gender—the catalog of baby names is biased to Western names—or are ambiguous are

labelled “unknown.” In all of the gender information figures, the figures have represented

the fraction of users we were not able to map to genders. The unknowns are rather high, so

any conclusions should be viewed with some suspicion.

Figure 4.11(a) shows the female membership ratio for a few regions. Globally, males

are generally overrepresented by membership, but the differences are more pronounced in

many developing countries. Many of these differences can be attributed to social gender

roles and economic differences. For example, the Middle East has the lowest female mem-

bership ratio in the world, with females making up less than 25% of the total membership

base. The ratio is slightly higher for Africa, but with significant differences from country

to country.

Figure 4.11(b) shows a selection of countries with various female representations from
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Figure 4.11: Demographics—approximated gender of members in various regions

several regions. Latin America has one of the highest female ratios in the world, and several

Asian countries have gender representation in line with the general population. However,

countries like India and Bangladesh have a highly skewed male representation. In Africa,

South Africa has one of the higher ratios with nearly 45% female makeup (compared to

49% in the general population [2]). North African countries share similar traits with the

Middle East with lower female representation compared to the rest of the continent.
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4.3.5 Education and Careers

The fifth theme in the analysis focuses on educational levels and career industries of

members. As a professional social network, LinkedIn encourages its members to enter

their educational and work history to their profiles. Education levels can include one or

more user provided description of the member’s educational history. Education levels are

described differently across the world. For example a “diploma” in Ethiopia corresponds

to a 2 year degree that is equivalent to an associate degree obtained from a community

college in the US. To mitigate this problem, education levels are broadly divided to four:

high school, college, masters and PhD. When a member has listed more than one education

level on their profile, the highest one is picked. Members must also provide an industry

when they describe their career. Industry captures a high level classification of career paths,

and there are over 120 industries represented on LinkedIn.

The study considers educational levels in several regions in comparison to educational

makeup in North America. Figure 4.12 shows the distribution of educational levels in

relation to North America or the US respectively for several regions and countries. With

the exception of high school graduates, it is interesting to note the near uniform distribution

of members with higher educational levels in several regions. Africa and the Middle East

have a high fraction of high school graduates in the membership base. When considering

Education Indices from the UN Human Development Report [4], it is important to note that

professional social networking membership is not representative of the underlying literacy

rate and education index in many developing countries. Rather, it is skewed towards to

relatively more educated members, which can translates to relative economic affluence,

and improved access to connectivity.

Table 4.1 shows the top-5 industries represented from each region. Some differences

appear when looking down the list of industries from each region. These differences are

more apparent when looking at a selection of countries as shown in table 4.2. As expected,

industry representation in a country tends to reflect regionally established industries, such
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Figure 4.13: Industry interconnectedness—fraction of connections made to members in the
same career industry for members in various regions

as oil/energy in Nigeria or computer and software in India. In addition to the volume of

professional regionally established industries hire, they also tend to have more international

contacts, which has an impact on technology adoption.

Another interesting aspect of represented industries in the network is how members

connect across various industries. Figure 4.13 looks at the industry similarity of con-

nections, which is defined in a similar manner as geographic interconnectedness in Sec-

tion 4.3.1. For each member, the figure computes the fraction of connected members that

also work in the same industry as the member. Interestingly, the rate of industry similarity
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Region Top 5 industries
Africa accounting, banking, education management, information

technology and services, telecommunications
Asia computer software, education management, financial ser-

vices, information technology and services, telecommuni-
cations,

Europe computer software, financial services, information technol-
ogy and services, marketing and advertising, telecommuni-
cations

Latin America construction, higher education, information technology and
services, marketing and advertising, telecommunications

Middle East banking, construction, information technology and ser-
vices, oil and energy, telecommunications

North America education management, financial services, hospital and
health care, information technology and services, real es-
tate

Table 4.1: Top 5 industries by region: ordered alphabetically

Country Top 5 industries
India computer software, education management, financial ser-

vices, information technology and services, telecommuni-
cations

Malawi accounting, banking, education management, information
technology and services, non-profit organization manage-
ment

Nigeria accounting, banking, information technology and services,
oil and energy, telecommunications

Saudi Arabia construction, hospital and health care, information technol-
ogy and services, oil and energy, telecommunications

United States education management, financial services, hospital and
health care, information technology and services, real es-
tate

Table 4.2: Top 5 industries by country: ordered alphabetically

remains very close for all the regions considered, with members having only 20–25% of

their connections from a similar industry. Intuitively, one might have expected most con-

nections to remain within the same industry, where professional relationships are natural to

establish.

50



La
ng

ua
ge

 g
ro

w
th

(n
or

m
al

iz
ed

 to
 E

ng
lis

h)

1

2

5

10

25

50

100

●

●
● ● ● ●

● ●
●

● ● ●

●

●

●

●

● ●

●
● ●

●

● ●
●

●
●

● ●
● ●

● ● ●
●

● ● ● ●
●

●

●

2008 2009 2010 2011

● de_DE en_US es_ES fr_FR it_IT pt_BR

Figure 4.14: Locale growth—month over month growth of languages, with a focus on the
impact of newly added languages

4.3.6 Local languages

The last topic considered in understanding social networking in developing regions is

the impact of local languages on adoption. LinkedIn is available in a multitude of lan-

guages, a few of which are local languages for many regions in Africa and Latin America.

The analysis focuses on a few chosen languages that have been available to members for at

least one year.

This section first looks at the membership growth rate for various languages. Fig-

ure 4.14 shows a month-over-month time-line from January 2008 through May 2011 of

five languages normalized to English. There is a substantial increase in membership in the

language when it is first introduced, which often remains high for about six months before

it regresses to the mean.

It is often interesting to see the impact of local languages on particular countries. In or-

der to make some comparisons, this section chooses three pairs of countries from different

regions such that the national language for each pair is the same. These include Cameroon

and France (French), Argentina and Spain (Spanish) and Brazil and Portugal (Portuguese).

The top half of Figure 4.15 shows the average normalized month over month growth of lan-

guages for 2008–2010. The bottom half shows the average normalized rate of membership
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growth for each country, and how the rate changes as languages as introduced. In all of the

cases, membership growth responds more positively for countries from developing regions

as the national languages are added. Some of this difference can attributed to the overall

difference in membership growth across several regions, but the adjustment in the rate of

growth a year after the language has been introduced indicates that local languages play an

important role in early adoption, and even more so in the developing world.

(a) Locale month over month

(b) Membership month over month

Figure 4.15: Membership with languages—the impact of language introductions on coun-
tries with the same national language, but different socioeconomic back-
grounds

4.4 Web usage studies

One class of related projects come from web usage studies that provide a macro clas-

sification of how users spend time online. There are several web usage studies that have

been conducted in developing country settings [20, 32, 84]. Du et. al. [32] evaluated HTTP

traffic captured from shared access sites in Ghana and Cambodia. Their results demonstrate
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several features of web usage in developing countries prior to the widespread adoption of

social networks. Another study of internet usage and performance in Zambia [84] points at

the increased adoption of social networking and communication tools even in rural villages

in Africa. Analysis of web usage in Macha, Zambia, some 350 kilometers from the cap-

ital city Lusaka, reveals several interesting findings, including social networking sites as

the top visited destinations. More specific web access analysis from a school setting in In-

dia [20] also indicate wide usage of email communication and social networking. The work

in this chapter complements this body of work by providing analysis on the adoption and

usage patterns of social networking in developing regions. As social networking continues

to be a dominant web usage scenario around the world, this chapter provides researchers

with some insights on the adoption and characteristics of social networking, particularly in

developing regions.

A large scale study of web traffic using data collected from a world wide content dis-

tribution network (CDN) by Ihm et al. resembles the work in this chapter in the scale of

data analysis [55]. Their work analyzes web content that represents one week’s worth of

browsing data from nearly 350K users across 190 countries. They observe a number of

interesting characteristics of web usage in developing regions, including the desire for rich

media and differences in download type distributions. In contrast, the work in this chap-

ter focuses social networking usage at a global scale by using data from over a 100 million

members that come from every country in the world, with tens of millions of those members

from developing regions. This study combines individual profile information with member

activity logs for providing researchers a revealing look on some patterns and characteristics

of social networking usage in developing regions.

4.5 Discussion

This chapter provided a case study of web usage behavior in developing regions by

focusing on online social networks. Using profile and activity data from LinkedIn, this
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chapter has presented several themes for better understanding various dimensions of so-

cial networking in developing regions. Some important observations included the nature

of interconnectedness and locality for members and the impact of local languages in social

network adoption. Over many metrics, the analysis in this chapter attests to the accelerated

growth of social networking in developing regions, and its importance in driving personal-

ization in web access.

As several other studies have also indicated, users in developing regions spend a sizable

portion of their time on personal or private destinations, with social networking as a one

example. The observations in this part of the dissertation point to at least two important

usage scenarios that can benefit from custom designed systems for improving end-user

experience as data access grows more personal and media-rich. One is addressing the

challenge of distributing private data in challenged networks, while the other is designing

mechanisms for efficiently transferring bulk data despite poor network connectivity. The

next part of the dissertation will look at systems that were designed with these observations

in mind.
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PART TWO

IMPROVING DATA TRANSFER

CHAPTER V

Distributing private data in challenged networks

5.1 Introduction

Based on observations of data access behavior in developing regions, we focus on two

usage scenarios for improving end-user experience. One is aiding the distribution of pri-

vate/personal data in challenged networks, and the other is improving bulk data delivery in

these environments. This chapter discusses the former.

There have been several proposals for improving information access in challenged net-

works, ranging from opportunistically prefetching content and storing it for later use [39]

to employing peer-to-peer technology to cooperatively download data files and cache them

for other users [106]. However, these solutions target data that is requested and consumed

by multiple users. Each leverages redundancy in data requests to avoid fetching a piece of

data several times, and delivers it from a local cache whenever somebody else requests it,

thereby making future requests fast. This is a tried and true approach, used in well con-
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nected environments by content distribution networks and most modern browsers. How-

ever, this solution cannot help with personal and private data—unfortunately, such data

comprises a substantial portion of that consumed in internet kiosks as discussed earlier. In

other words, when the data is either personal or only personally interesting, such as email

or a school application, a user can not expect other people to have prefetched the data for

her. In these cases, users must wait while their data is being fetched from a remote host

over a very slow link.

This chapter proposes a solution to this problem by extending the idea of individual-

ized content distribution networks [29] that take personal usage patterns into account. The

system, called Sulula, provides an infrastructure for distributing private data in challenged

networks. Sulula leverages the wide penetration of cellular telephones in developing coun-

tries to securely deliver private data to nodes in low bandwidth, high latency environments

ahead of usage time. By the end of 2010, there were more than 5.3 billion mobile tele-

phone subscribers around the world, with Africa having the highest mobile growth rate [1].

In Ethiopia, for example, there are about 25X as many mobile subscribers compared to

internet subscribers [36]. This allows us to take advantage of widely available services like

SMS in the design. To motivate the approach and better explain the solution, consider the

following usage scenario.

The user, Elsa, is a bank teller in Addis Ababa, Ethiopia. Elsa spends most of her day at

work, and she also takes classes a few nights during the week. She does not have a car and

uses public transportation to get to work and back. She has some time during the day when

she takes breaks from work, and some more time in the evenings. However, the minibuses

she takes home stop running once it gets darker.

Elsa knows of three internet kiosks that she can reasonably get to. One is within walk-

ing distance of her work(KA), one is on her route to work(KB), and one is close to her

home(KC). It is impractical to check her email and do other work at KA because the 15-30

minutes break she takes during the day is never enough to walk over there and even prop-
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erly load her emails. She could break her trip home into two, and stop by KB, but by the

time she is done, it might get too dark, and she might miss the minibuses going home. The

only viable alternative is KC because it is closer to home and she can go there after work.

However, that is also true for many others and there is a long wait there. Even after that,

there are many people using the lines and the connections are terribly slow.

Elsa, like most people in the cities, has a basic cell phone to make calls and send SMS

messages. This is what the solution in this chapter takes advantage of. In the system, she

keeps the phone numbers of the three kiosks in her phonebook. About an hour before her

break during work, she sends an SMS to the kiosk system at KA, with her estimated time

of arrival, thereby requesting her data to be fetched for her. After looking at the allocated

resources, the system informs her whether her request can be serviced or not. If not, it also

suggests the earliest available time at which it could be. At the scheduled time, she walks

over to KA and provides her password to access her data, which is ready and waiting for

her. She could also do the same with any of the other kiosks depending on her daily plans

and routes. By providing an efficient and secure way to deliver private data in challenged

networks, the system eliminates most of the wait time when using the internet in those

environments. Using service plugins, or channels, the infrastructure is able to deliver data

from various sources such as email providers, RSS feeds, web portals etc. It also allows

internet kiosks to better manage the scarce network resources and provide more value to

their customers.

The main contribution of this work is a framework for distributing private data securely

to nodes in challenged network environments that leverages usage patterns and an advance

notification mechanism. In addition, the framework is used to implement three different

channels to deliver personal and personally interesting data from various services. This

chapter also reports on a test deployment that was run in Addis Ababa, Ethiopia.
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5.2 Design

Sulula provides a framework for distributing personal data in challenged networks en-

vironments. At the core of the system is a data transfer infrastructure between two end

points with the following properties:

• Supports an advance alert mechanism, triggering data transfer at the request of the

owner.

• Supports resource management with a scheduling component that factors in available

network resources and priority.

• Operates in challenged networks with low bandwidth and high latency, delivering

data ahead of expected need.

• Provides a content agnostic interface allowing applications to embed their own se-

mantics in their data.

• Provides confidentiality, integrity and source authentication - necessary properties

for secure transmission of private data.

All data in the system is associated with an owner, which is represented by an opaque

ID that is consistent across the system. A typical usage pattern for the system involves data

creation or aggregation at the source, data request by the user, data delivery through the

Sulula infrastructure and finally data consumption. This section will first discuss some of

the guiding principles considered in designing the system.

In the expected usage pattern, users know ahead of time where they want their data

delivered, and provide a hint to the system to initiate the data transfer. However, a user

is not always guaranteed to consume the data requested, and as a result, there might be

cases where a delivered piece of data is never consumed or consumed in time. In addition,

most of the data that flows through the system has a certain freshness constraint, which
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Figure 5.1: Architecture of the Sulula infrastructure

makes data interesting only within a given time frame. Having a time-to-live associated

with all delivered data enforces these constraints. In addition, it relieves the data source

from having to keep state information about old data, which in most cases is not valuable

to the user in any event.

Freshness of data in this case is defined relatively. The nature of challenged networks

makes it infeasible to transfer real time, or near real time data. Sulula is best suited for

data that stays fresh longer than it takes to deliver it. The system leverages this to sched-

ule transfers based on available resources and expected consumption time of the data. By

providing metadata about the data to be delivered, the source assists the resource manage-

ment and scheduling at the data consumption point. When requested data is ready to be

delivered, the data source packages it by compressing and encrypting it. This package is

delivered to the consumption point along with the time-to-live. By transferring the bulk of

the data before a user gets to the consumption point, the interactive operation that requires

a network connection once the user arrives is reduced to obtaining a session key for the

encrypted content. Keys are distributed to consumption points only upon the request and

authentication of users.
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So far, this chapter has described the properties of the data source and the consumption

point. A consumption point is where the user interacts with the system. In challenged

network environments, this could be an internet kiosk or a library computer that a user has

access to. On the other hand, a data source is any service that has some data of interest to

a user. This could be an email provider, a social network site, a blog etc. that has either

personal or personally interesting data available for the user. Unfortunately, it can not be

expected that existing services will adopt support for the system. Instead, Sulula relies on

an aggregator, which supports the Sulula interface, but also knows how to interact with

existing services, and puts relevant data in the system to be accessed by clients.

The system supports data aggregators by way of data channels. A data aggregator is

a server located in a well connected environment that supports the Sulula interface and

collects data that is of interest to users. Data collection is done using data channels, which

are enabled by plugins that run at the aggregator and at the data consumption end. An email

channel, for example, could aggregate a user’s email at the server and make it available to

the data consumption end using the Sulula infrastructure. Figure 5.1 shows the Sulula

system with two implemented channels.

5.2.1 SMS

The International Telecommunication Union’s 2010 ICT development index [1] reports

that by the end of 2010, there were over 5.3 billion mobile cellular subscribers worldwide,

translating into a penetration rate of over 70%, which compares to just about 1.3 billion

fixed telephone lines - or 19 per 100 inhabitants. This makes mobile phones easily the most

widespread modern technology the world has ever seen. Furthermore, mobile phones may

well have the greatest impact on development [34]. In fact, the ICT index states that over

60% of the world’s mobile subscribers were from developing countries, with Africa having

the highest mobile growth rate—one in four people have a mobile phone, significantly

higher than the Internet penetration.
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Using SMS to alleviate the acute lack of network resources, therefore, leverages this

wide penetration. As most internet consumers also have access to a mobile phone (close

to a 100% in the user study described in section 5.5), integrating SMS is not a difficult

transition. Having an SMS interface for requesting transfers, rather than something like a

fixed schedule of data delivery, allows the users to choose when they want to go to internet

kiosks without having to deal with stale data, and gives them the option of comparing

multiple service providers before committing to buy a service. On the other hand, it is also

important to make adoption by kiosks and other internet providers as simple as possible.

For this reason, the system uses a smartphone connected to a commodity PC to serve as

an SMS gateway that can receive and send messages while interacting with applications

running on the PC. In the deployment, second-hand smartphone bought for less than $50 is

used. Such a low price point reduces the barrier to entry for business owners and encourages

them to offer Sulula as an option. In addition, this phone could also double as the kiosk cell

phone as most kiosks have an additional business letting people make long distance calls.

5.2.2 API

To accomplish the above properties, Sulula provides a pair of API’s, one at source of

the data, and another at the consumption point, which expose the following functionalities.

At the data source end:

• Add Owner - Adds an <owner>, a unique opaque identifier, to the system. Data

is private to its owner.

• Put Data - Inserts data for a given user.

• Ready Data - Packages (compresses and encrypts) all available data for a user, as

well as provides information about the data.

• Fetch Data - Delivers data from the source for an owner. This data is encrypted

and has a specified time to live, after which point the key becomes invalid.
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• Get Key - Provides a key for a data transaction by owner, as long as the request is

made within the TTL given in the Fetch Data request.

At the consumption point:

• Request Transfer - Enables an <owner> to request for scheduling of data

transfer to a particular consumption point. This is exposed through an SMS hook for

delivery scheduling, and could also be a network message.

• Initiate Transfer - Contacts the data source about available data for an owner

and schedules its delivery, and provides information about earliest availability time

of data.

• Ready Data - Makes data ready for consumption, decrypted and in the state it was

stored in Put Data.

To enable communication between data channel pairs at the source and consumption

point, the system supports two additional operations:

• Add Channel - Each <owner> can have any number of supported channels as-

sociated. Channels are uniquely identified and are described as plugin specific XML

messages that enable data collection and aggregation.

• Deliver Plugin Data - Plugins can send chunks of data asynchronously to

their counterparts on the server. Such data is associated both with the owner of the

data and the particular plugin that generated it, and is delivered to the server based

on a system wide scheduling of available network resources.

A fully implemented channel provides three operations:

• At the consumption point:
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– Add corresponding channels to the system (with channel details crafted as XML

strings that include the information the server component of the plugin would

need to collect user data)

– Given the user data, be able to attach semantic meaning and display it to the

user. This often could be as simple as invoking a browser with HTML data, but

could also involve presenting email messages, RSS feeds etc.

• At the aggregator end:

– For a corresponding channel, Put Data in the Sulula system for the owner.

To better explain how channels function in the Sulula system, lets look at how an RSS

channel might work. Let’s say the system has user <Elsa>.

• At the users end point, an RSS plug-in would use Add Channel to add the follow-

ing for <Elsa>

– (RSS, "<RSS feed=’www.umich.edu/press.xml’> </RSS>")

– (RSS, "<RSS feed=’www.someblog.com/feeds’

user=’foo’ pass=’bar’></RSS>")

• At the data aggeregator, an RSS server-plug-in would use this information to fetch

and package instructed data and use Put Data to place it in the system.

• Finally, when data is ready for consumption at the user’s end, the system uses the

channel plug-in to display it to the user (again, often with a browser).

5.2.3 Uploads

In addition to requesting future visits, Sulula allows users to schedule data uploads.

Scheduling such uploads is delegated to data channels. Consider an email channel, for ex-

ample. When the user is finished with an email session that might have included reading,
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tagging and composing mail, the channel compiles all data that needs to reach the aggre-

gator so that further network action, such as delivery to the SMTP server, can take place.

The channel then uses the Deliver Plugin Data () API call to pass this data to the

Sulula infrastructure, which schedules it for asynchronous delivery to the aggregator. The

channel counter part on the aggregator can further process this data and communicate the

results to the kiosk email client, such as the successful transfer of mail to the recipient.

5.2.4 Capacity

The ability of consumption points to service user requests is an important factor in de-

termining the practicality of the system. The week long observation of a medium sized

internet kiosk in Addis Ababa with five PCs and two dial up lines, as summarized in table

5.1 below, shows that kiosks are busier during the late afternoon and early evening hours

as students and workers make up most of the consumer base. This leaves ample opportu-

nities for the kiosk to queue and service requests from Sulula users through the rest of the

day. In addition, dial up fees are significantly cheaper during off-peak hours (for example,

about half off for the 6 pm - 8 am block of the dial-up service provided by the Ethiopian

Telecommunication Corporation [35], a monopoly within the country). This increased ca-

pacity enables kiosks to take requests for overnight deliveries, at possibly reduced prices.

Finally, Sulula supports a transparent scheduling system that notifies users the earliest pos-

sible time data would be available if their request can not be serviced by the desired time,

which allows users to weigh their options from multiple providers. This could be especially

useful when some of the kiosks are already heavily subscribed.

5.3 Implementation

Sulula is implemented as a pair of services that run at the data source and consumption

point, and communicate using XML-RPC [132]. Both ends provide API’s that plugins

and applications can use to deliver data. The data source was implemented in a UNIX
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Table 5.1: Customer load at a participating internet kiosk
Two hour block # of customers
8am - 10am 2
10am - Noon 2
Noon - 2pm 2
2pm - 4pm 2
4pm - 6pm 3
6pm - 8pm 5
8pm - 10pm 5

environment for seamless integration with most online services while the data consumption

end runs on a Windows environment for ease of use at internet kiosks and other service

providers. Using the provided plugins, the server can also double as a data aggregator.

As described shortly, data channels are implemented as simple modifications to existing

applications that are used to collect and consume private data.

The data source service consists of data processing, plugin manager and XML RPC

server components. The data processing module is responsible for packaging and encrypt-

ing data and making it ready for delivery. Sulula uses the 128-bit Advanced Encryption

Standard (AES-128) for block encryption and MD5 for hashing. These could easily be

replaced with other encryption and hashing mechanisms. The XML RPC server runs on

a well-known port and can handle multiple requests simultaneously. The plugin manager

interacts with channel plugins, and provides the interface plugins use to manipulate and

deliver data to users.

The data consumer service is implemented as a stand-alone multithreaded process that

accepts requests from users using an SMS interface, and interacts with plugins as well as

the data source. It was implemented on a Windows platform as Windows represents the

overwhelming majority of operating systems run on computers used in developing coun-

tries [95]. The system was built using the .NET 2.0 framework, and make use of an open

source XML-RPC package [24] to interact with the data source. Sulula also usesthe MSR

SMS Toolkit [128], an existing SMS gateway solution from Microsoft Research India, to
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handle and respond to requests from users via a connection to an SMS sending/receiving

port. The SMS toolkit is a simple programmable interface to SMS messaging, with hooks

to applications that enable integration with various systems. A smartphone communicat-

ing with the processes running on the PC using the toolkit serves as the SMS sending and

receiving port. Meanwhile, the phone can also be used for making and receiving calls.

All transaction requests involve three SMS messages per scheduled visit. First, the user

requests their data to be delivered, along with their estimated time of arrival. A request

can have different levels of priority, which would come at different costs, and determine

how soon the request would be serviced, as well as the amount of resources allocated to

the user’s data. The system responds with when the request could be serviced and the cost

of the service, asking the user to confirm the transaction within a deadline. This allows the

user to gauge the freshness of their data as well as the cost. For example, it might be more

valuable for a user to get their data in an hour rather than tomorrow, even at half the cost.

Upon confirmation from the user, the system schedules the request for service. A simple

SMS session might proceed as follows:

• user data request

– <fetch 30 minutes urgent>

• system confirmation

– <Data could be ready in 30 minutes.

Cost 4.5 Birr. Confirm?>

• user confirmation

– <Yes>
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5.3.1 Data Channels

Data channels provide an easy way to deliver personal data to the user through the

framework, and represent how Sulula integrates into the existing infrastructure. These are

often simple modifications to existing applications enabling them to use the Sulula API.

To demonstrate how Sulula supports the plugin architecture and provide working examples

of how channels can be effectively used to aggregate and consume personal data, three

channels have been implemented on top of the system: an email channel, a news feed

channel and a simple HTTP channel. These channels show how the system can be easily

integrated to the existing infrastructure and incrementally support various data sources.

5.3.1.1 Email channel

Email represents the majority of private data that is consumed in developing countries

[100]. This channel supports email communication using the most common mail protocols.

The PyMailGUI email client [81], a lightweight email application written in Python/Tk,

was modified to support the Sulula infrastructure. The client side plugin allows for secure

registration and displaying of email messages, while the data source plugin interacts with

service providers to fetch and send email. The data source plugin uses the owner’s cre-

dentials to authenticate and fetch mail from a POP3 or IMAP server and send mail using

SMTP much like a desktop mail client would. The basic difference between using the email

channel and an unmodified desktop email client is that in the system, email administration

and display occur at the data consumption end whereas email is fetched and sent at the data

aggregator, with the two ends communicating using the Sulula infrastructure. To accom-

plish this, the application is divided to two parts as shown in Figure 5.2. By employing

an asynchronous data transfer mechanism provided through the system, the email channel

provides a much more pleasant experience of email communication in challenged environ-

ments. The modifications took a total of about 130 lines of Python code to implement.
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Figure 5.2: Implementing an email channel with Sulula

5.3.1.2 Newsfeed channel

This channel is used to aggregate news feeds in any of the common forms used on

the web today, including RSS, RDF and Atom. The NewsFeed [30] news aggregator was

modified to use the infrastructure for transferring data in a challenged network environ-

ment. As shown in Figure 5.3, the application is broken to two parts, with the aggregator

running on the data source and the news displayer running on the data consumption end.

As described in the example given in section 5.2, a user can register any news feed that

she is interested in using the client plugin, which gets transported to the data aggregator.

The newsfeed channel also supports authenticated feeds, which allows users to supply their

credentials for accessing private news feeds. News is fetched asynchronously when the

system gets a request for the user’s data. Less than 50 lines of code were needed to modify

this application to use the Sulua system.

Figure 5.3: Implementing a newsfeed channel with Sulula
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5.3.1.3 Simple HTML Channel

This channel provides data aggregation and display for simple HTTP/HTTPS pages.

Studies of web access patterns [19, 32] show that there is a long tail of niche destinations

that are often requested by a single user or a handful of users at most. This channel is

useful for handling such requests that stand to gain little to nothing from conventional

caching mechanisms. The client plugin allows users to input webpages they would like

to be fetched ahead of time. These could be web portals, educational sites, fast updating

news network sites etc. The data aggregator side plugin uses the request to download and

package an HTTP/HTTPS website and readies it for delivery. This plugin can also be used

as a building block for more sophisticated channels.

5.4 Evaluation and Discussion

An ICTD researcher working in Uganda recently wrote about her experience using the

internet there, saying [52]:

At the moment, I’ve totally given up on using my 64/64 WiMax+VSAT link via

Infocom (which costs $300/month) and I’m using my Warid Telecom GPRS/EDGE

modem (cost $60 + $40/month), which incidentally also claims speeds up to

128kbps (16KB/s), but in reality usually sits at about 2-5 KB/s on a good day

(I am getting about 1.0KB/s now). The MTN EDGE/HSDPA service ($150 +

$45 modem) is a bit of a joke and I have never seen it go above 1-2 KB/s (It’s

supposed to be 384kbps, or 48KB/s). I can’t send emails ...

The main goal in building the Sulula infrastructure is relieving this kind of frustration,

which is all too common in developing countries. This section will discuss how the system

improves user experience and adds value in these environments.

The evaluation uses a client computer with a Windows Vista operating system running

on an Intel Core 2 Duo processor, connected to a phone running Windows Mobile 5 that can
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send and receive SMS messages. The data aggregator runs the Mac OS X Version 10.5.5

operating system, also with a Core 2 Duo processor. To simulate a challenged network

environment, it used a WAN simulator [113] to cap the client’s bandwidth at 15Kbps and

introduce a latency of 500ms [10] as well as a 5% packet loss rate. These are reasonable

numbers that a user might expect when going to an internet kiosk, and often better than the

experience at several internet kiosks in Addis Ababa, Ethiopia.

The workload consisted of checking email from a common service provider, Gmail,

where there are a total of 5 new email messages in the users inbox, resulting in 1 MB

of data transfer. The numbers are based on a recent study of email usage patterns [112].

The user also sends out one email with an attachment of a 200KB file. In total, the user has

about 1.2MB of useful data transfer in the email session. In addition, the workload includes

one webpage and one blog that publishes a news feed, for a combined data transfer 500KB,

to the hypothetical user’s routine. The setup is summarized in table 5.2. Based on this

setup, the system is evaluated from two perspectives, cost of using the system, including

SMS messages, and also in terms of time savings realized.

Table 5.2: Experimental setup for evaluating Sulula
Data size Bandwidth Latency

Incoming Email 1MB
15Kbps 500msOutgoing Email 200KB

Web & Newsfeed 500KB

5.4.1 Performance

The biggest gain from using the Sulula system is significant time savings. Users spend

a lot of time waiting in line, as well as slowly accomplishing tasks on the internet. When

the scenario is run in an unmodified kiosk environment, in addition to taking 33 minutes

on average to complete, the user had to refresh the page and restart downloads a few times

because the page would simply hang. Sulula significantly cuts this wasted time by making

a user’s data available and ready before the user gets to the kiosk, as well as asynchronously
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transferring user generated data back to the data source. Data access from storage is almost

instantaneous, and the only on-demand transaction is retrieving the encryption key from

the server, which takes less than a minute. Going back to the previously mentioned user,

Elsa, in Addis Ababa, this could mean being able to effectively use her time during the day,

and freeing up the evenings for other important activities.

Table 5.3: Time savings from using Sulula during the experiment
Avg. Network Interactive Time

Existing Kiosks 33 Minutes
Sulula < 1 Minute

5.4.2 Cost and Pricing

As it stands now, most kiosks in developing countries charge their users by the minute

spent connected to the internet. The average price from a visit to Ethiopia was around 0.4

Birr (about US $0.04) per minute. This is slightly higher than the cost of a single SMS

message (0.3 Birr) as provided by the Ethiopian Telecommunication Corporation (ETC),

which is the only service provider in the country.

A user is charged the per-minute cost regardless of the actual bandwidth delivered. So,

if one spends about an hour trying to accomplish a task that is taking much longer than it

should, it will cost about 24 Birr all together. Instead of this, the Sulula system encourages

charging users based on the amount of data transferred. This is fair to the user because

internet kiosks often have multiple users share a single dialup connection, making any of

the bandwidth promises irrelevant. Because this also encourages transparency, it would

promote business among users who feel like they are paying for undelivered service. Users

are also likely to be willing to pay more for such a service because of the significant time

savings realized. Finally, the kiosks are free to set up their own prices as they see fit, and

let the market determine who has the best value. To facilitate this approach, the system

logs transaction information such as data size and date, and makes it available to users and
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kiosk owners.

The three SMS messages per transaction cost a total of 0.9 Birr. If a kiosk charged 5

cents (0.05 Birr) per 10KB of data transfer, the experimental scenario would cost the user

a total of 9.5 Birr, including all SMS messages. This price point is hypothetical, and could

be different in the market.

On the other hand, running the scenario in an unmodified kiosk environment on average

takes 33 minutes to complete under the network settings described, which translates to 13.2

Birr. Even if kiosks were going to adjust their prices to reflect how much they could have

made without using the system, the approach has a more tangible way of measuring the

service provided, and by extension its value. This means, in this scenario, kiosks could

raise their price as high as 7.1 cents per 10KB, and still not charge the customers any

higher than what they already pay, but at a much higher level of satisfaction. In addition,

the kiosk can provide different tiers of service based on how soon users want their data,

and prioritizing requests accordingly.

Network resources in developing countries are limited. However, researchers can work

within a few constraints to increase value both to consumers and service providers. For

example, the user might have some preferences such as the location of a kiosk in a certain

part of town that does not require taking the city bus or the availability of additional services

at a kiosk. In addition, different users will have different time frames and urgency regarding

when they want their data available. On the other hand, kiosks can better manage their

resources as well. For example, there could be discounts for orders placed in advance

while charging more for short notices, peak hours etc. In addition, overnight fetched bits

could be cheaper, when demand for the kiosk is low, and bandwidth is generally cheaper.

5.4.3 Limitations

Basic limitations such as high latency in the network environment make delivering

interactive data to the user, such as supporting an active browsing session, a bit tricky. One
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naive way to achieve interactivity in networks with very high latency would be prefetching

huge amounts of data. However, this is not feasible since resources are limited to begin

with. Nonetheless, applications can develop smarter mechanisms that leverage Sulula to

provide an experience that resembles interactivity. For example, plugins could analyze

usage history to selectively request what pieces of data to download, and provide a pseudo-

interactive experience.

Another limitation in using the Sulula framework is the diversity of private data sources

and the quirks in accessing them. For example, how a user authenticates to and consumes

data from one social networking website could be different from how data is accessed

from an otherwise similar service. One possible solution is implementing a data channel

that learns the user’s access behavior of various websites within a browser, and uses the

information for accessing and presenting data in future sessions. In addition, the wide

adoption of open source authentication and authorization techniques, such as OAuth [93]

and OpenID [117], allows for more generic solutions.

5.5 Test Deployment

A small in-country deployment of the system was run at a medium sized internet kiosk

in the outskirts of Addis Ababa, Ethiopia. The local partner has been operating the busi-

ness for about a year, and provides a number of office services in the kiosk besides internet

connectivity. This section will describe the initial usage study, the telecom infrastructure in

Ethiopia, and some details about the experience setting up and running the deployment.

5.5.1 Telecom in Ethiopia

The Ethiopian Telecommunication Corporation (ETC) is the sole provider of commu-

nication services in Ethiopia, spanning land lines, mobile phones and internet services.

The latest statistical bulletin from ETC[36] shows Ethiopia has one of the lowest telecom-
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munication penetration rates in Sub-Saharan Africa, with both internet and mobile phone

subscribers less than 1 in 100. Mobile phone service was introduced in the country in 1999,

and internet access only a few years earlier. In spite of this, Ethiopia has one of the high-

est mobile phone growth rates, with subscriptions increasing by more than 164% during

the last two years of the bulletin, which is the third highest in Sub-Saharan Africa next to

Nigeria and Angola, according to the ICT Index [1].

Internet subscription, on the other hand, has not been expanding nearly as fast, which

can be attributed to the lack of infrastructure and the high cost when available. At the end of

2005, ETC reported less than 18,000 internet subscribers in a country of nearly 80 million.

The number of internet users was estimated around 113, 000 and the number of personal

computers around 225,000 during the same year. The cost of service ranges from 160 Birr

setup and 60 Birr monthly charge for a 900 minute dial-up connection to 111,000 Birr setup

and a monthly charge of 48,000 Birr (around $4500) for a 2MB leased connection [35].

These numbers paint a grim picture about the state of affairs regarding network re-

sources in the country, which is also common in many other developing counties. Since the

situation is likely to continue for the foreseeable future, systems like Sulula are helpful in

improving the experience of people accessing the internet in these countries. As a result,

Ethiopia was an ideal place for deploying the system.

5.5.2 Initial user study

At the beginning of the deployment, 12 internet kiosk users were interviewed about a

range of issues regarding their internet usage patters and mobile phone access, along with

some demographic background. Questions asked included how long they have been using

the internet, how often they come to a kiosk, how they use the internet and what some of

the inconveniences are. Table 5.4 summarizes a few of the responses.

Some of the relevant takeaways from the study were:

• The average internet user is a young worker with at least a high school education
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Table 5.4: Selected responses from initial user study on internet kiosk usage
Average age 25
Average # of visits per week 2.2
Common visit time late afternoon, evening
Average session length 44 mins
Common uses Email, Sports, News, Chat
Avg # of email accounts 1.3

• Most internet users were also mobile subscribers

• Webmail was the most dominant use case for internet access

• Most access times overlap, usually during late afternoons and evenings

5.5.3 Deployment experience

5.5.3.1 Language issues

The national language of Ethiopia is Amharic, a Semitic language with its own unique

alphabet. English is thought in school as a secondary language, allowing us simple com-

munication with most kiosk customers. However, local translation of documentations and

interviews were provided to make sure they were well understood. An Amharic video tu-

torial was also made for the user-facing part of the system with the help of a partner, and

provided translation help with all of the interviews and surveys.

5.5.3.2 Shipping code and troubleshooting

One of the main issues faced in starting up the deployment was the difficulty of trans-

ferring program files and patches on demand. The poor network conditions make it pro-

hibitively difficult to transfer big libraries and toolkits over the wire. The initial version the

software was physically mailed, along with supporting libraries and tools, which took more

than two weeks to arrive. In addition, it was important to adjust how often the software was

updated and take careful notice of dependencies and additional requirements. For example,
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at one point, it was faster to modify the backend of the system to use a different database

engine that was available in-country and upload the patch, rather than ship another version

of the original database engine that was compatible with the specific OS installation at the

kiosk.

Troubleshooting was another sticky point as many helpful tools such as remote desktop

or video chat do not work well over the available network. As a result, instant messaging

and low-resolution screenshots were the main options for solving some problems that came

about during the initial phase of the deployment.

5.5.3.3 Pilot run

After the initial user study, four volunteers were solicited to test Sulula for two weeks.

They were encouraged to use dummy email accounts and non-sensitive web content to

avoid privacy issues during a testing phase. At the end of the two weeks, the users were

asked to fill a survey describing their experience—giving us valuable feedback in making

the system work better. The prominent pluses in the survey included the local language

video tutorial that explained how to use the system, and the ability to multitask, allowing

users to ’go about their business’ while having data downloaded or uploaded at the kiosks.

In addition to fixing some bugs, users also asked for a few feature improvements in the

system. These include a better and intuitive user interface and a streamlined registration

process that could possibly be shared among multiple kiosks. A more technical suggestion

included the ability to describe how deep the HTML channel should go in downloading

links on a specified page. This goes hand in hand with supporting pseudo-interactive ses-

sions using Sulula.

5.6 Discussion

Traditional caching and prefetching techniques provide little to no assistance for per-

sonal data that is needed only by a single user. In challenged network environments, this

76



means users often have to wait while their data is fetched from a remote server over a very

slow link. This chapter presented Sulula, a system for distributing private data in challenged

networks. Sulula leverages the wide availability of cellular telephones to enable users to

request future accesses of data, thereby scheduling data transfer in response to capacity.

This approach builds on the observations of increased personalization in data access, and

provides mechanisms for a user to specify exactly what content needs to be prefetched.

Since the cost of mispredictions in data access is high in challenged networks, this system

defers content selection to users.

Having users request content when they need it, rather than relying on a period or au-

tomated content transfer, works better in developing regions where routine planning might

not work for some users. In Sulula, users request data only when they want to, and are

not tied to a schedule. Experimental results show positive results for Sulula, saving users

tens of minutes on typical workloads. The evaluations for Sulula consisted of network

emulation as well as field deployment in Addis Ababa, Ethiopia.

The next chapter of the dissertation focuses on another challenge in constrained environments—

moving bulk data. The acceleration of content generation has demanded efficient mecha-

nisms for transferring bulk data, but challenges in the network infrastructure make this

difficult in developing regions. The next chapter focuses on tools for assisting researchers

as they design and prototype systems for challenged networks that could help in these re-

gions.
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CHAPTER VI

Tools for building systems for challenged networks

6.1 Introduction

The digital universe has been rapidly expanding, and bulk data makes more than 70%

of the traffic on the internet [11, 42]. Alongside individualization of content, the inter-

net has become increasingly media-rich. Unfortunately, much of this content is not easily

accessible in many developing counties due to the poor network conditions. For exam-

ple, downloading a 10MB audio lecture freely available from the University of Michigan’s

Open Initiative would take a few hours to complete in a typical shared dial-up setting of

an internet kiosk, rendering it effectively out of reach for a student who has to pay by the

minute. A video lecture, which has hundreds of megabytes, is often simply too large to

access. Therefore, it is useful to design efficient mechanisms that can assist in the delivery

of bulk data in challenged networks.

Fortunately, challenged networks have been receiving increasing attention from the re-

search community in various contexts [53, 80, 89, 90, 120]. The IP suite of network pro-

tocols perform poorly when faced with environments characterized by long delays and

frequent network partitions [33, 37]. As a result, systems for challenged networks are con-

cerned with enabling communication through intermittent links, mobile nodes and across

several regions of connectivity despite poor infrastructural support. Designing systems for

challenged networks poses many interesting problems, such as coping with disconnection,
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efficiently utilizing poorly-provisioned links, incorporating mobility and supporting inter-

operable naming.

The goal in this part of the dissertation to develop mechanisms for efficient bulk data

transfer with developing regions in mind. However, the first challenge that surfaced was

the difficulty of experimenting with systems for challenged networks. Systems designed to

work in these settings must support communication through intermittent links and mobile

nodes in a variety of contexts. Therefore, it is important to experiment with a variety of

designs, evaluating them under a variety of circumstances.

Unfortunately, such experimentation is difficult. These systems tend to be large and

complex, requiring a significant implementation effort just to route messages from one

node to another. This is confounded by the lack of common infrastructure, which implies

considerable plumbing even for basic services. In addition, in-situ evaluation of these

systems is expensive, time-consuming and difficult to do in a reproducible way. As a

consequence, some have turned to pure simulation of systems and their environments to

provide explorations in the design space [53, 64, 79, 80, 82, 97].

Such simulation, however, necessarily requires simplifications, and simplifications hide

many issues that are often important in understanding the overall system performance. Ex-

perimenting with an implementation of the system, rather than its simulation, enables the

researcher to factor in numerous networking, systems and mobility considerations that oth-

erwise would have been abstracted away (Section 6.2.1). Often, these considerations are

important in analyzing the overall implications of design decisions in the system. For ex-

ample, researchers might be interested in examining systems issues such as concurrency

and resource consumption, or closely exploring security related concerns such as decen-

tralized control of data access and message encryption. Indeed, prior work in the Mobility

group at Michigan has often tried to move away from pure simulation in a variety of mobile

settings for similar reasons [92, 135, 136].

This chapter introduces a platform that enables researchers to quickly implement chal-
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lenged network systems, and reproducibly evaluate the implemented systems at scale. This

platform is called Vivo. The key contribution of Vivo is allowing researchers to rapidly

prototype these systems with live-code, and emulate their environment. In doing so, Vivo

significantly reduces the effort needed to implement systems for challenged networks, and

facilitates their iterative and reproducible evaluation. Vivo has two parts. It consists of a

toolkit of composable and replaceable component implementations, alongside a mobility

and networking emulation platform for evaluating the implemented systems. The toolkit

provides a menu of composable components that interact over well-defined interfaces, al-

lowing researchers to focus only on the novel contributions in their systems, while provid-

ing suitable defaults for other behavior. The emulation platform enables the iterative and

reproducible evaluation of systems for challenged networks. In combination, Vivo resolves

the experimentation dilemma by presenting an option for quickly developing implementa-

tions of systems, while keeping the benefits of reproducible evaluations.

Implementing a system with the Vivo toolkit is akin to assembling components to make

a whole system, which liberates researchers to innovate only in their areas of interest. The

toolkit consists of a composable collection of modules that provide as much of the common

infrastructure as possible (such as networking, storage, error propagation etc.), alongside a

number of example implementations for higher level services. These modules interact over

a set of well-defined interfaces that give researchers the flexibility to easily swap any of

the various modules with their own implementations, incorporate new modules or simply

modify existing ones. This allows for rapid prototyping and experimentation of a variety of

designs, and direct comparison between alternative approaches. In addition, a component-

based architecture better supports changing and unexpected workloads as new application

domains emerge for these systems.

Vivo provides an accompanying network and mobility emulation platform for evalu-

ating systems built atop this toolkit. In-situ evaluation of data delivery systems for chal-

lenged networks is often prohibitively expensive for many scenarios. As a moderate middle
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ground, Vivo relies on a managed testbed (either local, or remotely accessible, such as Em-

uLab [130] or ORBIT [101]) for network emulation, and incorporates a mobility layer that

can be driven by real-life traces or probabilistic mobility models. Importantly, Vivo need

not model specific motion trajectories, because these systems tend to have few participants

over large physical distances. Instead, the platform emulates node encounters, capturing the

essential outcome of mobility in the context of challenged networks. Thus, the platform is

able to represent many participants and large geographic areas even on a small cluster. In

turn, researchers can perform a full-stack evaluation of their system, with an option to scale

easily.

This chapter begins the discussion by comparing Vivo with existing projects, focusing

on its contribution as a platform for live-code experimentation of challenged network sys-

tems. It then describes challenged networks more precisely, and characterize existing data

delivery systems for these networks. This will specify the kind of systems that could be

built with Vivo (Section 6.2). It continues with a detailed description of the platform itself.

In particular, it focuses on how to achieve flexibility in system design (Section 6.3). The

evaluation for Vivo show that it reduces the effort in building challenged network systems,

and facilitates their iterative and reproducible evaluation. This chapter demonstrates the

ease of building systems with Vivo by implementing two previously proposed data deliv-

ery systems with it. The next chapter will provide a more detailed account of the design and

evaluation of a new hybrid overlay network for bulk data that was built with Vivo. It will

also show how Vivo enables researchers to evaluate the impact of their design decisions by

analyzing the three systems.

6.2 Design

Challenged networks, such as those common in developing regions, are characterized

by unreliable and poor infrastructure, where connectivity comes and goes, and the effective

bandwidth among network endpoints is usually low. The lack of always-on infrastruc-
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ture implies high packet drop rates and frequent transmission failures. Consequently, local

connectivity is often better than using the infrastructure. As cell phones become more af-

fordable globally, many users are carrying with them a device with modest storage, local

communication and computational capacities. In combination, challenged networks are

distinguished by diverse and intermittent connectivity atop poorly provisioned infrastruc-

ture.

Due to the failure of IP to work well in these environments, several systems have been

proposed for tackling the challenge of delivering data despite unreliable connectivity. Vivo

was designed to aid in building such systems for live-code experimentation. But what sort

of systems can ideally benefit from Vivo? To answer this question precisely, this section

first look at the underlying assumptions made about data routing systems for challenged

networks. These assumptions are based on analysis of many existing systems for chal-

lenged networks, and attempt to capture shared principles across a range of them. In turn,

these assumptions allow us to build a composable set of reusable modules for implementing

similar systems old and new.

Vivo assumes data delivery systems for challenged networks consist of end-users and

nodes. Nodes are defined as devices capable of storing messages. Typically, a node might

provide additional functionality on top of storage, such as computation. In addition, some

of these nodes might be connected to the network in varying capacities. Nodes could also

be mobile or stationary. To give a few examples, a thumb drive—commonly used to carry

data in shared access sites in developing regions [14]—can be considered a storage node for

moving data through mobility, although it does no computation or networking. On the other

hand, a kiosk computer is a network and computation capable node, although stationary.

By relaxing the definition of a node in the typical system, Vivo is able to support a range

of mobility and network based routing protocols.

Vivo assumes data delivery systems allow end-users (or their applications) to send mes-

sages to other end-users. To facilitate transfer, it assumes end-users and nodes are identified
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by system-wide aliases. Vivo makes no further assumptions about what aliases mean, and

different systems might utilize different naming schemes in routing messages. For example,

aliases might resolve to an underlying dynamic addressing mechanism. Finally, it assumes

end-users access their messages from nodes. Systems might associate end-users with mul-

tiple nodes, enabling message access from multiple destinations. By extension, when an

end-user sends a message to another end-user, she indicates both the recipient alias as well

as one or more node-aliases where the recipient accesses his messages. The routing pro-

tocol attempts to deliver messages to destination nodes where recipient end-users will be

able to access them.

Many systems for challenged networks satisfy these assumptions [13, 15, 37, 64, 80,

111, 120, 125]. A large class of these systems operates as an overlay above the transport

layer of the networks they interconnect by providing services such as in-network storage,

interoperable naming and coarse-grained message passing. In order to deal with intermit-

tent connectivity, a store-and-forward architecture is often an essential component of these

systems. Furthermore, many of these systems attempt to aid the network infrastructure with

individual mobility of end-users (and storage nodes that are carried alongside) in transfer-

ring data. Based on these underlying assumptions, Vivo provides a platform that simplifies

the process of implementing and evaluating such systems for challenged networks.

The Vivo toolkit is composed of modules that interact over a set of callback interfaces.

These modules provide generic infrastructure and a number of example implementations

for various services in challenged network systems. The interfaces used to communicate

between modules have both synchronous and asynchronous (event-driven) components.

Well-defined interfaces allow researchers to easily compose and modify underlying mod-

ules in the resulting system. For example, a system might typically modify/replace modules

that are involved in intra-node message routing, while reusing existing buffer management

or analytics modules. This chapter demonstrates how this flexibility is utilized in building

different systems with Vivo (Section 6.4).
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In order to provide more flexibility in designing systems, the platform use dynamic

objects for passing data across modules. It takes advantage of a feature in modern pro-

gramming languages such as Python, C# and Ruby that gives developers the flexibility to

modify objects with new attributes and methods at runtime, while maintaining the same sig-

nature for callback interfaces. This allows modules to pass additional data and code, while

honoring the underlying interface for communication. This is a blend between Lampson’s

advice to keep interfaces stable [76], and the need to build an evolving set of systems using

the toolkit. As a result, the toolkit can be used to build a nearly functional system out of

the box, with the option to easily customize it to the builder’s needs.

Over the next few sections, this chapter will discuss the components that make up Vivo

in more detail. The system toolkit consists of six broad classes of modules, each module

implementing a set of services for a potential system. These include groups of modules for

providing basic functionality such as network communication, mobility management and

runtime analysis. At a layer above these, a group of modules assists in facilitating message

routing in the network system. Other components deal with services such as configuration,

system startup and integration with the emulation platform. The discussion will begin with

a selection of these modules and how they interact with each other. Later on, the chapter

will discuss the evaluation platform that is used to iteratively experiment with systems built

atop the Vivo toolkit. Figure 6.1 summarizes the main components in Vivo.

6.2.1 Why live experimentation?

Live experimentation of systems for challenged networks enables researcher to explore

a number of issues that would otherwise be hidden by simulation. Often, these considera-

tions are important in analyzing the overall implication of design decisions in the system.

Through its composable architecture, Vivo isolates and exposes many of these issues—

spanning systems, networking and mobility—allowing researchers to focus on areas they

find interesting. A few examples of issues that could be considered due to live implemen-
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Figure 6.1: Main components in the Vivo platform for challenged network systems

tations include:

Storage management: Encoding and decoding messages, managing underlying stor-

age and databases, data compression etc.

Systems: process management, concurrency, monitoring resource (memory, compu-

tation) consumption, performance optimization etc.

Platform compatibility: adapting to various platforms, diverse resources, capacity

etc.

I/O: File I/O, user interaction models, communicating network failures etc.

Extensions: designing for plug-ins, external components, leveraging existing source

code etc.

Logging: advanced logging, incorporating standard debugging tools etc.

Security: access control to messages, encryption, key distribution etc.

As challenged network systems support new workloads and application domains, many

more interesting issues are likely to emerge. Vivo’s component-based architecture can
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adapt to such advances, and live experimentation aids researchers in analyzing the impact

of these issues.

6.2.2 The Vivo toolkit

The modules in the Vivo toolkit are broadly organized based on six classes of func-

tionality: networking, mobility, storage, routing, runtime analysis and configuration. In

addition to these core set of modules, Vivo provides a group of modules to liaise between

the end-system and the evaluation platform. These groups of modules are organized into a

few functional layers. At the foundation of the platform are three groups of modules that

provide basic functionality common among data delivery systems: network management,

mobility management and data/storage management.

Network management: consists of several modules for managing a node’s network

connectivity, if any. These include characterizing network links, sending and receiv-

ing application level messages, and managing information about other nodes in the

system. To utilize a common parlance, the Vivo platform refers to the known infor-

mation about another node as its contact information. Through interfaces exported by

these modules, the rest of the system can get informed about networks and contacts,

as well as deal with network failures.

Buffer management: provides a set of modules to work with data processing and

management in the system. For store-and-forward architectures common in chal-

lenged networks, buffer management is an important issue. Some common opera-

tions include cross-platform data encoding and providing a simple interface to query

the state of the buffer at a node. With additional interfaces for storing, retrieving or

removing messages, a researcher can focus on implementing the system’s high level

buffer management strategy rather than the underlying details.

Mobility monitoring: consists of several modules to aid in documenting, processing
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and modeling the mobility of nodes in the system. Systems are often interested in

capturing and modeling node encounters rather than motion trajectory. These mod-

ules lay the groundwork for mobility management by defining a format for exchang-

ing mobility history, raising events as other nodes are encountered and providing

example implementations for mobility models. In turn, these modules expose mobil-

ity information to the rest of the system through callback interfaces.

A layer above these is the routing group that provides several modules to facilitate mes-

sage forwarding in the network. While the details of the routing protocol implementation

are left to the system designer, these modules provide a number of hooks into the rest of the

system to easily obtain information that might aid in making routing decisions. These in-

clude understanding network availability, node mobility and current storage capacity. Vivo

also provides tools for processing messages as they are initially inserted into the system by

end-users. As with the rest of the toolkit, researchers are free to compose only the modules

they find useful or modify ones that are close enough in operation.

Other high-level modules allow a researcher to understand the system better through

runtime analysis, providing a central place for monitoring resource consumption, errors

generated or statistics about message delivery in the system. Each node collects informa-

tion about its own view of the system, which can be aggregated to give a high level picture

of performance, as demonstrated in the evaluation. At a lower level, Vivo also provides a

number of modules to assist in configuring the system and starting up the various compris-

ing services. The key design goal remains providing as much of the common infrastructure

as possible, such that the system building effort can focus on the pieces that are novel to

the project at hand. In section 6.3, the discussion will return to the implementation details

and supported interfaces of some of these modules.
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6.2.3 The Vivo Emulation Platform

Accompanying the Vivo system toolkit its emulation based evaluation platform. This

platform was designed to streamline the process of evaluating systems built atop the Vivo

toolkit. In particular, it focuses on enabling researchers to evaluate their systems as is,

without having to duplicate their effort on a separate approach. As a result, the emulation

platform is mainly concerned with providing a suitable interface to existing network emu-

lation frameworks with challenged network systems in mind. An important aspect of this

design is catering to the message passing paradigm, and encounter-based mobility models

that characterize many data delivery systems in these environments.

Vivo’s evaluation platform defers network emulation to an underlying framework such

as EmuLab or ORBIT. These frameworks allow for a high fidelity representation of net-

work conditions given a description of network connectivity for participating nodes. In

addition, researchers might choose to set up Vivo on their own managed cluster with avail-

able traffic shaping tools. For example, this might be useful if one needs to run experiments

locally, or scale experiments beyond resources available at shared research facilities. The

basic requirement in using managed clusters is that they be able to enforce network con-

nectivity requirements for a given node. Experiments have been conducted on the EmuLab

framework, as well as on a large scale cluster using Amazon EC2. Running experiments on

other network emulation platforms is fairly straightforward, and involves configuring the

underlying network accordingly.

Modeling mobility is the other important component in evaluating systems for chal-

lenged networks. An approach for emulating mobility on a stationary grid is to use spatial

switching or system migration for mimicking motion trajectories [99, 134]. In the case of

message delivery systems, however, it is observed that mobility is interesting only to the ex-

tent that nodes encounter (and pass messages to) each other. As a result, there is no need to

explicitly model motion. Instead, it suffices to represent the impact of nodes meeting each

other in the wild. What this means is that if the independent mobility models of two nodes
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dictate that they encounter each other at some time-step, the emulation platform arranges

for the two nodes to communicate directly over the network and exchange messages. As

a result, the emulation platform allows researchers to model mobility in large geographic

areas even a relatively small cluster.

The Vivo evaluation platform can support arbitrary models for guiding node mobility

in the system. In many cases, node mobility is a proxy for human mobility, which drives

mobile nodes in a data delivery network. A number of mobility models have been sug-

gested for capturing how such nodes move in the environment, ranging from Lempel-Ziv

and Markov models to those mimicking working day mobility [17]. The emulation plat-

form takes a routine that generates next-locations for mobile nodes in the system. This

routine should implement an appropriate mobility model and return the expected location

of a mobile node for a given time-step. These locations can be represented in terms of

frequented destinations (such as home, internet kiosk, library etc) or geographic coordi-

nates. Nodes encounter each other when they share the same destination or come within

a specified distance during some customizable time-step. In many cases, a portion of the

participating nodes will be mobile while others are stationary.

Bringing network and mobility emulation together, a Vivo emulation session consists of

general purpose computers running live code, each emulating a node in the target environ-

ment. To monitor and coordinate participating nodes, Vivo uses an emulation tracker—a

machine which uses a well-connected side channel for interacting with nodes in the sys-

tem. The network characteristics between any two nodes are emulated by the underlying

cluster, while mobility is emulated through staged encounters. The emulation tracker runs

the mobility models for all nodes in the system, and for each discrete time-step during the

emulation session, determines encountering nodes. To emulate node encounters, Vivo no-

tifies the corresponding nodes, and enables them to communicate with each other over a

separate LAN and exchange messages. Nodes can shape this communication channel to

represent the characteristics of their encounter. Vivo comes with two built-in models for
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driving node mobility. One is based on a large scale study that tracked over 100,000 users

for six months [45], and the other is based on recorded mobility traces from the CROW-

DAD collection [69].

The emulation tracker is also used for configuring and monitoring nodes. It is often

the case that nodes have varying network connectivity with respect to other nodes in the

network, as specified by the experimenter. However, the separate high-bandwidth LAN for

communicating with the emulation tracker is maintained irrespective of the node’s connec-

tivity in the experiment. The tracker uses this channel to configure nodes, start applications,

manage mobility and monitor the experiment session. Once a session is finished, the tracker

collects runtime and message delivery information provided by participating nodes which

can be used for aggregate analysis. Section 6.3 discusses how the evaluation platform in-

teracts with systems built atop Vivo, and in the next chapter, the dissertation demonstrate

how it enables researchers to reproducibly evaluate their design decisions.

Contact Discovery
• Generates new contact 

event on node discovery

Contact Manager
• Stores and processes contacts
• Queryable by routing layer

Network Monitor
• Quality and availability

Routing layer

Network In
• Messages from the world

Network Out
• Messages to the world

[Event | status]

[Event | new-message] [Event | new-contact]

Figure 6.2: Summary of networking modules
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6.3 Implementation

Vivo is implemented as a set of composable modules that communicate over defined in-

terfaces. This section delves into some more detail by describing a subset of these modules

and the interfaces they expose. The discussion is organized by groups of functionality. It

will briefly describe a few modules per group, and provide a summary of events, interfaces

and dynamic objects these modules use. These dynamic objects allow researchers to extend

interfaces by passing additional data and code without changing the call signature.

6.3.1 Networking modules

This group of modules implements network related functionalities for data delivery sys-

tems, summarized in Figure 6.2. Vivo puts emphasis on isolating functionality to simplify

module composition. For instance, the network monitor module provides a set of tools for

characterizing network connectivity to other nodes in the system. As such, it can respond

to queries in regards to network availability and quality. However, this module does not

have memory, and relies on other modules to organize and store the aggregated network

related information.

To assist in organizing known information about other nodes in the system, researchers

can utilize the contact manager module. This module makes the contact information for

any known node readily accessible through an interface. It registers to the new-contact

event which is raised by the contact discovery module when a new node is discovered.

This might be caused by other events in the system, such as encountering a node, or re-

ceiving a message from a previously unknown node. The contact discovery node has no

memory, and storing contact information is left to the contact manager. The contact man-

ager can utilize the network monitor to associate network quality with nodes. This chapter

provides an example implementation for managing contacts using an OceanStore-style at-

tenuated Bloom filter [103], which can efficiently respond to membership queries about

known contacts.
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Dynamic Object Description
node-info An object used for capturing a

node’s identity, such as the alias and
network address

network-quality-info An object for capturing the network
characteristics of a remote node

Event name Callback signature
new-contact void NC-handler(node-info)
new-message void NM-handler(message, node-

info)
message-status void MS-notify(message-id, status)
Synchronous interfaces Description
void ship-message(message,node-
info,status-handler)

Send a message through the net-
work

network-quality-info measure-
network (node-info)

Measure the network connectivity
of a remote node

network-quality-info get-network-
info (alias)

Get network quality information for
a measured node

Table 6.1: Dynamic objects, callbacks and interface exposed by the networking modules

Two separate modules exist for managing network transfers. The network out module

receives a message from the routing layer, and forwards it to the requested contact over

the network. The routing layer can register a callback to be notified about the status of

network transfers. An example implementation of a network queue for handling failures

through prioritized retries is provided. The network in module, on the other hand, receives

messages from the network, and passes them to the routing layer. A module interested

in learning about new network messages would register a callback for the new-message

event from this module. This module also triggers the contact discovery module to record

potentially new contacts for nodes that are discovered through the network.

Table 6.1 summarizes events, interfaces and dynamic objects used to communicate

across these modules.

92



Mobility

History Manager
• Mobility model for network
• Queryable by routing layer

Routing layer

Data Exchange Mobility Exchange

[Event | new-message]

History Exchange Format

[Event | new-history ]

Figure 6.3: Summary of mobility modules

6.3.2 Mobility modules

Node mobility provides an important mechanism for moving data in challenged net-

works. This group of modules, summarized in Figure 6.3, provides tools for assisting in

mobility management. For example, the history exchange module facilitates exchanging

mobility histories when two nodes encounter each other. It also generates a new-history

event to notify other modules. The history exchange module does not keep track of mobil-

ity history itself and defers mobility modeling to other components.

A routing protocol that utilizes mobility for data delivery often needs to work with a

mobility model. The mobility history manager is an ideal module to implement such

models. Using mobility history observations from the history exchange module, the re-

searcher can provide a custom mobility model for use by the routing layer. This module

supports an interface for passing mobility information using a dynamic object that can be

tailored as needed. An example implementation builds on the previously mentioned study

of human mobility [45].

On the other hand, the data exchange module facilitates message exchange when nodes
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encounter each other. When messages are received from another node during an encounter,

this module generates a new-message event that a routing module might register to. In

addition, it provides a simple interface for transferring messages to another node through

mobility. In Table 6.2 summarizes the new interfaces and events that are used in this group

of modules.

6.3.3 Routing modules

The last set of examples discussed deals with routing messages. These modules interact

with the rest of the system in forwarding messages, summarized in Figure 6.4. Messages

that are delivered to the node are processed by the incoming message processor. This

module can subscribe to the new-message event to capture incoming messages. The mod-

ule has two specialized functions: parsing incoming messages according to the message

encoding format, and invoking the message acknowledgment routine for the system. The

parsed message is then passed to the node buffer.

When end-users insert messages for delivery, the new message handler encodes them

according to a specified message encoding format. The module provides an example mes-

sage encoding format based on RFC 2045 [40]. In addition, the module often interacts

with tools in the data processing group of modules for functionalities such as encryption

and hashing. At the other end, the outgoing message processor module continuously mon-

itors the message buffer for messages that need to be forwarded along, and makes decisions

on how to forward them. It relies on hooks into the networking, mobility and buffer mod-

ules for making its routing decisions. In turn, this module can be queried by other modules

(such as analytics) for message passing statistics.

New interfaces and dynamic objects used by these modules are summarized in Ta-

ble 6.2. As mentioneded in section 6.2.2, there are additional groups of functionality in the

toolkit, including buffer management and runtime operations (configuration, startup and

analysis). The interested reader is referred to the system documentation for a discussion of
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Figure 6.4: Summary of the routing layer

these modules and a complete reference.

6.3.4 Emulation adapter

To take advantage of the evaluation platform, a system needs to support a set of inter-

faces for responding to communications from the emulation tracker. The network com-

munication between nodes is shaped by the underlying emulation framework. On the

other hand, the tracker notifies nodes when an encounter happens between a pair of them,

prompting them to communicate directly. An example emulation adapter module pro-

vides interfaces for accepting notifications from the tracker and exchanging messages upon

an emulated encounter. Messages are often bundled with the routing information the sys-

tem will need in forwarding them to their destination. Researchers are free to customize the

contents of these bundles. One option is to use a standard format that has been proposed

for bundle switched networks [109]. The basic operations on message bundles are:

SendBundles([b1, b2,...])

RecvBundles([b1, b2,...])
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Dynamic Object Description
mob-history An object for passing the mobility

history of nodes. Systems can cus-
tomize the exchange

mob-prediction-object Captures information about ex-
pected future mobility such as near-
future encounters.

message Captures the content and meta-data
of a message within the system.
Customizable by the system.

Event name Callback signature
new-history void NH-manager(alias, mobility-

history)
Synchronous interfaces Description
void ship-message(message,node-
info,status-handler)

Send a message through using mo-
bility

mobility-pred-object get-
prediction(alias)

Request information about ex-
pected future mobility of the
node

void add-message(message, kind) Adds a message to the buffer. De-
scribes whether it is outgoing or in-
coming.

messages get-outgoing-messages( ) Used to access a list of outgoing
messages from the buffer.

Table 6.2: Dynamic objects, callbacks and interfaces exposed by the mobility and routing
modules

In addition, participating nodes can collect runtime data which will be aggregated for

system-wide analysis. The emulation tracker attempts to invoke CollectInfo() for

each node at the end of an emulation session. Researchers can take advantage of the runtime

analysis modules in the toolkit to collect such data. The evaluation platform provides tools

to assist in analyzing emulation results collected from nodes. These tools can be used

to generate statistics such as delivery rates, number of hops, transfer duration and buffer

utilization. These can be augmented with custom analysis for processing the aggregated

data.
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6.4 Implementing systems with Vivo

The evaluation of Vivo attempts to convey two basic points about the platform: ease of

system implementation and enabling reproducible experiments. As such, the evaluation is a

mix of demonstrations and case studies that highlight the utility Vivo brings to researchers.

This chapter discusses the implementation of two previously proposed systems using Vivo.

It will describe how these systems take advantage of existing components in Vivo, and

make their own modifications towards a live implementation. In the next chapter, a more

detailed discussion will be provided for a new hybrid overlay network for bulk data that

was built with Vivo. This will also demonstrate how Vivo enables researchers to evaluate

the impact of their design decisions by reproducibly analyzing the three systems with it.

6.4.0.1 An epidemic routing network

One simple data delivery network implemented on Vivo is based on an epidemic routing

protocol. Epidemic algorithms work by performing a pair-wise exchange of information as

nodes encounter each other in a network. Several flavors of epidemic forwarding have been

suggested for ad-hoc networks [125]. Nodes buffer messages even if there is no contem-

poraneous path available to the destination. When nodes meet each other, they exchange

a summary of the messages kept by each node. A message is requested from the other

node if it has not been previously seen by the current node, and if there is buffer space

available. Epidemic networks eventually deliver messages to their destination by spreading

them through the network a pair at a time. This network was implemented using a subset of

the components in the Vivo toolkit. The system does not need the network modules to oper-

ate, but modifies the routing layer to reflect the epidemic algorithm. The mobility modules

in the system deal with message exchange with encountered nodes. As each forwarding

decision is made on a per-encounter basis, there is no need for an explicit mobility model.

The system uses a FIFO queue to manage the buffer at each node, which is provided by

buffer management modules in Vivo. Whenever a new message arrives to a full queue, the
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message that has stayed the longest in the queue is dropped. The implementation of the epi-

demic routing network can be used as a baseline for more complex ad-hoc networks. The

system has a simple routing algorithm, and the effort to put together a live implementation

using Vivo reflects that. Yet, the system can be run natively on nodes, and be evaluated

through emulation.

6.4.0.2 A modified probabilistic routing network

The second delivery network implemented is based on probabilistic routing of mes-

sages that relies on the non-random characteristics of individual mobility to improve de-

livery rates [80, 131]. This network defines a delivery predictability metric for use in data

forwarding. For each node and destination pair in the network, this metric indicates how

likely the node will be able to deliver messages to the destination. The delivery predictabil-

ity metric in the mobility history module is implemented, and it uses a dynamic object

to pass the metric to the routing layer. Most of the effort in building this system was in

implementing its routing protocol.

The routing layer is modified to reflect the probabilistic transmission algorithm. When

two nodes encounter and the corresponding event is triggered, the routing modules use the

message exchange component for transferring messages. A message is copied to a neigh-

boring node only if the delivery predictability of the message’s destination is higher at the

recipient node. In addition, the nodes exchange a summary of their delivery predictability

information using the history exchange module. This is used to appropriately update the

metric. Each node starts out having the same delivery predictability to all other nodes in

the network. As nodes encounter each other, this value is updated to reflect the frequency

of encounters, the duration between encounters as well as the transitive nature of delivery.

To make the discussion more concrete, Listing 1 shows a pseudo-code of the changes

in the mobility and routing modules, with emphasis on interaction to the rest of the system

through Vivo’s interfaces. If two nodes, A and B, encountered each other.
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Listing 1 Implementing a probabilistic routing system
Receive new-contact event

Triggers mobility, networking module
Mobility module:

Wait for new-history event
Obtain mob-history dynamic object
Update delivery predictability (P):

P (A,B)new ← P (A,B) + (1− P (A,B))× α
foreach x B knows about:

P (A, x)new ← P (A, x) + (1− P (A, x))×
P (A,B)× P (B, x)× β

comment: α and β are empirically set
Routing module:
Outgoing processor

Invoke get-mob-prediction
Uses mobility history module
Returns mob-prediction-object

If P (A, dest) < P (B, dest):
Invoke ship-envelope

Uses message-exchange module
Incoming processor

Receive new-message event
Contains message dynamic object

Parse using encoding format
Uses message handler module

Invoke add-message
Uses the buffer-manager module

With only a few hundred lines of code, building this system with Vivo required an order

of magnitude less code than the previously reported prototype, while allowing the builder to

focus on the new ideas in the system. Furthermore, the Vivo architecture simplifies adding

new components. To demonstrate the ease of modifying existing systems to support new

features with Vivo, the network adds a new module for recommending routes to nodes.

The idea behind this approach is that, as the system analyzes node mobility patterns and

frequented locations, it can make route recommendations that are tailored to the node.

The goal of such a recommendation would be to encourage participants to visit certain

locations which improve the overall delivery rate. In the common case, a participant is

not expected to follow these recommendations. Therefore, the challenge is ensuring the
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routing algorithm works well in the common case, but benefits when individuals do follow

these suggestions. The recommendation engine is implemented as a separate module that

obtains mobility information from the system, and provides route recommendations to the

routing module. The composable architecture of Vivo simplifies such designs.

6.5 Discussion

When designing systems for challenged networks, it is important to experiment with

a variety of designs and evaluate them under a variety of circumstances. This chapter

discussed Vivo, an experimentation platform for systems in challenged networks. Vivo

consists of a toolkit of modules that interact over well-defined interfaces alongside an eval-

uation platform for experimenting with systems built atop this toolkit. The evaluation plat-

form in Vivo provides a combination of network and mobility emulation. While these

approaches are designed to simplify the iterative and reproducible evaluations of systems

for challenged networks, researchers will need to consider the risks in relying on models

for representing real-life environments. The network and mobility emulation mechanisms

deployed in Vivo are based on previous studies of network experimentation and human

mobility. It is important to understand the tradeoffs in these approaches, and determine if

they provide the desired level of fidelity in representing the experimentation environment.

The EmuLab evaluation platform, which uses off-the-shelf PCs and a general purpose

operating system for network emulation, has been verified along two dimensions [130].

The first was ensuring machines are able to keep pace when emulated links are operat-

ing at full speed. Several capacity tests have shown EmuLab’s ability to easily support

high bandwidth links on large clusters. On the other hand, the accuracy and precision of

emulations was verified through a series of experiments using a representative range of

delay, bandwidth and packet loss rate values, coupled with high packet rates. These experi-

ments consider both large and small packets. EmuLab has also been verified against a wide

area network using macro benchmarks that were run on live internet nodes. Therefore, for
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many practical purposes, EmuLab can provide a high fidelity network emulation frame-

work. Nonetheless, the Vivo emulation platform is independent of the underlying cluster,

and researchers can provide their own emulation cluster with the desired degree of fidelity.

Mobility emulation is the other important component when considering the faithfulness

of the evaluation platform. The primary mobility model provided with the emulation plat-

form is one based on a large scale human mobility study that looked at the patterns for over

a 100,000 individuals over a period of six months [45]. The underling mobility routines

discovered from this study reaffirm previous lessons in human mobility [116]. In addition,

subsequent analysis of the same dataset with population segmentation for various regions,

age groups, genders etc. have shown that the models used in the emulation platform hold

for a wide range of people [115]. However, the models provided in Vivo might not be

sufficient for all needs. Various regions and usage contexts might require other mobility

models that are more faithful to the system participants. Researchers are able to provide

their own mobility models by designing them as routines that generate mobility patterns

for the emulation tracker. To the extent human mobility patterns could be captured with a

mobility model, Vivo can be used to recreate such mobility within experiments. However,

researchers should be aware that it is not always possible to completely capture all elements

of human mobility with a model, and should consider field trials if complete faithfulness is

desired.

The following chapter will further demonstrate the utility Vivo brings to researchers—

and the choices researchers are able to make—by discussing a new hybrid overlay network

that was built atop the Vivo platform. This network combines individual mobility and

diverse network connectivity in delivering data in challenged networks. The discussion

will also cover how the network was evaluated using the Vivo platform, and further clarify

the network and mobility emulation considerations in experimenting with such systems for

challenged networks.

101



CHAPTER VII

A hybrid overlay network for bulk data

7.1 Introduction

The previous chapter discussed Vivo, a platform for building and experimenting with

systems for challenged networks. This chapter looks at a system for transferring bulk data

that was built atop Vivo. This system is called Bati. Bati is a hybrid overlay network that

delivers bulk data by leveraging two complimentary mechanisms—the natural mobility of

users along with the diverse, intermittent connectivity available to them as they move. Bati

combines and expands on ideas from delay-tolerant and ad hoc networking, with an eye

towards scalability in the face of highly uncertain endpoints and the movements and con-

nectivity between them. Data can travel with moving principals using excess storage, or

through clusters of well-connected machines; weak connectivity is used for control plane

activity, providing efficient resource management. Bati, requires no global state, no mes-

sage or acknowledgement flooding, and can tolerate imperfect predictions in individual

nodes’ destinations, arrival times, and arrival frequencies.

The central observation in Bati is that principals have a small number of locations that

they frequently visit. Each mobile node tracks its K most popular destinations, and the

expected inter-arrival time between them. To compute the distance between two destina-

tions, the total flow of principals between them is combined. However, Bati limits the

state required to do so by remembering only the most frequent destinations in combination
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precisely, and approximating the remainder with a conservative estimate of infrequent des-

tinations. This preserves the scalability of the system, devoting resources to the most likely

routing alternatives.

This mobility model of “distance" is augmented by recognizing that even within the de-

veloping world, clusters of good connectivity exist and local connectivity often far exceeds

remote connectivity. Routing to any destination within a cluster is equivalent to reaching

all of them. In turn, data can be staged within specific nodes in a cluster to take advantage

of mobility patterns that are not precisely rooted at the origin node, but that can be reached

easily by intra-cluster means. A single metric combines the contributions of mobility and

network connectivity for routing decisions.

Because delivery is uncertain, Bati allows multiple packets in flight to any particu-

lar destination. Rather than try to precisely notify all nodes of delivery, Bati employs an

inverted-ACK technique. Data starts with a soft timeout, which is either checked or (in the

absence of any connectivity) extended as necessary. These control-plane operations can be

done even in resource-poor networks typically found in the developing world with only a

nominal overhead.

Bati was implemented as a multithreaded process that utilizes various components in

the Vivo toolkit. Bati, alongside the other two systems discussed in the previous chapter,

was evaluated using Vivo’s emulation platform. In addition to evaluating design alternatives

within Bati, its evaluation is used to demonstrate Vivo’s capacity to facilitate a repeatable

evaluation of live implementations. When researchers evaluate their system with emula-

tion, they observe the impact of design decisions at various layers—spanning networking,

systems, data processing, routing etc—allowing them to experiment with issues at various

levels. The experiments discussed here were set up on the EmuLab platform.
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7.2 Design

For an outside observer who is not aware of an individual’s motivation and sched-

ule, human mobility can easily appear to be random and unpredictable. Yet, despite the

deep-rooted desire for spontaneity and change, human daily mobility can be characterized

by regularity. The success of a Bati depends on marrying the strengths of a diverse set

of network links with a sufficiently accurate model for natural human mobility. Luck-

ily, scientific analysis shows true randomness in human behavior to be a rather infrequent

phenomenon [115]. As to the diverse set of available network links, Bati shows a broad

classification of capacity can go a long way in establishing an efficient division of purpose.

Bati uses an individual mobility model to represent how principals move among nodes,

and incrementally update a distributed, system-level transition model that represents how

close nodes are connected with each other as a result of mobility. All available network

connectivity is also utilized in delivering data. Some links might be best suited for shipping

data, while others might be more appropriate in orchestrating roles. The following sections

describe how Bati parses mobility, builds an efficient and distributed transition model, and

exploits link diversity in delivering data.

7.2.1 Individual Mobility

People are creatures of habit and often have certain repeated patterns that can be learned

probabilistically. Several projects use Markov models for mobility prediction [22, 116].

While a second order Markov model has been shown sufficient for predicting a principal’s

short term mobility, it often falls short when considering more than a few steps in the future

[91]. In particular, Bati is more concerned with where a principal is going to be in a day—

or a week—than in the next few minutes. As a result, a Markov model does not quite

capture the information needed for use in this system.

Instead, Bati uses results from a large scale study of individual mobility patterns that

looked at a trajectory of more than 100,000 anonymized mobile phone users whose location
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was tracked for a six-month period [45]. The study finds that human trajectories show a

high degree of temporal and spatial regularity, each individual being characterized by a

time-independent distinctive travel distance and a significant probability of return to a few

highly frequented locations. In particular, the cumulative return probability of an individual

to a previous location is characterized by several peaks at 24, 48 and 72 hours. In addition,

the probability of finding a user a location with rank L, where L represents the Lth most

visited location for an individual, is well approximated by P (L) ∼ 1
L

, independent of the

number of locations visited.

The model starts out by keeping track of the average interarrival time for the top-K

nodes a principal visits, and how long it has been since the last visit. The interarrival time

is defined as the time it took for a principal to get back to a node when at least one other

node was visited in the interim. This gives us the notion of nodes a principal is likely to

visit soon. The model combines this with the observed standard deviation of the interarrival

time to bound the likelihood of a visit to a node in a given time window as follows: when

a principal visits a node, it orders the top K other nodes in the principal’s history based on

the latest estimated time the principal is going to visit the nodes with a threshold probability

P . Intuitively, as the principal moves in the system, the nodes it is likely to visit soon start

bubbling up to the top of the list. For each node in the principal’s top-K list, the model

provides:

M [n] = {µt, σt, T, C} (7.1)

Where µt is the average interarrival time, σt is the standard deviation and T is time of last

visit. C is the confidence score that describes how similar the recent trend has been to the

overall pattern. It is measured by recording how many of the last N observed visits occurred

within the estimated bound.

The model has been adapted to deal with phase changes and new patterns. If a principal

visits a node before the due time, the average interarrival time and the standard deviation

are affected accordingly. On the other hand, if the principal is significantly past-due to a
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node, it is reflected in the system by extending the average expected time to the node by a

multiple of the standard deviation. This extension gets incrementally bigger to reflect more

permanent changes in patterns. The confidence score is used to gauge how much the pa-

rameters are altered: the lower the confidence score, the more drastically the parameters are

changed, allowing for quick learning. While it might be useful to add route fingerprints to

deal with multiple, established sub-patterns of a principal with respect to a single node, the

empirical analysis in section 7.3 suggests that the current model is sufficient for capturing

mobility patterns in the system.

7.2.2 Collective Mobility

Another important piece in the system is the collective transition model that describes

the mobility connectedness of a node to others in the system. As a node is visited by a

number of principals, the transition model is incrementally updated to reflect the current

state of the system.

Consider a principalZ that moves from nodeA toB with an average trip time T(Z,A→B).

The quantity δ(A→B) is defined to represent the closeness from A to B. δ(A→B) describes

the avergage, collective trip time in going from A to B due to all principals that visit node

A. For these purposes, the average trip time of a principal between two nodes can be suffi-

ciently estimated from its interarrival times at the nodes without having to keep a separate

record.

If there was only one principal in the system, then:

δ(A→B) = T(Z,A→B) (7.2)

Now imagine another principal, Y , that also moves between A and B with an average trip

time T(Y,A→B). It is important to update the relative closeness factor, δ(A→B) between A

and B, to reflect the component contributed by the new principal.
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This is equivalent to calculating the average waiting time for a bus between two stations

when there are busses running at different intervals. If two busses service a station, and

the first bus leaves from the station every n seconds while the second bus leaves every

m seconds, it can be shown that the average waiting time, W , for a randomly arriving

passenger is:

W =
n×m
n+m

Using the same approach, the closeness as a result of two principals Z and Y , moving

between A and B is given as:

δ(A→B) =
T(Z,A→B) × T(Y,A→B)

T(Z,A→B) + T(Y,A→B)

(7.3)

This can be generalized to incrementally update the relative closeness between any two

nodes as the system learns more about principal mobility in the system. Given the old

closeness between two nodes as δ(old), if a principal’s expected trip time was adjusted from

T(old) to T(new), the resulting new collective closeness as a result of this update, δ(new), can

be shown to be:

δ(new) =
1

1
δ(old)

+ 1
T(new)

− 1
T(old)

(7.4)

This allows for a simple way to gauge and update closeness between nodes as princi-

pals move in the system, and study their mobility patterns. Closeness is calculated in a

distributed manner where each node is responsible for maintaining part of the transition

model that describes how connected the node is to its top-K closest nodes in the system.

K is by default 25, but could be configured according to space availability. To keep track

of the long tail of not-so-well-connected nodes, Bati uses attenuated Bloom filters, in a

manner similar to OceanStore [103]. This has an n-width array of standard Bloom filters,

where the nth filter represents an nth level of connectedness – giving us a reference-table

like property. Since these filters are used to represent nodes in the tail that are not well

connected to the current node, the small false positive rate from the Bloom filter is easily
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outweighed by the space savings.

Since nodes cannot be expected to always be available for updating and querying their

slice of the transition model, principals are used as carriers of not only data, but also system

transition information. This is possible because a principal visits only a small fraction of

all nodes in the system. As a principal visits one of its top-N frequented nodes, it makes a

copy of the most recent slice of the transition model kept at the node. If an update to a node

is not possible because the node is currently offline, the update is kept on the principal, and

merged later when the principal visits the node. On the other hand, when making routing

decisions, the latest copy carried by the principal is used. This copy will be slightly out of

date, but the freshness of the model is proportional to the frequency at which the principal

visits the node in question. As a result, the most recent copies will be from nodes the

principal visits often, and will probably visit soon as well, while the most stale copies will

be from less frequented nodes—a desirable property.

7.2.3 Network usage

While bandwidth is scarce in developing regions, not all nodes in the system are poorly

connected to the network, and local connectivity usually far exceeds remote connectivity.

In addition, most nodes have a low bandwidth, high latency link that can be selectively

used when available. Bati can utilize all available connectivity to aid in the delivery of

messages in this hybrid network. In particular, when available, low bandwidth links are

used for maintaining more up to date routing information at nodes, while the occasional fat

pipe is used for routing shortcuts and last-mile delivery.

Bati uses weak links in two ways. First, a node can subscribe for remote network up-

dates about changes in a principal’s mobility patterns, subject to network capacity. This

subscription is tiered so that the weaker a node’s link, the fewer network updates it will

receive. This is an optimization, as updates can always be merged when the principal re-

visits the node. Second, weak links are used to opportunistically acknowledge envelopes.
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Since network resources are not always available or reliable, synchronous acknowledg-

ment of envelopes is not practical, and should not be required for correctness. Instead,

Bati uses opportunistic, collective, and asynchronous ACKs for space optimization, as an

acknowledged envelope no longer needs to be kept in the buffer or be transmitted to future

principals. From the node’s standpoint, an envelope is kept in the buffer until it is ACKed

or eventually kicked out by envelopes that are more likely to be delivered.

The fundamental difficulty in ACKing in networks like Bati is route multiplicity. Tradi-

tional ACKs, where nodes acknowledge envelopes as they receive them, do not work well

here because a node cannot truly ACK an envelope without flooding the system, as more

principals with extra copies could keep showing up. However, it is important to stop the

propagation of already delivered messages to conserve resources. Bati uses inverted ACK-

ing, a simple and resource customizable strategy targeted at decentralized delivery systems.

When envelopes are inserted in the system, they are given a time-till-acknowledgment

(TTA), which can be based on average delivery time of envelopes. As long as an enve-

lope is encountered within its TTA, it is simply stored and forwarded. As the TTAs for

envelopes at a node starts to expire, they are batched for collective and opportunistic ACK

requests from their destinations. An ACK for an envelope consists of its unique ID, 16

bytes in size. If an envelope has not been delivered, or an ACK is not possible due to

network failures, the TTA is extended up to a limit. While this approach allows some en-

velopes to continue propagating for some time even after delivery, it trades network usage

for local storage—an advantageous exchange in most developing-world environments.

Some nodes in the hybrid network have better connectivity than others. When good

connectivity is available, it is used for establishing route shortcuts through data staging,

and for last-mile delivery of envelopes to their destination. If an envelope makes it to an

intermediate node that is well connected to the final destination, the network, rather than

mobility, is used to deliver the envelope.

Data staging positions data envelopes at other, well-connected nodes, in order to gain
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from expected principal mobility in the system. As a simple example, imagine two nodes

A and B that are well connected to each other, and a third node C that is in a challenged

network environment but ‘close’ to B due to principal mobility. Now, imagine there was a

data envelope originating from A and addressed to node C. In this case, it would be benefi-

cial to use the well connected network to stage the envelope from A at B, so that it can take

advantage of the likely path to C. Bati accomplishes this using clusters of nodes that can

communicate efficiently though the network and hot links—strong mobility connectedness

in the transition model.

7.2.4 Routing

When a node encounters a new envelope, the available network resources are exam-

ined to determine if the envelope can be directly delivered or gainfully staged as described

above. All remaining envelopes are routed using the mobility of individuals in the system.

Given the information from the node’s collective mobility model, and the mobility models

available from the principal, a node determines an ordered list of envelopes to be carried

by the principal as follows:

Step 1: The nodes a principal is expected to visit before coming back to the current

node are classified into groups based on how soon the principal is expected to visit the

respective node, as given by its mobility model. Group formation ensures that the further

out the estimated time of arrival is, a larger set of nodes will belong in the group.

Step 2: A majority of the data capsule’s storage space is provisioned equally among

the node groups. This equal division ensures that the envelopes that will most benefit from

going to the nodes a principal is going to visit sooner will have more real estate on the

capsule than envelopes destined for subsequent nodes. A node might be bumped to the

next group if the confidence for its estimated time of arrival is below a threshold.

Step 3: For each group, the node determines, of all the remaining envelopes, those

that would most benefit from going to any of the nodes in the group. This means, the
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destination of the envelope needs to be closer at one of the nodes in the group than at the

current node. Within this set, envelopes are ordered based on how close they would get

to their destination. Any unused capsule space from each group is appended to the next

group’s slice.

Step 4: The remaining space in the data capsule is filled with a randomized set from the

left over envelopes. This is to account for the uncertainty in the mobility of the principal,

as well as in the collective mobility models, and benefit from it.

7.3 Evaluating systems with Vivo

Bati was implemented as a multithreaded, cross-platform user level library with multi-

ple components that were modified from the Vivo system toolkit. This section takes a look

at the two systems implemented earlier—an epidemic network and a probabilistic routing

network—as well as Bati. The Vivo emulation platform is used to compare these systems,

and evaluate design alternatives within Bati. The experiments discussed here were set up on

the EmuLab platform. It is also fairly straightforward to configure other managed clusters

for Vivo.

The experiment had 40 nodes for use by the system, about half of them representing

mobile principals. To guide mobility, a built-in probabilistic model based on the temporal

and spatial locality of human mobility [45] is used. This model has been shown to give

good estimates regardless of age, gender, population density or rural versus urban environ-

ments [115]. In the experiment, each node had between 2 and 4 frequently encountered

nodes driven by this mobility model. There are three broad classes of network connectivity

in the experiments. Half of the nodes have no network connectivity, while the remaining

have some connectivity. Out of these, most are connected poorly over a 15Kbps link with

300ms latency. A smaller fraction has good connectivity with 1.5Mbps bandwidth and

60ms of latency. These numbers are derived from Akamai’s state of the internet report for

global connectivity [8].

111



For an individual experiment, the system is started and allowed to run for 500 seconds.

After that, for the next 1000 seconds, each participant sends two messages to two randomly

selected destinations every 10 seconds. The system is then allowed to run for another 1000

seconds before it’s terminated and information is collected. These represent some of the

configurations possible with the Vivo evaluation platform. Each of the experiments was run

four times, and this section reports on the aggregate analysis. Experiment reproducibility

is one of the key benefits in using Vivo. At the same time, emulation exercises the entire

stack of the implemented system, helping researchers understand the full impact of their

design decisions, and lending some reality to evaluations over pure simulation.

7.3.0.1 Base run

For comparison against different configurations, a base run is established for Bati’s per-

formance. For this run, 1MB messages are sent, with the buffer for mobile nodes at 100MB.

20% of nodes in the evaluation are configured to have good connectivity. The collective

ACKing interval is set to be 400 seconds. Figure 7.1 exhibits the analysis for the base

run. The CDF shows more than 50% the enevelopes were delivered within 500 seconds,

and more than 90% with in 1000 seconds. Figure 7.1(b) shows the average delivery time

for envelopes sent earlier in the run is shorter than those later, and plateaus to around 500

seconds for later envelopes. This is because buffer space is more plentiful earlier in the run.

Figure 7.1(c) shows the average buffer used at stationary nodes, taken every 100 seconds

at all nodes. Buffer used at the nodes also plateaus after about mid way through the run,

and declines afterwards. As envelopes get delivered in the system and are ACKed, they

are kicked out of non-destination nodes, which reduces the buffer footprint. The number

of network hops made by envelopes is proportional to the availability of good connectiv-

ity while mobility hops are determined by the individual movement patterns and available

principal buffer space.
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Figure 7.1: A base run for evaluation experiments

7.3.1 Comparing systems

The case study begins by comparing the performance of Bati with the epidemic and

probabilistic networks. The experiment sends messages of size 1MB in a system where

mobile nodes have storage capacity of 100MB each. This comparison configures 20% of

nodes in the evaluation to have good connectivity, as described above. Figure 7.2 plots the

cumulative delivery rate of messages over time in each of the three networks. As expected,

epidemic routing lags in delivery rate of messages. The hybrid network is able to leverage

both network connectivity and individual mobility, allowing it to deliver about 40% more

messages compared to probabilistic networking under the same scenarios.

The evaluation then compares Bati to using the available network links efficiently, with

in-network storage for delay tolerance. Considering the amount of bytes transferred from

delivering the envelopes in 2000 seconds of the base run with a 1MB envelope size, it takes
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Figure 7.2: A three system comparison of envelop delivery

the average node upwards of 15 hours to accomplish the same using the network alone. A

weakly connected node takes slightly over 20 hours to deliver envelopes sent from it during

the run. The savings with using Bati are even higher (nearly two orders of magnitude) for

a 5MB envelope run, where Bati’s ability to leverage unstructured mobility serves it well.

Figure 7.2 summarizes the results.

7.3.2 System characterizations

This section will investigate the impact of various research decisions in Bati. This will

also demonstrate how Vivo’s emulation platform simplifies the process of analyzing design

decisions.

7.3.2.1 The effect of network penetration

In order to gauge the effect of good network penetration in the system, this section

varies the percentage of nodes that are well connected in the system from 0% to 20%,

while keeping everything else similar. The average number of mobility hops for an enve-

lope decreases and the average number of network hops increases as the penetration rate

increases, shown in figure 7.3(b). This is because more envelopes are able to use the net-

work rather than mobility for delivery. Buffer space used at stationary nodes, shown in

7.3(c), also slightly reduces as connectivity increases because more envelopes are deliv-
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Figure 7.3: Effects of Network penetration and ACK intervals on performance

ered using the network, which takes a shorter time and allows nodes to kick out envelopes

sooner. This also reduces the average delivery times of envelopes as shown in figure 7.3(a).

7.3.2.2 The effect of ACKing intervals

Another factor considered in the evaluation is different ACKing intervals. Leaving

everything else similar in the base run, the experiment looks at 200 second, 400 second
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and 600 second ACKing intervals. As shown in figure 7.3(e), the most significant tradeoff

between these runs is buffer space at nodes. The more frequent ACKs are, the less space

that is used at nodes. In a similar fashion, less and less delivered envelopes are propagated

through Bati with the increase in frequency of ACKs. This is reflected in the slightly higher

delivery rate for the 200 second run over the others as seen in figure 7.3(d). The number

of mobility hops also slightly increases with increased ACKing intervals. The number of

network hops, however, is not affected very much because network delivered envelopes do

not need a separate ACK anyway. The small increase in network hop count with higher

ACKing intervals is due to envelopes that are delivered through mobility propagation to

nodes with good network connections, which end up staging or delivering the envelopes

through the network.

As described earlier, one of the design principles in Bati is to use collective ACKs and

likelihood of delivery for buffer space management rather than a strict limit on hop-counts

or replicas. Although this approach results in envelopes propagating for some time even

after delivery, thereby using some buffer space, it delivers more envelopes in the long run.

To illustrate this point, the experiment runs two simple variation of Bati where the number

of replicates propagated by a node is initially set to 5 and 10. These approaches in fact

have a quicker start in delivering messages, but also introduce an asymptote in the delivery

rate. This asymptote depends on the size of the system, and how far envelopes have to

travel to their destination. As a result, Bati opts for the more graceful scheme. On the

other hand, with a 100 second ACKing interval, Bati achieves the quick start property,

while still maintaining a high delivery rate. On average, the size of a collective ACK was

9.7KB for the 400 second interval and 3.7KB for the 100 second interval—representing

1.3% and 1.8% of a weakly connected node’s available bandwidth respectively. Figure

7.3(f) compares the results.
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7.3.3 Using recorded traces

After evaluating Bati using Vivo’s built-in probabilistic model to guide mobility, it was

interesting to investigate as to how the system would operate under recoded mobility traces.

Ideally, the two should be equivalent as the mobility model used is an abstraction of real

world mobility. For recoded mobility, the CROWDAD mobility data from Dartmouth Col-

lege [69] was used. The data was collected nearly continuously for two years, and has a

record of more than 6000 traced users as they move about more than 500 nodes. Data col-

lected for February of 2003, the last full month available in the dataset, was used because

it potentially has the highest coverage of nodes and principals. There are more than 1700

active principals and more than 500 nodes visited during the month.

The experiment was setup as follows. For each run, there were 21 nodes picked ran-

domly for which the principals that visit these nodes were considered. In order to reduce

the resource consumptions of the emulation, two simplifying reductions were made. The

emulation was limited to:

1. The top 30 mobile principals visiting the nodes

2. The first 500 steps of these principals

Both reductions work against the system because the more principals emulated, and the

more they move around, the more chances there are for data transfer. The long tail of

unemulated principals could have served as additional carriers in the network. The warm

up, message sending and running portions of this experiment were divided in a similar

ratio as the first set of experiments. As such, the system is initially run for a week, then

for the next 12 days, every time a principal visits a new node, it sends two messages to

randomly selected nodes. After that, the system is allowed to run for the rest of the trace.

The experiment was run four times.

The results obtained are fairly equivalent to those in previous mobility model, as shown

in figure 7.4. More than 50% of the envelopes were delivered within 3 days, and more than
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Figure 7.4: Using recorded mobility traces for evaluating delivery

90% within a week. The average delivery time was between 2 and 3 days for the various

clusters of sending times. Buffer and hop counts also have a predictable behavior as shown

in figure 7.4(c).

7.4 Discussion

This chapter provided an in-depth discussion of Bati, a hybrid overlay network built

atop the Vivo platform for challenged networks. The key insight in Bati is combining the

unstructured and uncertain mobility of individuals with the diverse connectivity they en-

counter as they move in their environment. This chapter is also used as vehicle to demon-

strate the utility Vivo brings to researchers in prototyping systems for challenged networks,

and evaluating them in an iterative and reproducible manner. Bati builds on several prior

projects and observations into repetitions in human behavior. Evaluations based on conser-
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vative estimates of available resources show significant savings in using Bati for delivering

bulk data compared to using the network alone, while improving the deliver rates compared

to systems that primarily rely on mobility for moving data.

This chapter concludes the discussion of tools and mechanisms for improving data ac-

cess in challenged network environments. The next part of the dissertation turns to the

market and service discovery considerations that are important in making these systems

viable for developing-country use. Providing services like personal data aggregation carry

monetary cost, and an efficient mechanism for trading these services is a requirement for

scalable use. To facilitate a wide adoption of digital services, this dissertation introduces

an extensible auction-based market platform for challenged network environments that can

also be used more generally.
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PART THREE

BUILDING SUSTAINABLE SERVICES

CHAPTER VIII

An extensible market platform for challenged networks

8.1 Introduction

If digital services targeted towards developing regions are going to be sustainable, there

needs to be an efficient market mechanism for trading them. An open and competitive

marketplace can bring enormous value for the consumer, while fostering innovation and

growth across a wide variety of businesses. In the case of Sulula, for example, providing a

simple and extensible way to allow users to compare offers from various providers, while

transparently arranging for data transfer is ideally required. As a result, it would be useful

to design a trading platform that is appropriate for these regions.

While electronic commerce has fundamentally changed how services and goods are

traded in the developed world, its impacts are far and apart in developing countries. This

is often due to low network penetration, lack of locally relevant markets, and requirements

for additional facilities (such as credit cards, shipping arrangements etc.) to take advantage
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of such marketplaces. Even when these markets are established with local content and poor

connectivity in mind, they are often specific to a certain domain or community. To mitigate

this problem, and allow for wide adoption of digital services, this chapter proposes an ex-

tensible auction-based market platform for use in challenged network environments. Such

a platform should enable developers to incorporate a market layer in their application and

open their service to a wider audience, while considering the limited operating environment

where communication channels are narrow and potentially expensive.

This chapter introduces Robit, an extensible auction-based market platform for opera-

tion in challenged environments. Robit enables developers to incorporate a market layer in

their application, and open their service to a wider audience. Providers and consumers will

benefit from the greater number of transaction options and product information brought

by the added market structure, resulting in a social surplus increase [61, 118, 126]. Ro-

bit develops from experiences of building market oriented digital services for challenged

network environments, and a survey of auction based marketplaces. The market platform

uses a customizable auction mechanism based on a modified second-price auction struc-

ture. Robit is targeted towards challenged network environments, where communication

channels are narrow and potentially expensive.

The user-facing communication channels in Robit are SMS and voicemail, leveraging

the wide penetration of cellular telephones in developing counties. By the end of 2010,

there were more than 5.3 billion mobile telephone subscribers around the world, with de-

veloping regions having the highest mobile growth rate [1]. In Ethiopia, for example, there

are about twenty five times as many mobile subscribers compared to internet subscribers

[36]. This allows us to take advantage of widely available services like SMS in the system

design. In addition, voice based solutions, such as VioKiosks [5] and the Talking Book

[108] have shown tremendous success in developing regions, as the barrier to participation

is minimal.

To show how Robit can be used to add a market layer for services and goods, Sulula
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has been modified to use Robit for an auction-based marketplace. In addition, this chapter

describes a standalone marketplace developed with Robit for buying and selling goods that

takes advantage of the various features Robit provides. The next section will next briefly

discuss the role Robit plays in these contexts.

8.1.1 Use case: digital applications

As discussed in Chapter V, Sulula takes into consideration the wide availability of

cellular phones in developing countries and personal usage patterns. Rather than visit a

kiosk and fetch data on demand—a tiresome process at best—users request a future visit

at a kiosk using their SMS capable cell phones. Sulula provides the secure infrastructure

to fetch a user’s private data from a data source to the consumption point ahead of usage

time. When the user arrives at a provisioned kiosk, she need only obtain the session key

on-demand, and thereafter has instant access. By scheduling data downloads and uploads

with respect to resource availability, Sulula enables kiosks to manage their resources well,

while saving users tens of minutes of waiting time downloading private data.

Sulula, however, requires users to establish business relationships with particular kiosks.

For example, if a user knows of three kiosks that she might be interested in getting her data

at, she needs to:

• Physically register at each kiosk, and establish a trust relationship with each one

• Know the contact information and services provided by each kiosk

• Individually contact each kiosk to see if capacity exists, and the prices are reasonable

This process is inefficient at best. Because users have the burden of contacting and compar-

ing offers from kiosks individually, on top of having to pre-register at each one, competition

in the marketplace is hindered. In addition, this mechanism makes Sulula difficult to use

when individuals are mobile and do not have a frequented ‘home’ kiosk—severely limiting

its utility to travelers. Such users do not have pre-established business relationships with
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local kiosks of the visited area. Furthermore, Sulula requires each kiosk to be capable of

having the facility to process and respond to SMS messages, which might require expen-

sive gateways for busier kiosks. This can reduce the adoption rate by kiosks, and thereby

reduce the number of service providers supporting the Sulula platform.

In the context of Sulula, Robit decouples the mechanism of providing service from the

marketplace requirements of fostering competition and openness. As such, rather than

users establishing business relationships with individual vendors, all communication is

done through a central marketplace that facilitates the exchange of digital services. The

marketplace serves as the convergence point where users and kiosk owners come together

to trade, all done through low bandwidth communication and SMS messages.

Vendors register with the marketplace and provide identifying information such as loca-

tion. When a user would like to schedule data delivery, she contacts only the marketplace,

describing her preferred location and estimated time of arrival, using SMS. Robit then takes

over the request, and conducts a dynamic (real-time) auction for service providers in the

preferred location. Vendors are allowed to fine-tune their offerings, run promotional pe-

riods etc. The scheduling mechanism at kiosks ensures that a kiosk can in fact service a

request. Once offers are collected from various vendors, they are filtered and forwarded to

the user. The user can consider various factors, such as location, price and timeliness of

service, in deciding which kiosk to use and then informs the marketplace. The winner of

the auction is notified, and the session key required for prefetching data is securely trans-

ferred to the kiosk. The user then can head to the location at the described time, knowing

her data is ready and waiting for her.

8.1.2 Use case: standalone market

Robit was also used to build a standalone auction-based market for buying and selling

goods. The auction platform allows merchants to run auctions for their goods, increasing

the exposure of their items and the efficiency of trade, even in the face of poor network-
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ing conditions. Robit makes a number of adjustments to the vanilla auction infrastructure

to adapt to the limiting constraints present in these environments. In addition to a simple

SMS interface that allows users to accomplish a number of marketplace activities, Ro-

bit is augmented by a voicemail gallery system that gives participants the opportunity for

more descriptive communication about the goods and services offered in the marketplace.

Furthermore, to mitigate the lack of wide and on-demand communication channels, Robit

auctions are structured around a right of first refusal rather than a contract to buy. The

auction structure of Robit will be discussed in section 8.2.

The preliminary user study in Addis Ababa, Ethiopia, suggests a potential need for such

a service. It is particularly difficult to buy and sell used goods, as most of the trade happens

through word-of-mouth or brokers who charge steep fees for their services of bringing

buyers and sellers together. In addition, comparison shopping requires visiting markets in

different areas and finding similar items. The initial user study and pilot deployment are

discussed in section 8.4.

Robit provides a simple interface to its auction based digital marketplace, enabling buy-

ers, merchants and vendors to exchange services and goods in a competitive environment.

It is structured around the fundamental constraints present in challenged network environ-

ments, and leverages widely available tools to achieve its purposes. Robit can be used

to make digital services like Sulula widely available to users without having to establish

individual business relationships with all potential vendors. It can also be used to build

an auction platform for exchanging other goods, and it provides a number of features and

technologies that make the adoption easier in low-bandwidth, high latency environments.

8.2 Design

The main design principle behind Robit is providing an open and competitive market-

place by utilizing widely available communication channels in challenged environments.

To this end, Robit limits the resources required to maintain and operate the infrastructure.

124



Robit features an extensible structure, allowing various additional services to plug on top

of the basic auction infrastructure. To demonstrate this, this chapter will discuss the shim

layer built on top of Sulula that allowed it to benefit from the platform provided by Robit.

In addition, the various principles and mechanisms used in building a network challenged

digital marketplace for use in developing regions are discussed.

To use the Robit infrastructures, digital services like Sulula provide small plugins at the

market side as well as the end point, such as kiosks or business centers. The main principles

in providing an auction platform for digital services are:

• Providing a transparent architecture to give users a simple way to purchase services

• Allowing for a real-time auction framework that can utilize up to date market infor-

mation

• Operating without requiring users to have a pre-established business relationship with

specific vendors once they are registered with the marketplace, and

• Fostering competition and openness

The market-side plugin for a digital service augments Robit with the service-specific

logic to deal with requests. When requests are sent to the Robit listening component, they

are forwarded to this plugin for further processing. In the case of Sulula, this layer checks

with the data source that has data of interest for the user, and obtains meta information

about available data for the user, such as the size of the data and a transaction key for

further inquires. Using this information, the layer formulates solicitation for offers (SFOs)

to pass to the marketplace. Once these requests are structured as SFOs, Robit contacts

eligible registered vendors for their latest offers in providing service.

The dynamic bidding is handled at kiosks with the vendor-side plugin that provides the

market functionalities to Sulula. This shim layer hooks into the Sulula stack to get the latest

resource schedules and price offers set by the vendor, and responds to the SFO. A response
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to an SFO includes the price a kiosk is willing to accept for the data size specified, as well

as the latest time it is able to service the requests. This information is collected from a

number of participating vendors.

Upon receiving these offers, Robit passes back the most viable offers to the market-

side plugin, which are recorded and passed on to the users. Users receive these offers in the

form of a collective SMS message summarizing their options. A user responds using the

unique identifier for an offer within a set limit of time in which the offer is good. Once an

offer is selected, the winning kiosk is notified and securely given the transaction key so that

it can download data. Data is transmitted from the source using the secure infrastructure

provided by Sulula. The 128-bit Advanced Encryption Standard (AES-128) is used for

block encryption and MD5 for hashing. Figure 8.1 shows the plugin architecture used by

the marketplace.

Figure 8.1: Modifying the Sulula data distribution network to benefit from the Robit auc-
tion platform

Robit in addition was used to build a standalone marketplace for tangible goods in a

community. Its low barrier to entry and low cost make it a good complement to the current

status-quo of physical or word-of-mouth markets. In providing this standalone auction

marketplace, the important design principles are:
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• Building an easy and customizable interface to buying and selling

• Leveraging widely available technologies, and less reliance on good network con-

nectivity

• Establishing a flexible market structure that leaves buyers and sellers in control of

their business, and

• Self-sustaining the service with incentives for the marketplace operator

Participants in the standalone market are uniquely identified using their cell phone num-

bers. This establishes a somewhat permanent identifier that can be used to manage pay-

ments and communication. In addition, this allows for easy plug of micropayment systems

such as M-PESA [87] into the system. The marketplace is structured such that sellers are

charged a small fee to list their items. This fee can be adjusted based on operation expenses

of the entity running the marketplace, or even waived if the service is provided by an NGO

or a community organization. In either case, enabling services to be profit oriented, or at

least self sustaining, is a critical component of a lasting impact that stays longer than pilot

study periods.

The standalone market has two main user-facing components. The first piece is an

SMS-powered item listing and browsing component that enables buyers and sellers to come

together around the marketplace. While building a web-based market initially was initially

considered, the system opted for the more widely available means in many of these envi-

ronments. Listing an item on the market is a simple task that can be done with two text

messages, one describing the meta-information about the item, such as name, reserve price,

length of auction and location, and another giving more details about the item.

However, no sequence of SMS messages could provide enough information for buyers

regarding the item for sale. As a result, the main purpose of the listing text messages is

providing a searchable database that only describes the key identifying characteristics of an

item. This infrastructure supports Unicode characters, and items can be listed and searched
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using the local SMS supported language. Ideally, such information will be augmented by

pictures and video that describe the exact details of the item. However, this is not practical

with the poor network conditions and the lack of access to internet communication for

many people. For this reason, the marketplace is augmented with a voicemail based product

gallery that is used to further describe items.

The simple voice based system is run concurrent to the marketplace. When a user lists

an item for sale using SMS messages, she is given a unique auction ID and a corresponding

PIN and encouraged to call the system. When the seller calls the system, she is asked

for the ID and PIN of the auction, and allowed to record or modify the item description.

The length of the description can be set by the market operator. Once this description is

recorded, it is made available as an additional communication channel for buyers to learn

more about the item.

When a buyer expresses interest in buying an item using a text message, given as a

description of the item, with a preferred location and price range, Robit does a search for

available item and provides a summary of the title and auction IDs of matching auctions.

The buyer then can learn more about particular items by asking for the details available

on the marketplace. Optionally, the buyer can also call the system to check if there is

further voicemail description left by the seller, identified by the auction ID. While a voice

description will not replace pictures, video or an in-person visit, it suffices to give the buyer

a good idea about the item. Furthermore, by structuring the auction around the right for

first refusal by a buyer, the Robit marketplace caters to the inherent information gap due to

the narrow communication channel in these environments.

8.2.1 Auction mechanism design

Robit uses an auction design tailored specifically to address the aforementioned con-

straints associated with mobile marketplaces. The auction mechanism adopts the second-
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price auction policy [129]1 : the highest bid buyer pays the auctioneer or the seller the

second highest bid for the auctioned item that he or she wins. This payment system ren-

ders the second-price auction framework incentive compatible, meaning bidders’ optimal

bidding strategy is to bid exactly how much they value the auctioned item [54].

After examining the item in greater depth, the winner is permitted to withdraw from

the auction without paying any penalty. This feature thus compensates for information

asymmetry, when one side of the market has more information than the other, rising from

the nature of the mobile marketplaces [9]. In other words, buyers’ right of first refusal

helps to prevent scenarios where sellers provide false information or purposefully create

exaggerated impression about their items. Although revealing detailed item information

to selective group of high-bid buyers and allowing them to resubmit their bids can also

alleviate the effects of asymmetric information in Robit, such auction mechanisms require

more time and effort from the buyers, thus discouraging them from bidding altogether.

From the previous discussion, one may assume that Robit’s second-price auction mech-

anism can eliminate strategic elements in buyers’ bidding decisions, consequently improv-

ing the marketplace’s ease of use. However, Robit’s permission for auction winners to

withdraw their bids violates this incentive compatibility property in the case of malicious

bidders, whose interest is not to maximize their own utility but to crowd out as many buy-

ers as possible. In particular, the enactment of the first refusal right may expose sellers and

buyers to attacks by malicious buyers who can crowd out legitimate buyers by submitting

artificially high bid and then withdrawing from the auction. The time and monetary cost of

sending SMS messages and monitoring auctions may in part deter such behavior.

In order to further discourage these malicious buyers in high-priced items, Robit im-

poses a refundable deposit requirement, d ∈ [0, 1] of a buyer’s bid, that will be collected

at the beginning of the auction and returned in full when it concludes. To reserve the

winner’s right of first refusal in cases where later revealed details about the item do not

1eBay, a prominent internet auction website, also implements its own version of second-price auction
[105]
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meet the buyer’s expectations, the market always refunds the buyers’ deposit, regardless

of the auction’s outcome. This deposit requirement can further prevent malicious buyers

from participating in several auctions simultaneously. In particular, the empirical study

examines the effect of different deposit requirement levels d on social surplus for items of

different values. The results show buyers may benefit more from medium to high deposit

rates, while sellers may not, prompting auction operators for Robit to determine their mar-

ketplaces’ deposit rate that is optimal for both buyers and sellers. Note that although an

entry fee will likely effectively deter this malicious behavior, the system restrains from im-

posing extra barriers that may undermine Robit marketplaces’ accessibility and usability.

Payments and deposits could be made using existing micropayment facilities or through

in-person dealings.

8.3 Implementation

The auction component of Sulula is mostly implemented using C# and the .NET plat-

form. It has a number of sub-components that define the various modules in the system that

provide different functionalities. Open source technologies were used whenever possible

to reduce the time of development as well as increase the quality and reusability of pieces.

The major components in the auction platform of Robit are the communication manger, the

SMS manger, the search manager and the market manager.

The communication manager handles network based communications with other com-

ponents in the system. It also provides an easy way to extend the communication channels

to new components. In the context of Sulula, this component is used to manage the com-

munication with various vendors, as well as data sources that have the private data that

users are interested in. In the standalone market, the communication manager talks with

components that deal with the voicemail gallery. As such, this component has to under-

stand a number of protocols as it interacts with different entities. The system makes use

of an open source XML-RPC package [24] besides other remote procedure call facilities
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present in the .NET platform.

The SMS manager deals with sending and receiving text messages, while communi-

cating with the market manager that deals with the internals of the auction. There were

a few options here. One could include a commercial grade SMS gateway that is able to

handle high intensity traffic as used by several companies, or outsource the actual SMS

sending and receiving using services like Twilio [123], which provide a simple way to in-

tegrate SMS in applications without dealing with SMS directly. However, a simple and

self-contained solution is desired to begin with, which would allow for a quick deployment

and small barrier to entry. On this front, some of the options were the Gnokii project asso-

ciated with Nokia [44] and the MSR SMS Toolkit [128]. The system uses the MSR SMS

Toolkit because of its easy integration to .NET projects. The toolkit is an existing SMS

gateway solution from Microsoft Research India, used to handle and respond to requests

from users via a connection to an SMS sending/receiving port. The SMS toolkit is a simple

programmable interface to SMS messaging, with hooks to applications that enable integra-

tion with various systems. A smartphone communicating with the processes running on a

PC serves as the SMS sending and receiving port. Meanwhile, the phone can also be used

for making and receiving calls.

The SMS manager has two subcomponents. One listens to and forwards requests, while

the other operates a separate notification thread that provides current information to partic-

ipants in the market. This is used to let users know when important events, such as auction

closing or unlisitng, happen in the system. The SMS listener uses a command parser to

interpret text messages and perform requested actions. Users are able to register, sell, bid,

unlist, add and get details about auctions among other things.

The search manger performs guided search for users regarding items present in the mar-

ketplace. This is a crucial component because the opportunity for communication is narrow

with buyers, as everything happens through SMS messages. This component indexes the

title, location, price and detailed description of auctions and performs a natural language
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Figure 8.2: Robit and the Voicemail Gallery

search guided by provided constraints. It ranks the found items using a relevance mea-

sure, while limiting for the preferred location and the price range buyers are looking for. A

summary of the top (by default 3) matching items is given back to the user using an SMS

message. This summary includes the auction ID, title, location and the current highest bid

on the item along with the remaining time. The buyer then can either request for the detail

or check if there is a voicemail gallery for the item. Currently, locations search is limited to

city/town levels due to the lack of structured addresses and naming conventions. However,

recent advances in mapping technologies for developing countries [73] provide a promising

avenue for finer grained approaches.

The market manager is the component that implements the various auction strategies

that were described above. At the bare minimum, it keeps track of open and closed auctions

in the system, and performs needed system housekeeping. This component interfaces with

the SMS manager to learn about requests as well as notify users of events. It interfaces with

the search manager when identifying relevant auctions that a user might be interested in.

It consists of two additional threads that monitor auctions that are nearing to closing time,

and those transactions that have been completed and need to be logged for future reference.

Another important component in the marketplace is the voicemail gallery for items.
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This component implements an interactive voice response system that augments the main

auction platform. With the increased adoption of VoIP, voice and telephony solutions are

increasingly getting integrated with networked applications. This enables applications to

have intuitive user interfaces that are very easy to customize to different cultures and envi-

ronments. The Session Initiation Protocol (SIP) is at the core of many of these solutions,

and the solution in Robit is SIP powered as well. The system builds on the open source

SIP Express Media Server (SEMS) and SIP Express Router(SER) [110] projects, and im-

plements mostly in C++, and added the needed marketplace features.

Calls to the system are switched using the SIP router, and terminated using the media

server. The media server interacts with the marketplace to learn about open auctions, and

assigned PINs for sellers. As users call the system, they are guided through customizable

voice prompts to either check a voicemail gallery for an item, or create a new voicemail

gallery for an open auction in the marketplace. Parts of this IVR system are implemented

in Python that wraps the internal C++ modules. The prototype was run on a Pentium 3

machine with only 512MB of memory, and functions properly even on such low pow-

ered computers. Calling the voicemail system from the public switched telephone network

(PSTN) requires an SIP-PSTN gateway, which is easy to implement, but could be pricey

to start with. For pilot deployments, it is possible to use SIP compliant softphones which

are widely available in internet kiosks as they are often used to make VoIP calls over the

network. Figure 8.2 shows how the marketplace and voicemail gallery work together.

To make customization as easy as possible, all voice prompts are recorded as simple

WAV files and placed in a user modifiable folder. Each prompt is clearly identified by

a describing name, and customizing the prompt to a local language is only a matter of

replacing the prompts with a different recording, while leaving the name unchanged.
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8.4 Evaluation

Robit has been evaluated in a few different ways to analyze its utility in a challenged en-

vironment setting. This section will first discuss the auction market simulations performed

to compare how different deposit requirements affect auction outcomes and the social sur-

plus created. It then discusses a user study conducted in Addis Ababa regarding the utility

of an auction based market place in developing countries like Ethiopia. The study gave us

important insight into how conventional markets operate, and was important in revising the

design for Robit. One of the interesting findings was the difficulty people have in buying

and selling used goods outside of their social circles. Finally, the section will describe a

small in-country pilot deployment that was performed. There were local translators and a

video tutorial that gives a quick overview of the Robit platform, with the standalone market

as an example.

8.4.1 Auction simulation

The first evaluation empirically studies how the deposit requirement x ∈ [0, 1] affects

the social surplus for two types of goods: high-valued and low-valued. In particular, a Robit

market scenario of 100 buyers and 100 sellers who all sell the same good is simulated.

Each seller s holds an auction for his or her one item, whose value rs (from the seller’s

perspective) is also the auction’s reserve price. Each buyer b is endowed with eb dollars,

and cannot borrow money at any time, guaranteeing eb ≥ 0. A randomly chosen subset of

20 buyers participate in each auction. It is important to note that the evaluation analyzes the

case where buyers are involved in several auctions at a time, which might be unlikely in the

common case. However, in doing so, the evaluation focuses on the interesting properties

of the system in deterring malicious users who are trying to game the market. For most

people who participate only in a handful of auctions at a time, the deposit requirement will

have almost no impact, which is the intended purpose of the approach.

A buyer sends a text message to Robit asking for details about the item. Buyer b’s
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valuation for seller s’s item is specified as xb,s = vb + αb,s where vb represents b’s average

valuation for the good, and αb,s reflects b’s preference for the particular item sold by s.

After sending his or her bid message to the seller, buyer b will be charged a deposit of

xb,sd, which will be refunded in full after the auction regardless of the final outcome. The

seller then chooses the winner b∗ and the final price xs∗, as described in Section 8.2.1,

and moreover, provides detailed item information to b∗, which could involve an in-person

visit. After considering this information, buyer b∗’s valuation for the item is updated to

x′s = rs + βs. b∗ will exercise the right of first refusal if and only if x′b∗,s ≤ xs∗, and will

pay for the item otherwise.

A Robit marketplace operator could charge a small fee for sellers to list their items.

Since these charges are the sellers’ fixed sunk costs [126], these listings will not be in-

cluded in the analysis. The cost of sending a single SMS in Ethiopia, as provided by the

Ethiopian Telecommunication Corporation, is around $0.03 [36], and this value is used in

the simulation. Note that each of the participating buyers in an auction sends at least two

messages to first ask about the status of the auction and then to submit his or her bid. The

winning bidder sends an additional message notifying whether he or she would like to pay

for the item.

The empirical study consists of two scenarios: in scenario A, the auctioned items have

smaller values (r ∼ 4 × N(1, 0.25), β ∼ 3 × N(1, 0.25), v ∼ 6 × N(1, 0.25), α ∼

0.5×N(1, 0.25), eb ∼ 20×N(1, 0.25)), while auctioned items in scenario B have higher

values (r ∼ 21 × N(1, 0.25), β ∼ 3 × N(1, 0.25), v ∼ 22.5 × N(1, 0.25), α ∼ 0.5 ×

N(1, 0.25), eb ∼ 40 × N(1, 0.25)). 5% of the buyer population is assigned as malicious;

each of these malicious buyers will bid twice their valuation for the item. Note that mali-

cious buyers do not necessarily withdraw their bids in all auctions, since they are charged

the second highest bid price, and more importantly, are also interested in purchasing auc-

tioned items like others. The above parameters were calibrated so that at least more than

half of the auctions are successful on average in all settings, which mirrors the fact that a
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Figure 8.3: Results of buyer, seller and social surplus from market simulation

majority of items listed on popular auction sites are sold.

The auctions’ outcomes were evaluated by three measures: i) seller surplus δs =∑
s Is(xs ∗ −rs) where Is = 1 if s sold his or her item and 0 otherwise, ii) buyer sur-

plus δb =
∑

s Is(x
′
s − xs∗), and iii) social surplus δ = δs + δb. As depicted in Figure

8.3, social surplus declines as the deposit rate increases in scenarios A and B, and so does

buyer surplus. At the same time, seller surplus increases with d and levels off around

d ∈ [0.6, 1]. Intuitively, higher deposit rates help to keep malicious buyers from crowding

out legitimate buyers, and help the genuine buyers to win more auctions, resulting in more

successful auctions. However, since malicious buyers are also interested in buying items

whose final price is less than the buyers’ valuations, their increasing absence also means

lower final prices. In addition, fewer participants, both malicious and genuine, can submit

bids for each auction as a result of higher deposit requirements. These concurrent effects
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therefore help explain the decrease in social surplus and in seller surplus and increase in

buyer surplus for both scenarios A and B. An auction designer’s job is then to choose the

deposit rate that is acceptable to both buyers and sellers, while keeping the social surplus

at a reasonable level.

8.4.2 Initial user study

Detailed interviews were conducted with twelve people, ages 17 to 52, in Addis Ababa,

Ethiopia to understand some of the everyday market issues they deal with. The group

consisted of students, business operators, government and private sector workers. The

interview asked about their buying routines and how they compare prices etc. New item

purchases in the last three months for the participants ranged from clothing and shoes

to mobile phones, computers, furniture and accessories. These are bought from either

outdoors markets, such as Merkato in the heart of Addis Ababa, or shops and boutiques

found throughout the city. All participants said they compare a few places before making

a purchase, and they use their judgment of the quality of the item alongside the price point

comparisons to decide between alternatives. A small number of participants also said they

use the internet for items like computers to get a feel for what the price should be. This

however gives only a ball park number as many factors are involved in determining the

actual price at the marketplace. Price negotiation is an important part of the buying process.

Only a few shops have fixed, advertised prices, and buyers have to negotiate and compare

prices to get the best value. Anecdotally, of the several stores visited in the city, fixed

prices—very common in the US and many other countries—were found only in some of

the high-end stores, and negotiation was the norm everywhere else.

Most of the participants also have bought used items in the past. These include electron-

ics, furniture and home appliances. Most of these are bought either through a social contact

or through second-hand shops that buy and sell used items. Some participants also used

brokers for this purpose. Price negotiations are even more important in this context because
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there are not enough similar items in the social buying circle to compare price points. Most

of the people interviewed have also tried to sell items at some point in the past. The process

is similar in buying used items as it involves finding takers either through social circles and

brokers or taking it to a used item shop for sell. A few people also mentioned posting the

item and contact information on a notice board.

About half of the participants have used brokers for buying and selling items. The

broker fee ranges from 2%-10% of the final selling price. Brokers are especially important

in buying items that are not commonly traded, such as cars and large appliances. However,

they are also used in making smaller purchases like mobile phones and personal computers.

Experiences with brokers widely vary, but most people are content with the process, but for

the sometimes steep prices.

All participants knew about auctions and about a third have participated in one. Auction

notices are common on the national television and radio broadcasts, often advertised by

banks and the customs bureau. Auctions are regarded as an excellent mechanism for getting

the best prices for items because many buyers can participate and see the item for sale. The

sentiment was particularly strong with those participants who tried to sell bigger items in

the near past. Most of the participants were willing to try an auction based system for

buying and selling their own items.

8.4.3 Pilot deployment

Following the user study in the country, a pilot deployment was set up in Addis Ababa.

Local partners and volunteers were invaluable in preparing a local translation of the system.

The deployment started out by translating the Robit documents to Amharic. There also was

a local language video tutorial that explains the key elements of the system, and relates it

to the current experience. In addition, the voicemail gallery was customized to operate in

Amharic.

The pilot deployment took place in a local internet kiosk which was doubling as the
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market operator. This is one potential avenue for increasing the Robit adoption. Another

alternative is for a separate entity, such as a local shop or small business, to administer the

marketplace. Several mock auctions were run over a few weeks, while letting the volunteers

try out the system and give us feedback.

The feedback received was technical as well as social. The value a marketplace like

Robit could bring to users was clearly noticed during the pilot deployment. A lot of people

thought augmenting the system with a web component might also be useful as the those

who have internet access could use it even better. Other feedback was about the experience

people had when interacting with the SMS interface. On the other hand, some suggested

various modifications to the market process, including holding the item auctioned at the

market operator, or adding a way to verify an item listed for sale indeed belonged to the

seller. This was meant to deter stolen goods from being sold on the marketplace. Other

feedbacks included enforcing timeliness and building trust on the system over time. These

are essential considerations in full deployment of the service.

8.5 Voice based systems

The Robit market benefits Sulula, and other digital services targeted to developing

counties, by adding an auction based market platform which transforms one-to-one busi-

ness transactions to a many-to-many environment that fosters competition and innovation.

By providing a market platform, Robit enables developers to build services that can be

traded on an open market while using widely available communication tools such as SMS

and voice. This section looks at a few other examples of voice based systems as they relate

to the voicemail gallery in Robit.

There are a number of voice based projects that enable communication within a com-

munity and can be easily shaped to the local needs. The main advantage of these systems

is customization. The VoiKiosks [5] project from researchers at IBM India leverages their

previous work in VoiServ [74] which mimics the structure of the WWW, but using voice.
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This is enabled through the Hyperspeech transfer protocol (HSTP) [6] which defines a

protocol to seamlessly connect telephony voice applications. HSTP enables the users to

browse across voice applications by navigating the Hyperspeech content in the application,

which enables the building of voice enabled sites, called VoiceSites.

VoiKiosks used this technology to develop community specific voice based ’bulletin

boards’, where users can listen to and record messages. This approach is a response to the

observation that the usefulness of the internet information for people in developing counties

and the many villages within is very limited because relevant content is often not available

on the internet [51]. One of the services VoiKiosks provide is an advertisement for pro-

fessional services, where people can call in and post the services they provide and how to

reach them, much like a classified ad on a magazine. Interested takers can then call the

provider using the contact information. Other voice enabled solutions targeted at develop-

ing countries include the Talking Phone project from Literacy Bridge [108] and the Free-

dom Fone [23] project currently implemented in Zimbabwe and South Africa. Robit builds

on a number of principles from similar systems that showed that adding low-technology,

but widespread interfaces to applications can boost its adoption in developing countries.

These lessons were applied in the area of an auction-based marketplace that can be used

for the exchange of digital services or tangible goods.

8.6 Discussion

Given systems that were designed to work well in challenged network environments,

this chapter considers what it would take to make them viable and sustainable in develop-

ing region contexts. To that end, this chapter described Robit, an extensible auction-based

market platform for challenged network environments. Robit enables application develop-

ers to expose their services to a wide audience using a market layer that interacts with users

over widely available communication tools. By doing so, it attempts to create an ecosys-

tem where users can conveniently discover and trade digital services and goods despite
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infrastructural challenges. The Robit architecture makes it easy to modify it for various

services and purposes. As examples, this chapter discusses two applications—Sulula and

a standalone marketplace—that benefited from the market services that are provided by

Robit.

This chapter concludes the last topic covered in this dissertation. The next chapter will

provide a brief summary of the main contributions in this dissertation, as well as future

directions for this line of research. Thinking about computing technologies in the context

of developing regions is a fairly new discipline—one that was enabled by a number of

recent improvements in access and affordability. As a result, it remains a fertile area for

conducting research that addresses challenges unique to the developing world.
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CHAPTER IX

Conclusion and future directions

Challenged network environments, endemic to developing regions, make even simple

network tasks unpleasant and rich media prohibitively difficult to access. This dissertation

discussed several contributions towards validating the thesis that the wide availability of

cellular telephones and cheap storage devices, along with patterns in human activity, can

be used to significantly improve end-user experience in accessing and using data in chal-

lenged network environments. The document was presented in three topical areas which

discussed understanding user behavior, building systems for improving user experience,

and providing tools for making these systems viable in developing regions.

The first study in this dissertation leads to contributions in understanding web usage

behavior in developing region settings, and its implications for web acceleration mech-

anisms. Web acceleration mechanisms are especially important in challenged network

environments where connectivity is limited or expensive. However, traditional solutions

that rely on the redundancy of user requests for improving performance find it increas-

ingly difficult to be effective as web usage gets personalized and fragmented. This study

has resulted in a large scale personalized web usage data collected in a developing country

context that is available for researchers. The analysis on this dataset provides some tangible

evidence for describing the personal nature of web access in developing regions. For ex-

ample, although web access behavior is quite diverse when considering users in aggregate,
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the patterns tend to be self-similar when looking at users individually. These observations

are important in designing systems that are appropriate for challenged networks, and the

dissertation has provided several examples along these lines.

The next study in the dissertation looked at a case study of web usage behavior in

developing regions with a focus on online social networks. Social networking has been

one of the fastest growing segments in web access that is also driving personalization. The

study focused on access behavior of users, as well as the social, economical and cultural

factors that impact some of this behavior. Using profile and activity data from LinkedIn, a

social networking site with over a 100 million members worldwide, this study has presented

several themes in social networking usage in developing regions. Some of the themes

discussed include nature of interconnectedness and geographic locality for members, the

activity and engagement level of members in developing regions, as well as access verticals

for content from various regions.

As several other studies have also indicated, users in developing regions spend a sizable

portion of their time on personal or private destinations, with social networking as a one

example. The observations in this part of the dissertation point to at least two important

usage scenarios that can benefit from custom designed systems for improving end-user

experience as data access grows more personal and media-rich. One is addressing the

challenge of distributing private data in challenged networks, while the other is designing

mechanisms for efficiently transferring bulk data despite poor network connectivity.

When it comes to personal data that is needed by a single user, traditional caching and

prefetching techniques provide little to no assistance. In challenged network environments,

this means users often have to wait while their data is fetched from a remote server over a

very slow link. This dissertation presented Sulula, an infrastructure for distributing private

data in challenged network environments that leverages the near ubiquity of mobile phones

for scheduling future requests. This system is based on the observation that many standard

techniques for improving user experience in accessing content rely on the redundancy in
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content access. By using data channels, Sulula can easily integrate with the existing in-

frastructure and incrementally support various data sources. Sulula was implemented with

three data channels—an email channel, a news feed channel and an HTML channel, that

use the framework to deliver private or personal data from common sources.

The experimental results show Sulula can save users tens of minutes in a typical email/news

reading session in challenged networks. In addition, the system facilitates a fair and trans-

parent pricing structure that can improve how digital services are traded in developing

regions. In addition, the dissertation described a small pilot deployment in Addis Ababa,

Ethiopia with positive results. Sulula can be used alongside traditional caching and con-

tent distribution techniques to improve internet access experience in challenged network

environments.

The next focus in the dissertation was the transfer of bulk data in challenged networks.

In particular, the dissertation discusses an experimentation platform for prototyping sys-

tems for challenged networks, and evaluating them iteratively. This is important because

these systems are expected to operate under a variety of circumstances. The system de-

scribed in this dissertation, Vivo, is a platform for simplifying such experimentation. The

key contribution of Vivo is allowing researchers to rapidly prototype systems for challenged

networks with live-code, and evaluate them reproducibly. Using a menu of composable in-

gredients, Vivo liberates researchers to focus on their area of interest in building systems,

thereby reducing the effort needed to do so. These systems can be directly evaluated on

Vivo’s network and emulation platform. In demonstrating Vivo’s utility to researchers, the

dissertation discussed three example systems that were built atop Vivo. Two of there were

previously proposed by other researchers, while the third was a new hybrid overlay network

known as Bati.

The dissertation demonstrated how researcher would go about building systems like

Bati, and how the Vivo emulation platform enables them to reproducibly and iteratively

evaluate their design decisions. Bati leverages estimates of natural mobility along with
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available network resources to transfer Data. The results with conservative estimates of

available resources show savings in using Bati for delivering bulk data compared to using

the network alone, while improving delivery rates compared to solutions that only use ad-

hoc routing between mobile peers.

In conclusion, the first two parts of the dissertation focus on understanding data access

behavior and building systems for improving user experience based on these observations.

The next part of the dissertation turned to the market and service discovery considerations

that are important in making these systems viable for developing region use. Providing

services like personal data aggregation carry monetary cost, and an efficient mechanism

for trading these service is a requirement for scalable use. To facilitate a wide adoption of

digital services, the dissertation introduces an extensible auction-based market platform for

challenged network environments that can also be used more generally.

Open and competitive markets bring enormous value to communities. The internet

has enabled such markets and changed how people buy and sell goods. However, these

markets are not usually available in challenged network environments due to poor infras-

tructure and lack of relevant content. While some isolated solutions targeted to challenged

environments exist, they are often confined to certain domains or communities. Appro-

priately designed marketplaces are especially important in building sustainable services in

developing regions.

The last chapter in this dissertation described Robit, an extensible auction-based market

platform for challenged environments. Robit incorporates ideas from economic and auction

theories with widely available communication tools to create a market platform that can

be used by developers in various applications. Robit is a platform, and as such, can be

used to build a market layer in a number of applications. These could be marketplaces

for trading digital services or goods. To demonstrate how Robit can be used to add a

market layer to applications, the Sulula system was modified for taking advantage of the

marketplace platform. In addition, the dissertation analyzes a standalone auction-based
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market for tangible goods built atop Robit.

Combined together, this dissertation brought together several projects that aim to under-

stand and improve end-user experience in accessing and using data in challenged networks.

Designing systems for developing regions is often driven as much by performance metrics

as it is by practicality and appropriateness. The many projects described in this disserta-

tion focus on practicality by trying to understand user data access behavior, and designing

systems appropriate to the target audience.

The study of computing technologies for development is a research area in an early

phase. Due to improvements in the buying power of individuals and the cost implications of

Moore’s Law, access to computing technology has accelerated in developing regions. Yet,

developing regions present a unique set of challenges—spanning infrastructure, literacy,

language etc.—that render many existing computing solutions unsuitable to these regions.

Fortunately, ICTD continues to attract academic interest from several institutions, with

multidisciplinary interests from economics, policy and information studies. As a result, it

presents a fertile opportunity to conduct research with great impact and visibility.

Moving forward, one medium term research goal is to work at the intersection of com-

puter science and the study of information communication technologies for development.

Based on qualitative and quantitative analysis of information technology use in emerg-

ing economies, it would be interesting to build systems that cater to some of the unique

challenges. Over the coming years, some interesting areas of research include systems

for intermittent connectivity, low-cost wireless connectivity options, mobile systems and

applications for developing regions, power efficient systems, and security challenges for

communication technologies in developing regions.

One particular area of interest is working on technical solutions to assist in the eco-

nomic development of moderately educated individuals in developing regions. It is inter-

esting to observe that the youth literacy rate in Sub-Saharan Africa has been significantly

improving, reaching as high as 98% in Zimbabwe and well over 60% on average [124].
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By leveraging widely available communication resources, it would be useful to research

appropriately designed technologies that can create or facilitate economic opportunities for

moderately educated individuals—able to read, write in their local language and perform

basic arithmetic—in developing regions. There are at least three important challenges that

need to be addressed in this regard. These include improving access to information, design-

ing simple, secure and scalable payment systems in support of local and online economic

opportunities, and overcoming language barriers through appropriate interfaces.
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