
Aerodynamic Interactions of Propulsive
Deceleration and Reaction Control System Jets on

Mars-Entry Aeroshells

by

Hicham Alkandry

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Aerospace Engineering and Scientific Computing)

in The University of Michigan
2012

Doctoral Committee:

Professor Iain D. Boyd, Chair
Professor Hong G. Im
Assistant Professor Krzysztof J. Fidkowski
Professor James C. McDaniel, University of Virginia



c© Hicham Alkandry 2012

All Rights Reserved



For my family and friends.

ii



ACKNOWLEDGEMENTS

I would like to express my deepest gratitude and sincere appreciation to many

people that have made the work presented in this document possible. It was the com-

bined efforts of faculty, friends, and family that helped me complete this dissertation.

First and foremost, I would like to thank my advisor, Iain Boyd, for his tremen-

dous support, encouragement, and patience throughout my graduate studies at the

University of Michigan. I am truly grateful for his guidance throughout these years

and I consider myself incredibly lucky and privileged to have worked with such a

knowledgeable and insightful advisor. I would like to thank Professor Hong Im, Pro-

fessor Krzysztof Fidkowski, and Professor James McDaniel for their willingness to

serve on my committee and for providing helpful feedback and guidance on my grad-

uate research. A special thanks goes out to Professor McDaniel and two graduate

students in his group, Joshua Codoni and Erin Reed, at the University of Virginia

for their collaboration that helped shape my research project. I would like to thank

Dr. Ron Merski, the head of the Aerothermodynamics Branch at NASA Langley, for

giving me the opportunity to work there during the summers of 2009 and 2010. I also

thank all of the people in that branch, particularly Dr. William Wood, Dr. William

(Bil) Kleb, and Dr. Alireza Mazaheri, as well as the FUN3D team, especially Dr.

Michael Park, for all their help during my internships at Langley.

My thanks also extend to all of the current members of the Nonequilibrium Gas

and Plasma Dynamics Laboratory that I have had the pleasure of working and in-

teracting with. I am grateful to be part of a lab in which there is always someone

iii



willing to answer questions and help with problems. I also express my thanks to some

of the former members of the lab, including Tim Deschenes, Tim Holman, Alexandre

Martin, and Nick Bisek. I would like to thank all of my friends at the University

of Michigan that have made my time here in Ann Arbor very special. In particular,

I thank Tyler Huismann and Ez Hassan for turning many long study sessions into

cherishable experiences. I have also enjoyed all of the wonderful conversations that

I have had with my officemates, Abhilasha Anna and Karthik Kumar, over the past

few years that have covered everything from vibrational nonequilibrium to Mac vs.

PC.

Last, but not least, I would like to thank my family for their help which made

this dissertation possible. In particular, I thank my sister, Hind, for providing moral

support. I express sincere thanks to Emily for her understanding and love during the

past few years. Without her constant encouragement, this process would have been

nearly impossible. Finally, my deepest love and gratitude go to my parents for all

their support during the long years of my education.

This work was supported by a grant (NNX08AH37A) from the National Aeronau-

tics and Space Administration (NASA). The use of supercomputing resources from

the University of Michigan (Center for Advanced Computing) and NASA (NASA

Advanced Supercomputing Division) were essential to this work and are also greatly

appreciated.

iv



TABLE OF CONTENTS

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . iii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

LIST OF APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

LIST OF NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . xvii

CHAPTER

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Mars Entry, Descent, and Landing (EDL) . . . . . . . . . . . 5

1.2.1 Mars EDL Challenges . . . . . . . . . . . . . . . . . 5
1.2.2 Current Mars EDL Technology Limitations . . . . . 8
1.2.3 Alternative Mars EDL Technologies . . . . . . . . . 11

1.3 Review of Related Work . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Propulsive Deceleration . . . . . . . . . . . . . . . . 14
1.3.2 Reaction Control Systems . . . . . . . . . . . . . . . 17

1.4 Scope of Dissertation . . . . . . . . . . . . . . . . . . . . . . 19
1.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4.2 Outline . . . . . . . . . . . . . . . . . . . . . . . . . 20

II. Technical Approach . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.1 Hypersonic Wind Tunnel . . . . . . . . . . . . . . . 24
2.1.2 Planar Laser-Induced Iodine Fluorescence Technique 26

2.2 Navier-Stokes Solver . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.1 LeMANS Overview . . . . . . . . . . . . . . . . . . 29

v



2.3 Numerical Boundary Conditions . . . . . . . . . . . . . . . . 33
2.3.1 Implementation in LeMANS . . . . . . . . . . . . . 33
2.3.2 Assessment of the Ashkenas and Sherman relations 36
2.3.3 Effects of the Ashkenas and Sherman relations . . . 45

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

III. Central Propulsive Deceleration . . . . . . . . . . . . . . . . . . 51

3.1 Numerical Setup . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.1.1 Aeroshell Geometry . . . . . . . . . . . . . . . . . . 53
3.1.2 PD Jet Conditions . . . . . . . . . . . . . . . . . . . 55

3.2 Sonic PD Jets . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1 Flowfield Features . . . . . . . . . . . . . . . . . . . 58
3.2.2 Surface Properties . . . . . . . . . . . . . . . . . . . 61
3.2.3 Aerodynamic Properties . . . . . . . . . . . . . . . 62

3.3 Effects of the Central PD Jet Mach Number . . . . . . . . . . 66
3.3.1 Flowfield Effects . . . . . . . . . . . . . . . . . . . . 67
3.3.2 Surface Effects . . . . . . . . . . . . . . . . . . . . . 69
3.3.3 Aerodynamic Effects . . . . . . . . . . . . . . . . . 70

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

IV. Peripheral Propulsive Deceleration . . . . . . . . . . . . . . . . 77

4.1 Numerical Setup . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.1.1 Aeroshell Geometry . . . . . . . . . . . . . . . . . . 78
4.1.2 PD Jet Conditions . . . . . . . . . . . . . . . . . . . 80

4.2 Flowfield Features . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3 Effects of the Peripheral PD Jet Mach Number . . . . . . . . 83

4.3.1 Flowfield Effects . . . . . . . . . . . . . . . . . . . . 85
4.3.2 Surface Effects . . . . . . . . . . . . . . . . . . . . . 89
4.3.3 Aerodynamic Effects . . . . . . . . . . . . . . . . . 89

4.4 Comparisons Between Peripheral and Central PD Jets . . . . 93
4.4.1 Flowfield Properties . . . . . . . . . . . . . . . . . . 94
4.4.2 Aerodynamic Properties . . . . . . . . . . . . . . . 95
4.4.3 Deceleration Performance . . . . . . . . . . . . . . . 99

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

V. Reaction Control System . . . . . . . . . . . . . . . . . . . . . . 102

5.1 Numerical Setup . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.1.1 Aeroshell Geometry . . . . . . . . . . . . . . . . . . 104
5.1.2 RCS Jet Conditions . . . . . . . . . . . . . . . . . . 105

5.2 Baseline Configuration . . . . . . . . . . . . . . . . . . . . . . 108
5.3 Parallel RCS Jet . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.3.1 Flowfield Properties . . . . . . . . . . . . . . . . . . 111

vi



5.3.2 Surface Properties . . . . . . . . . . . . . . . . . . . 113
5.3.3 Aerodynamic Properties . . . . . . . . . . . . . . . 116

5.4 Transverse RCS Jet . . . . . . . . . . . . . . . . . . . . . . . 117
5.4.1 Flowfield Properties . . . . . . . . . . . . . . . . . . 117
5.4.2 Surface Properties . . . . . . . . . . . . . . . . . . . 119
5.4.3 Aerodynamic Properties . . . . . . . . . . . . . . . 122

5.5 Performance of the Parallel and Transverse RCS Jets . . . . . 123
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

VI. Comparisons with Experimental Data . . . . . . . . . . . . . . 134

6.1 Baseline Configuration . . . . . . . . . . . . . . . . . . . . . . 135
6.2 Propulsive Deceleration . . . . . . . . . . . . . . . . . . . . . 140

6.2.1 Central Configuration . . . . . . . . . . . . . . . . . 140
6.2.2 Peripheral Configuration . . . . . . . . . . . . . . . 146

6.3 Reaction Control System . . . . . . . . . . . . . . . . . . . . 153
6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

VII. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

vii



LIST OF FIGURES

Figure

1.1 Illustration of propulsive deceleration and reaction control system . 3

1.2 Entry, descent, and landing sequence for MSL . . . . . . . . . . . . 6

1.3 Earth and Mars atmospheric comparison . . . . . . . . . . . . . . . 7

1.4 Landing sites of the successful Mars missions . . . . . . . . . . . . . 8

1.5 Supersonic disk-gap-band parachutes for Viking, Pathfinder, and MER 9

1.6 70◦ blunt-cone aeroshell . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.7 Alternative Mars EDL technologies . . . . . . . . . . . . . . . . . . 13

1.8 Total axial force coefficient as a function of PD nozzle thrust for
central and peripheral (3 jets) PD configurations . . . . . . . . . . . 15

1.9 Candidate EDL architectures for Exploration-class missions to Mars 17

1.10 Design process for MSL RCS thrusters layout . . . . . . . . . . . . 19

2.1 Image of the hypersonic wind tunnel at the University of Virginia . 25

2.2 Experimental facility . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3 Schematic of the PLIIF setup . . . . . . . . . . . . . . . . . . . . . 27

2.4 Schematic of the Ashkenas and Sherman relations . . . . . . . . . . 34

2.5 Temperature and density contours around a Mars-entry aeroshell
with freestream conditions calculated using the Ashkenas and Sher-
man relations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

viii



2.6 LeMANS boundary conditions for simulating the flow around a Mars-
entry aeroshell in the experimental facility . . . . . . . . . . . . . . 37

2.7 Computational grid for simulating the flow around a Mars-entry
aeroshell in the experimental facility . . . . . . . . . . . . . . . . . . 38

2.8 Mach number contours and velocity streamlines calculated by Le-
MANS around a Mars-entry aeroshell in the experimental facility . 39

2.9 Gradient-length local Knudsen number contours calculated by Le-
MANS around a Mars-entry aeroshell in the experimental facility . 40

2.10 Comparison of translational and rotational temperature distributions
computed by LeMANS in the experimental facility . . . . . . . . . . 41

2.11 Comparison of the axial and radial Mach number, temperature, and
density distributions calculated by LeMANS in the experimental fa-
cility and the Ashkenas and Sherman relations . . . . . . . . . . . . 42

2.12 Boundary conditions and mesh for simulating flow around a Mars-
entry aeroshell with Ashkenas and Sherman-derived freestream con-
ditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.13 Comparison of Mach number and pressure contours around a Mars-
entry aeroshell for the experimental facility simulation and the sim-
ulation with the Ashkenas and Sherman-derived freestream conditions 44

2.14 Comparison of pressure and skin friction coefficients for a Mars-entry
aeroshell in the underexpanded freejet and in freestream conditions
provided by the Ashkenas and Sherman relations . . . . . . . . . . . 45

2.15 Geometry for the 10 mm diameter MSL-based aeroshell . . . . . . . 46

2.16 Comparison of Mach number and pressure contours around a Mars-
entry aeroshell with constant and Ashkenas and Sherman-derived
freestream conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.17 Comparison of pressure and skin friction coefficients for a Mars-
entry aeroshell with constant and Ashkenas and Sherman-derived
freestream conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1 Aeroshell geometry with sonic and supersonic central PD jets . . . . 54

3.2 Computational mesh for sonic and supersonic central PD jets . . . . 55

ix



3.3 Mach number distribution in the nozzle for sonic and supersonic cen-
tral PD jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4 Flowfield features for sonic central PD jets . . . . . . . . . . . . . . 59

3.5 Mach number contours for sonic central PD jets at various thrust
coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6 PD jet species mole fraction contours for sonic central PD jets at
various thrust coefficients . . . . . . . . . . . . . . . . . . . . . . . . 61

3.7 Gradient-length local Knudsen number contours for sonic central PD
jets at various thrust coefficients . . . . . . . . . . . . . . . . . . . . 62

3.8 Coefficients of pressure and skin friction for sonic central PD jets at
various thrust coefficients . . . . . . . . . . . . . . . . . . . . . . . . 63

3.9 Drag and total axial force coefficients for sonic central PD jets . . . 64

3.10 Comparison of Mach number and pressure contours predicted by con-
tinuum and hybrid methods for CT = 2.0 . . . . . . . . . . . . . . . 65

3.11 Mass and momentum transfer from the freestream to the surface of
the aeroshell for sonic central PD jets at CT = 0.5 and CT = 2.5 . . 67

3.12 Comparison of Mach number contours for sonic and supersonic cen-
tral PD jets at CT = 0.5 and CT = 2.5 . . . . . . . . . . . . . . . . 68

3.13 Comparison of PD jet species mole fraction contours for sonic and
supersonic central PD jets at CT = 0.5 and CT = 2.5 . . . . . . . . 69

3.14 Comparison of gradient-length local Knudsen number contours for
sonic and supersonic central PD jets at CT = 0.5 and CT = 2.5 . . . 70

3.15 Comparison of coefficients of pressure and skin friction for sonic and
supersonic central PD jets at various thrust coefficients . . . . . . . 71

3.16 Comparison of drag and axial force coefficients for sonic and super-
sonic central PD jets . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.17 Comparison of mass and momentum transfer from the freestream to
the surface of the aeroshell for sonic and supersonic central PD jets
at CT = 2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

x



3.18 Drag and thrust contributions to the axial force on the aeroshell for
sonic and supersonic central PD jets . . . . . . . . . . . . . . . . . . 74

4.1 Aeroshell geometry for sonic peripheral PD jets . . . . . . . . . . . 79

4.2 Aeroshell geometry for supersonic peripheral PD jets . . . . . . . . 79

4.3 Surface mesh for sonic and supersonic peripheral PD jets . . . . . . 80

4.4 Mach number distribution in the nozzle for the sonic and supersonic
peripheral PD jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.5 Comparison of Mach number contours for the no-jet and sonic pe-
ripheral PD jet (CT = 1.5) configurations . . . . . . . . . . . . . . . 84

4.6 Comparison of Mach number contours for sonic and supersonic pe-
ripheral PD jets at various thrust coefficients . . . . . . . . . . . . . 86

4.7 Comparison of PD jet species mole fraction contours for sonic and
supersonic peripheral PD jets at various thrust coefficients . . . . . 87

4.8 Comparison of gradient-length local Knudsen number contours for
sonic and supersonic peripheral PD jets at various thrust coefficients 88

4.9 Comparison of forebody pressure coefficient contours for sonic and
supersonic peripheral PD jets at various thrust coefficients . . . . . 89

4.10 Comparison of drag and axial force coefficients for sonic and super-
sonic peripheral PD jets . . . . . . . . . . . . . . . . . . . . . . . . 90

4.11 Velocity streamlines along the aeroshell forebody for the no-jet and
sonic peripheral jet configurations . . . . . . . . . . . . . . . . . . . 92

4.12 Drag and thrust contributions to the axial force on the aeroshell for
sonic and supersonic peripheral PD jets . . . . . . . . . . . . . . . . 93

4.13 Comparison of Mach number contours for sonic peripheral and central
PD jets at CT = 0.5 and 2.5 . . . . . . . . . . . . . . . . . . . . . . 95

4.14 Comparison of PD jet species mole fraction contours for sonic periph-
eral and central PD jets at CT = 0.5 and 2.5 . . . . . . . . . . . . . 96

4.15 Comparison of gradient-length local Knudsen number contours for
sonic peripheral and central PD jets at CT = 0.5 and 2.5 . . . . . . 96

xi



4.16 Comparison of drag and axial force coefficients for peripheral and
central PD jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.17 Comparison of forebody pressure coefficient contours for sonic pe-
ripheral and central PD jets . . . . . . . . . . . . . . . . . . . . . . 98

4.18 Deceleration performance for peripheral and central PD jets . . . . 100

5.1 Aeroshell geometry with parallel and transverse RCS jets . . . . . . 104

5.2 Surface mesh used in the RCS jet simulations . . . . . . . . . . . . 105

5.3 Mach number distribution in the nozzle for the parallel and transverse
RCS jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.4 Mach number and gradient-length local Knudsen number contours
for the no-jet case at 20◦ angle-of-attack . . . . . . . . . . . . . . . 109

5.5 Forebody and aftbody pressure coefficient contours for the no-jet case
at 20◦ angle-of-attack . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.6 Schematic of the aerodynamic forces acting on the aeroshell at 20◦

angle-of-attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.7 Mach number contours for the parallel RCS jet at CT = 0.05 and 1.0 112

5.8 RCS jet species mole fraction contours for the parallel RCS jet at
CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.9 Gradient-length local Knudsen contours for the parallel RCS jet at
CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.10 Forebody and aftbody pressure coefficient contours for the parallel
RCS jet at CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . 115

5.11 The distributions of pressure and skin friction coefficients along the
centerline of the aeroshell aftbody for the parallel RCS jet at CT =
0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.12 Mach number contours for the transverse RCS jet at CT = 0.05 and
1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.13 RCS jet species mole fraction contours for the transverse RCS jet at
CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xii



5.14 Gradient-length local Knudsen contours for the transverse RCS jet
at CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.15 Forebody and aftbody pressure coefficient contours for the transverse
RCS jet at CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . 121

5.16 The distributions of pressure and skin friction coefficients along the
centerline of the aeroshell aftbody for the transverse RCS jet at CT =
0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.17 Direction of the moment due to the thrust force from the parallel
RCS jet about the center of gravity of the aeroshell . . . . . . . . . 124

5.18 Direction of the moment due to the thrust force from the transverse
RCS jet about the center of gravity of the aeroshell . . . . . . . . . 126

5.19 Comparisons of the ratio of interference moment to thrust-induced
moment and the RCS control gain between the parallel and transverse
RCS jets at CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . 127

5.20 Lengths of the moment arm with respect to the center of gravity of
the aeroshell along the X and Y directions . . . . . . . . . . . . . . 128

5.21 Comparison of the distribution of the moment per unit area along the
centerline of the aeroshell aftbody between the parallel and transverse
RCS jets at CT = 0.05 and 1.0 . . . . . . . . . . . . . . . . . . . . . 130

6.1 Comparison of the bow shock profile for the no-jet case at 0◦ angle-
of-attack between the numerical and experimental results . . . . . . 136

6.2 Comparison of the bow shock profile for the no-jet case at 20◦ angle-
of-attack between the numerical and experimental results . . . . . . 137

6.3 Percent difference in the density between the Ashkenas and Sherman
relations and the CFD solution of the flow in the experimental facility 138

6.4 PLIIF image of the interaction between the bow shock and the barrel
shock in the experimental facility . . . . . . . . . . . . . . . . . . . 139

6.5 Comparison of the bow shock profile for sonic central PD jets between
the numerical and experimental results . . . . . . . . . . . . . . . . 142

6.6 Distribution of the iodine number density calculated by LeMANS
along the aeroshell centerline for the sonic central PD jet at CT = 0.5
and 2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

xiii



6.7 Comparison of the bow shock profile for supersonic central PD jets
between the numerical and experimental results . . . . . . . . . . . 144

6.8 Comparison of the bow shock standoff distance for sonic and super-
sonic central PD jets between numerical and experimental results . 145

6.9 Comparison of drag and total axial force coefficients for supersonic
central PD jets between numerical and experimental results . . . . . 146

6.10 Comparison of the bow shock profile for sonic peripheral PD jets
between the numerical and experimental results . . . . . . . . . . . 148

6.11 Comparison of the bow shock profile for supersonic peripheral PD
jets between the numerical and experimental results . . . . . . . . . 149

6.12 Comparison of the bow shock standoff distance for sonic and super-
sonic peripheral PD jets between the numerical and experimental
results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.13 Comparison of the PD jet I2 mole fraction contours for sonic periph-
eral PD jet at CT = 1.5 between the numerical and experimental
results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.14 Comparison of PD jet I2 mole fraction along extraction lines for sonic
peripheral PD jet at CT = 1.5 between the numerical and experimen-
tal results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.15 Comparison of the bow shock profile for the parallel RCS jet at CT =
1.0 between the numerical and experimental results . . . . . . . . . 154

6.16 Comparison of bow shock profile for the transverse RCS jet at CT =
1.0 between the numerical and experimental results . . . . . . . . . 155

B.1 Computational grid used to obtain preliminary numerical solutions
for sonic central PD jets . . . . . . . . . . . . . . . . . . . . . . . . 174

B.2 Preliminary numerical solution for sonic central PD jets at CT = 0.5 175

B.3 Adapted computational grid for the sonic central PD jet at CT = 0.5 176

B.4 Comparison of Mach number contours and surface properties between
the preliminary and adapted grids for sonic central PD jet at CT = 0.5177

xiv



LIST OF TABLES

Table

1.1 Comparison of successful Mars entry missions . . . . . . . . . . . . 4

2.1 Reference freestream conditions. . . . . . . . . . . . . . . . . . . . . 35

3.1 Design conditions for sonic central PD jets . . . . . . . . . . . . . . 56

3.2 Design conditions for supersonic central PD jets . . . . . . . . . . . 56

4.1 Design conditions for sonic peripheral PD jets . . . . . . . . . . . . 81

4.2 Design conditions for supersonic peripheral PD jets . . . . . . . . . 81

5.1 Expected freestream and RCS jet at maximum thrust conditions for
MSL during flight . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2 Design conditions for the parallel and transverse RCS jets . . . . . . 107

5.3 Aerodynamic properties of the no-jet case at 20◦ angle-of-attack . . 110

5.4 Aerodynamic properties of the aeroshell with the parallel RCS jet . 117

5.5 Aerodynamic properties of the aeroshell with the transverse RCS jet 123

5.6 Control effectiveness of the parallel RCS jet . . . . . . . . . . . . . 125

5.7 Control effectiveness of the transverse RCS jet . . . . . . . . . . . . 125

A.1 Blottner constants for molecular nitrogen and iodine . . . . . . . . . 171

A.2 Rotational relaxation coefficients for molecular nitrogen and iodine . 172

xv



LIST OF APPENDICES

Appendix

A. Species Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

B. Manual Grid Adaptation Process . . . . . . . . . . . . . . . . . . . . . 173

xvi



LIST OF NOMENCLATURE

Acronyms

CFD Computational Fluid Dynamics
DGB Disk-Gap-Band Parachute
EDL Entry, Descent, and Landing
MER Mars Exploration Rover
MOLA Mars Orbiter Laser Altitude
MSL Mars Science Laboratory
NASA National Aeronautics and Space Administration
PD Propulsive Decelerator
PLIIF Planar Laser-Induced Iodine Fluorescence
RCS Reaction Control System
TPS Thermal Protection System

Latin Symbols

CA Axial Force Coefficient
CD Drag Coefficient
Cf Skin Friction Coefficient
CM Moment Coefficient
CN Normal Force Coefficient
CP Pressure Coefficient
CT Thrust Coefficient
D Orifice Diameter in the Experimental Facility, m
Dmodel Aeroshell Diameter, m
FA Axial Force, N
FD Drag Force, N
FN Normal Force, N
FL Lift Force, N
FT Thrust Force, N
Kn Knudsen Number
KnGLL Gradient-Length Local Knudsen Number
M Mach Number

xvii



Mz Moment, Nm
m Mass, kg
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CHAPTER I

Introduction

1.1 Motivation

The United States has successfully landed six robotic missions on the surface of

Mars, with a seventh mission scheduled to land in 2012. These missions, which are

summarized in Table 1.1, began in the 1960s and 1970s with the Viking program,

which placed the Viking 1 and Viking 2 landers on the surface of Mars in 1976.

The Viking landers were influenced by the design of lunar landers from the Apollo

program and were not constrained by the relatively small budgets reserved for today’s

missions [1]. After a significant gap in NASA’s surface exploration of Mars, the Mars

Pathfinder resumed robotic missions to the planet in 1997. Pathfinder was influenced

by the need for extreme cost saving relative to the Viking program, and consisted of

a lander and a small rover. Then, after the loss of two Mars missions in 1999, the

Mars Exploration Rover A (Spirit) and B (Opportunity) touched-down on Mars in

2004. These two rovers are, in fact, still operational today. The most recent mission

to successfully land on Mars is Phoenix in 2008, and like the other missions, relied

on Viking-era technology for atmospheric descent in order to save on cost.

A new mission called the Mars Science Laboratory (MSL) is scheduled to land

in 2012, and will achieve new breakthroughs in Mars exploration missions. At just

under 1 ton and approximately the size of a compact automobile, MSL is the heaviest
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and largest mission to go to Mars. MSL is also capable of landing at sites as high as

+1 km with reference to the Mars Orbiter Laser Altitude (MOLA) with the smallest

landing footprint (uncertainty in landing at the target site) ever attempted on Mars

of only 1 km. Similar to the other missions, MSL also relies heavily on the entry,

descent, and landing technology from the Viking program. However, due to its large

size and mass, MSL is pushing these technologies to the limits of their capabilities.

The trend of landing more mass and larger vehicles on Mars with smaller footprints

is projected to continue in order to conduct more in situ experiments at scientifically

interesting sites. Current plans for robotic missions in the 2010 decade include landing

1 to 2 ton payloads with an accuracy better than 10 km at landing sites higher

than +2 km MOLA [1]. Human exploration missions will further push the landing

mass to between 40 and 80 tons with an accuracy of tens of meters at possibly high

altitudes [1]. However, it may not be possible to simply extend the current Viking-era

technology to these mission requirements due to the challenges of performing entry,

descent, and landing on Mars.

The goal of this dissertation is to investigate the fundamental fluid interactions

induced by propulsive deceleration and reaction control system thrusters for Mars-

entry vehicles using computational fluid dynamics (CFD). The physical accuracy of

the computational method is also assessed by comparing the numerical results to

experimental measurements obtained in a wind tunnel facility at the University of

Virginia. Propulsive deceleration, illustrated in Figure 1.1(a), can provide an addi-

tional component to slow the vehicle during Mars atmospheric descent by directing the

thrust from engines on the entry-capsule into the incoming hypersonic or supersonic

freestream. Reaction control systems (RCS), shown in Figure 1.1(b), can provide

vehicle control and steering during descent by using thrusters located in the back of

the entry-capsule. This research is motivated by the need to investigate alternative

atmospheric entry systems that are required in order to perform pinpoint-landing of
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high-mass future Mars missions.

(a) Propulsive deceleration (b) Reaction control system

Figure 1.1: Illustration of propulsive deceleration and reaction control system.
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1.2 Mars Entry, Descent, and Landing (EDL)

Entry, descent, and landing is the phase during a mission to Mars (or other planets)

that begins when the spacecraft reaches the edge of the atmosphere and terminates

when the lander or rover safely touches down on the surface. During the EDL phase

of Mars missions, the spacecraft must autonomously decelerate from approximately

12,000 mph to just over 0 mph in about six minutes. The lander or rover is located

inside a protective aeroshell that uses a thermal protection system (TPS) in order

to protect it from the extreme external temperatures, which can reach over 2,600◦ F

(1,700 K). The EDL phase for all of the successful U.S. missions to Mars has consisted

of an aeroshell, a parachute, and a touchdown attenuator, such as airbags, legs, or

wheels. Figure 1.2 shows the EDL sequence for MSL, which is expected to reach Mars

in 2012.

1.2.1 Mars EDL Challenges

EDL is a crucial phase of any Mars mission mainly due to several challenges that

must be overcome in order to accomplish the mission scientific goals and objectives.

One of these challenges is the Mars atmosphere. Figure 1.3 shows the density as

a function of altitude for both the Mars and the Earth atmospheres [1]. Overall,

the Mars atmosphere is approximately 100 times thinner in density than the Earth

atmosphere. As a result, Mars-entry vehicles decelerate at much lower altitudes than

Earth-entry vehicles and require more time to reach subsonic velocities, which may

leave insufficient time to prepare for landing. Because of this thin atmosphere, it

becomes increasingly more difficult to decelerate these vehicles as their size and mass

increase. The Mars atmosphere, however, is thick enough to generate substantial

heating to the surface of the aeroshell. As a result, Mars-entry aeroshells require a

thermal protection system to protect them and their cargo from the harsh conditions

encountered during EDL.
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Figure 1.2: Entry, descent, and landing sequence for MSL (http://jpl.nasa.gov).
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Figure 1.3: Earth and Mars atmospheric comparison. Data from Ref. [1].

Another challenge of the EDL phase is surface hazards on Mars. These hazards,

such as rocks and sloped surfaces, pose tip-over threats, which would be devastat-

ing to mission success. As a result, all of the past successful Mars missions have

avoided major rocky areas, as can be seen in Figure 1.4. The figure shows a MOLA

topographic image, with blue regions representing relatively low elevations and red

regions representing relatively high elevations. The figure also shows the landing sites

of the six successful Mars missions, which are all located at relatively low elevations

to provide the vehicle with more time to decelerate through the thin atmosphere.

These sites are also relatively free of large rocks and small craters that can present

hazardous surface conditions. The unguided EDL architectures of all of the successful

missions require larger landing footprints to avoid hazardous regions and account for

atmospheric uncertainties, such as wind conditions. Therefore, only a few landing

sites are considered a priori that may not be as scientifically interesting as other,

relatively riskier, sites.
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Figure 1.4: Landing sites of the successful Mars missions (http://jpl.nasa.gov).

1.2.2 Current Mars EDL Technology Limitations

Several of the EDL technology systems used in all of the Mars missions have

stemmed from the Viking program of the 1960s and 1970s. These systems have re-

mained mostly unchanged with appropriate scaling to meet the mission requirements.

One such technology is the disk-gap-band (DGB) parachute, which is composed of a

disk canopy, a gap, and a cylindrical band. Figure 1.5 shows the parachutes used for

Viking, Pathfinder, and MER missions, which all employed a scaled-version of the

Viking DGB parachute design. The Viking parachute system was qualified through a

series of expensive qualification tests in the 1960s and 1970s to deploy between Mach

numbers of 1.4 and 2.1, and between dynamic pressures of 400 Pa and 700 Pa [3].

This parachute design can remove about 0.98% of the vehicle’s initial kinetic energy

[4]. Subsequent missions to Mars have used scaled Viking DGB parachute designs

without invalidating the deployment conditions in order to minimize cost. MSL will

be the first mission with a parachute larger than what Viking used, but still within

the qualification limits [3]. However, as the size and mass of future Mars entry sys-

tems increase, the deployment conditions of the Viking-era DGB parachute may not

be reached until very close to the surface, which may not give enough time to prepare

for a safe landing. Therefore, future, high-mass Mars missions will require either new
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Figure 1.5: Supersonic disk-gap-band parachutes for Viking, Pathfinder, and MER.
Figure from Ref. [3].

parachute designs that overcome the limitations of the Viking DGB parachute or ad-

ditional deceleration techniques that can put the vehicle within the DGB parachute

deployment limits at high enough altitudes.

Another technology that has been used on all successful Mars missions since the

Viking program is the 70◦ blunt-cone aeroshell, which describes the angle of the

forebody surface and is shown in Figure 1.6. The 70◦ blunt-cone is attractive for

Mars missions because of the relatively large aerodynamic drag coefficient that it

provides, which can remove approximately 90% of the vehicle’s initial kinetic energy

during the hypersonic regime [4]. The 70◦ blunt-cone is also attractive because of the

large available aerodynamic database. The effects of the aeroshell shape on the EDL

profile can be better understood by examining the ballistic coefficient, β, of the entry

system which is defined as,

β =
m

CDS
(1.1)

where m is the mass of the vehicle, CD is the drag coefficient of the aeroshell, and
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Figure 1.6: 70◦ blunt-cone aeroshell.

S is the reference area (cross-sectional area). A Mars-entry vehicle with a low bal-

listic coefficient decelerates more at higher altitudes, which reduces both the peak

deceleration rate and the peak heat flux, as well as provides the vehicle with more

time to reach parachute deployment conditions before running out of altitude [3]. As

can be seen from Table 1.1, the ballistic coefficient of previous successful Mars entry

systems ranges from 63 kg/m2 to 94 kg/m2. The MSL, however, has a ballistic coef-

ficient of 115 kg/m2, mainly due to its relatively large mass of about 1 ton. In fact,

future Mars missions, including possible manned missions, will continue this trend of

carrying more mass to Mars. In order to minimize the ballistic coefficient, the size

of the aeroshell must also increase since a different aeroshell forebody shape will not

have a significant effect on the drag coefficient [1]. However, due to limitations on the

launch vehicle size and integration, as well as restrictions on existing test facilities,

the aeroshell diameter cannot increase beyond 5 m [3]. Therefore, future high-mass

Mars missions will require either an overhaul of launch vehicle integration and ground

facilities or new decelerator technology which will reduce the ballistic coefficient by

either increasing the drag coefficient or the reference area of the entry capsule.

None of the previous robotic missions to Mars used a guided entry in order to

perform pinpoint landing. As a result, the landing footprint for these systems was

on the order of 10s to 100s of kilometers, as shown in Table 1.1. Viking flew a lifting
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trajectory, but did not use the lift vector to adjust the vehicle flight path in real-

time [1]. Mars Pathfinder, MER, and Phoenix all flew ballistic entries without any

aerodynamic maneuvering. MSL will make the first attempt at performing precision

landing on Mars. MSL is planned to land within 10 km of its target site using

aerodynamic maneuvering (lift-to-drag ratio of 0.24), a reaction control system (RCS),

and an entry guidance algorithm derived from the Earth reentry guidance design

of the Apollo command module [5]. RCS can provide vehicle control and steering

by inducing moments on the capsule using thrusters located on the aftbody of the

aeroshell during entry to either guide or correct the flight path in real time. Although

the new technology used in MSL will greatly improve the landing accuracy, future

missions, especially human-exploration missions, will require pinpoint landing with

an accuracy of meters [1]. Current plans for manned missions call for a rendezvous of

the crew vehicle with pre-deployed cargo and exploration assets on Mars [6]. In order

to accomplish this objective, the manned vehicle must land within 100 meters of the

exploration assets, which can only be achieved by minimizing the delivery uncertainty

of these systems through better guidance algorithms and RCS designs.

1.2.3 Alternative Mars EDL Technologies

Alternative EDL technologies are required to overcome the limitations of the

Viking-era systems. The first alternative is to develop new parachute designs with

better and stronger materials [1]. The new designs should extend the parachute

deployment conditions (e.g. deploy at higher altitudes) in order to provide future

Mars entry systems with higher ballistic coefficients enough time to prepare for a safe

landing.

Another alternative EDL technology is aerocapture, summarized in Figure 1.7(a).

Aerocapture, which has never been used, is an orbit insertion maneuver in which the

spacecraft flies through the Mars atmosphere in a single pass and uses the drag force
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to decelerate to a target orbit around the planet. Unlike direct entry, aerocapture

provides mission flexibility to accommodate for uncertainties in the Mars atmosphere,

such as dust storms. Orbit insertion through aerocapture will also reduce the peak

deceleration [7], which is particularly desirable for human-exploration missions. This

maneuver can significantly enhance future Mars missions by placing larger spacecraft

into a target orbit for approximately the same overall delivery cost as the best non-

aerocapture alternative (e.g. conventional chemical propulsion orbit insertion) [8].

Inflatable or deployable entry aeroshells (usually referred to as “ballutes” in the

literature) can also be considered an alternative Mars EDL technology. Figure 1.7(b)

shows a forebody-attached inflatable aeroshell [9]. Ballutes are aerodynamic decelera-

tors that increase the surface area of the aeroshell, which increases both the drag and

lift forces and decreases the ballistic coefficient. As a result, ballutes are currently

being considered for missions with aerocapture [10].

Future Mars-entry systems may also require the use of propulsive deceleration, in

addition to the aerodynamic decelerators, to slow down during atmospheric descent.

Propulsive deceleration works by directing thrust from engine(s) into the incoming

hypersonic or supersonic freestream flow. Propulsive decelerator (PD) jets can be

arranged in either a central configuration, with one jet located at the center of the

aeroshell as shown in Figure 1.7(c), or a peripheral configuration, with several jets

located on the forebody as shown in Figure 1.7(d). The use of these jets, however, can

generate complex fluid interactions between the jets, the freestream, and the aeroshell

that may have significant effects on the vehicle’s aerodynamic properties.

1.3 Review of Related Work

As described in Section 1.2.2, several of the Mars EDL technologies in use today

were developed in the 1960s and 1970s for the Viking program. However, there has

been a recent push to understand the effects of propulsive deceleration and reaction

12



(a) Aerocapture [7] (b) Inflatable decelerator [9]

(c) Propulsive deceleration (central) (d) Propulsive deceleration (peripheral)

Figure 1.7: Alternative Mars EDL technologies.
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control systems in order to achieve pinpoint-landing of high-mass entry vehicles on

Mars. This section outlines some of the work that has been performed in order to

analyze and mature these technologies.

1.3.1 Propulsive Deceleration

A substantial amount of experimental work was carried out from the 1950s to

the 1970s on propulsive deceleration as part of the Viking program, which is mostly

summarized in Ref. [11]. The majority of this work involved supersonic or sonic

jets exhausting into supersonic or subsonic freestreams. Early work conducted in

the 1950s focused mainly on the interaction between the PD jet and the boundary

layer [12, 13] and between the PD jet and the shock that develops upstream of the

test model [14, 15, 16, 17]. Although the aeroshell geometries used in these tests

were not representative of the blunt-cone shapes of entry vehicles, this early work

established fundamental physics of jet-shock interactions and motivated subsequent

investigations of blunt-body entry vehicles.

By the 1960s and early 1970s, this work was extended to entry vehicle geometries

and focused on two distinct PD configurations. The first configuration is the cen-

tral PD jet, which gathered a lot of focus in the literature [18, 19, 20, 21, 22, 23].

Experimental visualizations for the central configuration showed that the flow is char-

acterized by a bow shock, a PD jet terminal shock, and recirculation regions in front

of the aeroshell [18, 20, 23]. These visualizations also showed that the flowfield struc-

ture transitions from stable to highly unstable and back to stable as the ratio of the

jet total pressure to the freestream total pressure increases [18, 20]. Surface pressure

measurements indicated that central PD jets can greatly reduce the aerodynamic drag

force on the vehicle [20, 23, 24]. Figure 1.8 presents the variation in the coefficient

of total axial force (i.e. sum of aerodynamic drag and PD thrust) for the central

configuration with the PD thrust [11] (originally published in [24]). These results
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are for supersonic PD jets of air at Mach 4.3 exhausting into a supersonic Mach 2.0

freestream. The plot shows that as the thrust from the PD nozzle increases, the total

axial force acting on the capsule first decreases, and then increases mainly from the

contribution of the thrust force.

Several experimental studies in the 1960s and early 1970s also looked at peripheral

PD jets [22, 23, 24]. Flowfield visualizations from these studies showed that the

peripheral PD jets are swept away by the opposing freestream [23], which minimizes

the disturbance on the portion of the bow shock closest to the aeroshell nose. The

visualizations also showed that the peripheral jets diffuse into the incoming freestream

through mixing instead of a terminal jet shock at relatively low thrust conditions.

Surface pressure measurements indicated that the peripheral PD jets can preserve

the aerodynamic drag better than central jets at the same conditions, as shown in

Figure 1.8. The results in this figure are for a 3-jet configuration of air at Mach 4.3

exhausting into a Mach 2.0 freestream.

Figure 1.8: Total axial force coefficient as a function of PD nozzle thrust for central
and peripheral (3 jets) PD configurations. Figure from Ref. [11].

After the selection of the Viking EDL architecture (i.e. 70◦ blunt-cone aeroshell
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and DGB parachute), however, there has not been any extensive amount of work

on propulsive deceleration until very recently. Interest in propulsive deceleration

has been renewed due to the limitations of EDL technologies for future high-mass

Mars missions. A 2008 Entry, Descent and Landing Systems Analysis (EDL-SA)

study was commissioned by senior management at NASA to identify and roadmap

EDL technology investments that the agency needed to make in order to successfully

land large payloads on Mars for both robotic and human-scale missions [25]. This

study established a suite of 8 candidate EDL architectures, shown in Figure 1.9, that

NASA is considering for Exploration-class missions to Mars [26], with half of these

architectures requiring propulsive deceleration in hypersonic or supersonic conditions.

Exploration-class missions are defined as cargo or crewed missions requiring between

10 and 50 tons of landed payload [6]. As a result, there has been a significant push

by engineers to mature propulsive deceleration to a point where it can be reliably

used on Mars-entry vehicles [27]. This push includes experimental [28, 29, 30, 31]

and numerical [32, 33, 34, 35, 36, 37, 38] studies to assess the validity of current

computational models, as well as systems-level studies [39, 40] to understand the per-

formance and mass requirements of propulsive deceleration. Most of this recent work

focuses on using propulsive deceleration in a supersonic freestream (called supersonic

retropropulsion) in order to reduce the propellant mass requirements. However, the

EDL-SA study is considering an all-propulsive EDL architecture (#3 in Figure 1.9),

which would utilize a nuclear thermal rocket (NTR) to place the spacecraft in an orbit

around Mars and propulsive deceleration in the hypersonic regime. A fully-propulsive

strategy was also shown to be capable of delivering approximately 9 tons of payload

to Mars with Earth-launch masses as low as 25 tons when coupled with refueling re-

sources in Earth and Mars orbit [40]. However, some of the major questions regarding

an all-propulsive EDL strategy that still need to be addressed before using this tech-

nology are the flowfield interactions of the rocket plume firing into the atmosphere
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Figure 1.9: Candidate EDL architectures for Exploration-class missions to Mars. Fig-
ure from Ref. [26].

at hypersonic conditions and their effects on the resulting drag force on the vehicle

[25]. Therefore, there is a need to analyze the effects of propulsive deceleration in

hypersonic conditions.

1.3.2 Reaction Control Systems

Similar to propulsive deceleration, there is a significant generation gap in the de-

velopment and analysis of reaction control systems for Mars-entry aeroshells. The

Viking program, which was designed to use RCS thrusters for attitude control, at-

tempted to measure experimentally the magnitude of the aerodynamic interference of

the RCS jets in a Mach 20 wind tunnel [41]. Due to large uncertainties, however, this

test was unable to infer any significant conclusions on the RCS jet aerodynamic in-

terference. Following Viking, RCS development for subsequent Mars missions ceased

in order to save on cost. However, there was a significant effort to understand the
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effects of RCS thrusters on the Space Shuttle Orbiter. The Shuttle program carried

out several wind tunnel experiments to examine the aerodynamic interference of the

RCS jets [42, 43, 44, 45, 46]. By comparing the performance of the RCS jets in these

wind tunnel tests to post-flight data, it was found that the ratio of the RCS jet mo-

mentum to the freestream momentum (i.e. (ṁU)jet/(ṁU)∞) is one of the key scaling

parameters in the testing and development of RCS thrusters [47].

The scaling parameters used for the Space Shuttle Orbiter were also applied to test

the RCS thrusters for Phoenix and MSL. The original EDL strategy for the Phoenix

lander was to use RCS thrusters for attitude control and rate damping in order to

reduce the landing footprint to approximately 10 km [48, 49]. However, numerical

simulations indicated large uncertainties in the torque provided by the RCS jets due

to significant interaction between the RCS plumes and the wake [50]. As a result, the

deadbands (i.e. range of trajectory error around the ideal that is deemed acceptable

and the thrusters do not fire) for the control system during hypersonic flight were

widened to virtually remove the use of hypersonic guidance and rely on an unguided

EDL architecture [49, 51]. Unlike Phoenix, the MSL will utilize RCS thrusters for

a guided entry through the hypersonic phase [52]. As a result, there has been a

significant amount of work, mainly using CFD, to analyze the aerodynamic interaction

between the RCS jets and the wake [41, 2, 53, 54, 55]. As can be seen in Figure 1.10,

the design of the MSL RCS thruster layout has evolved due to several constraints,

including aerodynamic interference [41]. The final design of the MSL RCS layout uses

eight thrusters arranged in four pairs, with each jet capable of providing roll, pitch,

and yaw control [55]. Even with this work, however, there is still a need for further

experimental tests and validated numerical methods to continue the development of

RCS as an important part of Mars-entry systems [41].
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(a) 1st iteration (b) 2nd iteration (c) 3rd iteration (d) Final design

Figure 1.10: Design process for MSL RCS thrusters layout. Figure from Ref. [41].

1.4 Scope of Dissertation

1.4.1 Overview

The purpose of this dissertation is to examine the fluid interactions generated by

propulsive decelerator and reaction control system thrusters on Mars-entry aeroshells

in hypersonic freestream conditions. These interactions between the thrusters, the

aeroshell, and a hypersonic freestream can have significant effects on the flowfield, sur-

face, and aerodynamic properties of the capsule. Numerical results of an MSL-based

aeroshell are obtained using the CFD code LeMANS. These results are compared to

experimental measurements obtained at the University of Virginia using the planar

laser-induced iodine fluorescence technique in order to assess the physical accuracy

of the computational method. The first and second parts of this study examine the

effects of central and peripheral propulsive deceleration, respectively, on the flowfield,

surface, and aerodynamic properties of the aeroshell using LeMANS. The effects of

a reaction control system used for vehicle control are investigated computationally

in the third portion of this study. Finally, the study compares the numerical results

obtained in the first, second, and third parts for propulsive deceleration and reaction

control systems to experimental measurements and visualizations in order to assess

the physical accuracy of the numerical method.
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1.4.2 Outline

Chapter II outlines the technical approach used in this dissertation work. The

chapter first provides a description of the experimental facility at the University of

Virginia and the optical technique that is used to obtain the experimental measure-

ments. The chapter then describes the CFD code that is employed in this dissertation

and summarizes the governing equations solved by this code. Next, the chapter pro-

vides a detailed description of the boundary conditions that are implemented in the

computational method to model the flow and match the conditions in the experimen-

tal facility. An assessment of the implementation of these conditions in the CFD code

and their effect on the numerical solutions are also provided.

Chapter III presents a numerical study of central propulsive deceleration using

sonic and supersonic jets at various thrust conditions. The chapter first describes the

numerical setup followed in the study, including the aeroshell geometry and the PD

jet conditions. The chapter then examines the flowfield, surface, and aerodynamic

interactions generated by sonic central PD jets at different thrust conditions. These

results are then compared to the results for supersonic PD jets in order to understand

the effects of the central PD Mach number on the flowfield, surface, and aerodynamic

properties of Mars-entry aeroshells. The chapter then concludes with a summary of

the major discoveries of this study.

A numerical study of peripheral propulsive deceleration using sonic and super-

sonic jets at various thrust conditions is provided in Chapter IV. First, details on the

aeroshell geometry and PD jet conditions are outlined. Then, the chapter describes

the effects of the peripheral PD jet Mach number on the flowfield, surface, and aero-

dynamic properties of Mars-entry aeroshells. The chapter also examines the effects

of the PD jet configuration on the properties and deceleration performance of the

aeroshell by comparing the results for central and peripheral PD jets. Finally, the

chapter summarizes the important conclusions of the study.
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Chapter V describes a numerical investigation of the effects of reaction control

systems on Mars-entry aeroshells. The chapter first outlines the numerical setup of

the study, including the aeroshell geometry and RCS jet conditions. The chapter then

describes the flowfield, surface, and aerodynamic properties of the aeroshell without

the RCS jet at an angle-of-attack of 20◦. Next, the chapter provides a discussion on

how the flowfield, surface, and aerodynamic properties of the aeroshell are affected by

the orientation of the RCS jet by presenting the results for parallel (jet exits parallel

to the freestream flow) and transverse (jet exhausts perpendicular to the freestream

flow) jets at different thrust conditions. The chapter also describes the effects of the

fluid interactions induced by each jet orientation on the control effectiveness of the

RCS. The chapter finally outlines the major conclusions of this study.

In Chapter VI, comparisons between the numerical results and experimental mea-

surements are carried out in order to assess the physical accuracy of the computational

method. The chapter first presents comparisons of the bow shock profile for the base-

line configuration (i.e. without PD or RCS jets) at 0◦ and 20◦ angles-of-attack. The

chapter then provides comparisons of bow shock profile and standoff distance for the

central PD jets, as well as a comparison of the aerodynamic properties calculated

by LeMANS for supersonic central PD jets with previously published experimental

results. The chapter then provides similar qualitative bow shock profile and standoff

distance comparisons, as well as quantitative jet species mole fraction comparisons

between the numerical results and experimental measurements for the peripheral PD

jets. Next, the chapter presents qualitative flowfield comparisons between the numer-

ical results and experimental visualizations for RCS jets. The chapter concludes with

a summary of the important findings of these comparisons.

Finally, Chapter VII summarizes all the conclusions drawn from each chapter

and highlights the major contributions of this dissertation to the investigation of

fluid interactions induced by propulsive deceleration and reaction control systems for
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Mars-entry aeroshells. The chapter concludes with a recommendation of possible

future directions for this research topic.
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CHAPTER II

Technical Approach

One important goal of this dissertation is to compare numerical results from CFD

to experimental measurements in order to assess the physical accuracy of the computa-

tional method in predicting the fluid interactions generated by propulsive deceleration

and reaction control system jets for Mars-entry aeroshells. CFD can provide valuable

understanding about how these interactions are produced and their impact on the

properties of the aeroshell. However, due to the complexity of these flows, more in-

sight on the physical models employed in the computational method can be gained by

comparing the numerical results to what can be observed experimentally. By utilizing

both computational and experimental methods, a more complete understanding can

be achieved of propulsive deceleration and reaction control systems.

Therefore, this chapter describes the experimental and numerical approaches that

are used to study the fluid interactions produced by propulsive deceleration and re-

action control systems for Mars-entry aeroshells. The chapter first provides details

on the experimental facility at the University of Virginia and gives an overview of

the experimental technique employed to obtain both flowfield visualizations and fluid

property measurements (e.g. jet mole fraction). The chapter then describes the CFD

code used in this work and summarizes the governing equations that are solved by

the numerical method. The chapter then provides an assessment of the boundary

23



conditions that are implemented in the CFD method to better model the flow in the

experimental facility. Finally, the chapter concludes with a summary of the important

findings.

2.1 Experimental Setup

Experimental visualizations and measurements are obtained at a hypersonic wind

tunnel facility at the University of Virginia by Reed et al. [56] and Codoni et al.

[57]. The facility also employs an optical technique called planar laser-induced iodine

fluorescence that is capable of producing flowfield visualizations and measurements of

fluid parameters, such as mole fraction, without disturbing the flow being investigated.

This section describes the facility and technique that are used to obtain experimental

data that will be compared to the numerical results in Chapter VI.

2.1.1 Hypersonic Wind Tunnel

The hypersonic wind tunnel is a low-density facility capable of providing Mach

numbers and Knudsen numbers (based on the facility orifice) up to 16 and 1, respec-

tively [58]. The freestream flow is produced by the expansion of a jet from a reservoir

through a circular orifice with a diameter of 2 mm into a continuously evacuated

vacuum chamber. The chamber, which constitutes the test section, is approximately

cylindrical in shape with a diameter of 914 mm and a length of approximately 1350

mm. A Stokes MicroVac Pump, a Roots Rotary Vane Booster Pump, and a Roots

Rotary Vane High Pressure Pump generate the vacuum conditions in the test sec-

tion. These pumps can achieve back-pressures of approximately 5 × 10−4 atm at a

freejet total pressure of 1.8 atm [56]. The total temperature of the freejet is 297 K.

The underexpanded freejet can be either pure nitrogen, or iodine-seeded nitrogen.

Nitrogen gas is used in the facility because it is cost efficient and exceptionally dry,

which prevents the formation of iodic acid within the facility [59]. Figure 2.1 shows
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Figure 2.1: Image of the hypersonic wind tunnel at the University of Virginia. Figure
from Ref. [56]

an image of the vacuum chamber [56]. The large quartz windows shown in the figure

provide optical access to the underexpanded freejet flowfield.

Figure 2.2(a) shows a schematic of the experimental setup [57] and Figure 2.2(b)

presents computed Mach number and Knudsen number distributions in the test sec-

tion [59]. As the freejet expands through the sonic orifice, it creates a barrel shock in

the vacuum chamber, which terminates at a Mach disk. Models are placed within the

barrel shock at calibrated points for testing at specific Mach numbers and freestream

conditions. After passing through the test section, the freejet flows through a liquid-

nitrogen-cooled chevron baffle to condense the majority of the iodine from the gas

before it enters the vacuum pumps. Then, the exhaust gas is passed through a char-

coal filter to remove any remaining iodine particles before it leaves the facility. The

gas supply in the wind tunnel is large enough to support continuous runs of about 15

hours [59]. Although this facility is capable of providing Mach numbers and Knudsen

numbers that are similar to those encountered during atmospheric entry, it does not
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generate enthalpy levels as high as those achieved during flights due to the relatively

low stagnation temperature.

(a) Schematic of the experimental setup [57] (b) Calculated Mach number and Knudsen num-
ber contours in the test section [59]

Figure 2.2: Experimental facility.

2.1.2 Planar Laser-Induced Iodine Fluorescence Technique

The experimental facility is capable of providing both qualitative and quantita-

tive measurements using the planar laser-induced iodine fluorescence (PLIIF) tech-

nique. PLIIF is a non-intrusive, spatially resolved, time-averaged optical method for

obtaining measurements in hypersonic flows. PLIIF has been extensively used at

the University of Virginia to obtain measurements in both continuum internal flows

[60, 61], and near-continuum or rarefied external flows [62, 56, 57]. Since PLIIF is an

optical technique, it does not disturb the flowfield being investigated, unlike mechan-

ical probes. PLIIF is also effective even at low flowfield densities unlike other optical

methods, such as Raman scattering or Coherent Antistokes Raman Scattering [63].

PLIIF uses molecular iodine as the fluorescent gas because it is relatively easy to

seed into nitrogen at room temperature. Iodine also has a dense absorption spectrum
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Figure 2.3: Schematic of the PLIIF setup. Figure from Ref. [63].

and fluoresces strongly in the visible [60], which does not require complicated optical

systems. The iodine fluorescence can be collected using a standard scientific grade

charge-coupled device (CCD) camera. Iodine, however, requires special experimental

facilities and handling since it is corrosive and possibly toxic.

Figure 2.3 shows the optical setup for the PLIIF technique [63]. The main idea

behind PLIIF is that when an iodine molecule is excited from a rotational and vi-

brational energy level in the ground state, it will return to equilibrium by emitting

fluorescence. An argon ion laser operating at 514.5 nm provides the laser beam that

excites the iodine. A portion of the beam is sent to the spectrum analyzer to monitor

the laser frequency. The beam is then collimated into a laser sheet that is approxi-

mately 0.25 mm thick and directed into the vacuum chamber through one of the large

quartz windows. The laser sheet impinges on the plane of the flowfield to be measured

and the planar fluorescence is collected using an Andor iKon-L CCD camera with an

array of 2000 × 2000 active pixels that is perpendicular to the laser sheet [56]. The

fluorescence images are time-averaged since the exposure times range from 4 to 17

seconds.
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The PLIIF visualizations can be used to determine the flowfield structure and

derive details about the bow shock that develops around a test-model, such as shock

standoff distance. Jet mole fraction measurements can be also obtained by using two

different PLIIF images [63, 64, 65]. The first image represents a PLIIF visualization

with iodine seeding of the PD or RCS jet only, while the second image represents a

visualization with iodine seeding of both the PD or RCS jet and the main freestream

flow. The jet mole fraction is then directly proportional to the fluorescence ratio of

the two images as shown in Equation 2.1,

Xjet =
njet
ntotal

= C · SFratio (2.1)

where Xjet is the PD or RCS jet mole fraction, n is the number density, SFratio is the

ratio of the fluorescence signal for the two PLIIF images, and C is a constant that

is evaluated in the jet core where the mole fraction is equal to unity. This method

provides quantitative jet mole fraction measurements and is valid in both viscous

regions and across shock waves.

2.2 Navier-Stokes Solver

The main focus of this dissertation is to investigate the fluid interactions of propul-

sive deceleration and reaction control system jets on Mars-entry aeroshells using CFD.

In order to achieve this, it is important to understand the physical and numerical mod-

els that are utilized in the computational method. Therefore, this section provides

an overview of the CFD code that is used in this work and outlines the governing

equations solved by the code.
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2.2.1 LeMANS Overview

Numerical simulations are performed using the CFD code LeMANS, developed

at the University of Michigan for simulating hypersonic reacting flows [66]. This

general purpose, three-dimensional, parallel code solves the Navier-Stokes equations

on unstructured computational grids, including thermo-chemical nonequilibrium ef-

fects with second-order spatial accuracy. The 0-equation algebraic Baldwin-Lomax

turbulence model [67] is implemented in LeMANS to simulate hypersonic turbulent

flows with thin attached boundary layers. The Baldwin-Lomax turbulence model,

however, is not applicable to complex flows with large separation regions, and is,

therefore, not used for the numerical simulations in this dissertation work. Several

validation studies for LeMANS, including hypersonic capsule flows, have been con-

ducted [66, 68, 69, 70]. In LeMANS, the flow is modeled assuming that the continuum

approximation is valid and that the fluid is Newtonian. The set of partial differen-

tial equations solved by LeMANS to simulate flows with thermal nonequilibrium and

finite-rate chemical reactions can be written as [66, 68, 69],

∂ρs
∂t

+∇ · (ρsu + Js) = ẇs (2.2a)

∂ρu

∂t
+∇ ·

(
ρuu + P ¯̄I − ¯̄τ

)
= 0 (2.2b)

∂E

∂t
+∇ ·

(
(E + P ) u− ¯̄τ · u + (qt + qr + qve) +

∑
s

(Jshs)

)
= 0 (2.2c)

∂Er
∂t

+∇ ·

(
Eru + qr +

∑
s

(Jser,s)

)
= ẇr (2.2d)

∂Eve
∂t

+∇ ·

(
Eveu + qve +

∑
s

(Jseve,s)

)
= ẇve (2.2e)

where ρs is the density of species s, u is the bulk velocity, P is the pressure, ¯̄I is

the identity matrix, hs is the species enthalpy, and Js is the diffusion flux for species
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s modeled using a modified form of Fick’s law [71]. E, Er, and Eve are the total,

rotational, and vibrational-electron-electronic energies per unit volume of mixture,

respectively, while er,s and eve,s are the rotational and vibrational-electron-electronic

energies per unit mass, respectively.

The source term ẇs in Equation 2.2a is the species mass production and de-

struction rate due to chemical reactions. The term ẇr in Equation 2.2d includes the

rotational energy relaxation and the gain and loss of rotational energy due to chemical

reactions and can be written as [69],

ẇr =
∑
s

(
Qt−r
r,s + ẇser,s

)
(2.3)

The rotational energy relaxation is modeled using a Landau-Teller model [72] as

Qt−r
r,s = ρs

e∗r,s − er,s
Zr,sτc

(2.4)

where e∗r,s is the rotational energy evaluated at the translational temperature, Zr,s is

the rotational collision number given in Equation 2.5, and τc is the mean collision

time, which is the inverse of the mean collision rate, νs, shown in Equation 2.6 [73].

Zr,s and τc together give the rotational relaxation time.

Zr,s =
Z∞r,s

1 + π3/2

2

(
T ∗
s

T

)1/2
+
(
π2

4
+ π
) (T ∗

s

T

) (2.5)

νs =
∑
r

(
nr(dref )2r

(
8πk(Tref )r

m∗r

)1/2(
T

(Tref )r

)1−ωr
)

(2.6)

where m∗ is the reduced mass, k is the Boltzmann constant (1.38× 10−23 J/K), and

Z∞r , T ∗, dref , Tref , and ω are constants for each species and are given in Appendix A.

Similarly, the source term ẇve includes the energy transfer between nonequilibrium

modes, the gain and loss of vibrational energy due to chemical reactions and an
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approximation to the work done on electrons by the electric field induced by the

electron pressure gradient. Full details of the source term in the vibrational energy

equation are available in [66].

The shear stress, ¯̄τ , is determined using Stokes’ hypothesis [74],

τij = µ

(
∂uj
∂xi

+
∂ui
∂xj

)
− µ2

3

∂uk
∂xk

δij (2.7)

where µ is the mixture coefficient of viscosity, and δij is the Kronecker delta, which

is equal to 1 if i = j and 0 otherwise. The heat fluxes in the energy conservation

equations, qt,r,ve, are modeled according to Fourier’s law as,

qt,r,ve = −κt,r,ve∇Tt,r,ve (2.8)

where κt,r,ve is the mixture thermal conductivity for each energy mode. In LeMANS,

the mixture transport properties can be computed using several options. In this

study, Wilke’s semi-empirical mixing rule [75] is used and is given in Equation 2.9,

µ =
∑
s

Xsµs
φs

and κ =
∑
s

Xsκs
φs

(2.9)

where Xs is the mole fraction of species s, µs is the species coefficient of viscosity, and

κs is the species thermal conductivity for each energy mode. The term φs is given by

φs =
∑
r

Xr

[
1 +

√
µs
µr

(
Mwr
Mws

)1/4
]2 [√

8

(
1 +

Mws
Mwr

)]−1
(2.10)

where Mw is the molecular weight. The coefficient of viscosity of each species is

calculated using Blottner’s curve fits [76] as

µs = 0.1 exp [(As lnT +Bs) lnT + Cs] (2.11)
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where A, B, and C are constants determined for each species. The values of these

constants for the species used in this study are listed in Appendix A. The coefficient of

thermal conductivity for each internal energy mode can be calculated using Eucken’s

relation [77],

κt,s =
5

2
µsCvt,s κr,s = µsCvr,s κve,s = µsCvve,s (2.12)

where Cvt,r,ve is the specific heat at constant volume for each internal energy mode.

The finite-volume method applied to unstructured grids is used to solve the set

of governing partial differential equations. LeMANS can simulate two-dimensional

and axisymmetric flows using any mixture of quadrilateral and triangular mesh cells,

and three-dimensional flows using any mixture of hexahedra, tetrahedra, prisms, and

pyramids. A modified Steger-Warming Flux Vector Splitting scheme is used to dis-

cretize the inviscid fluxes across cell faces, which is less dissipative and produces better

results in boundary layers compared to the original scheme [78]. The viscous terms

are computed using cell-centered and nodal values [79]. The boundary conditions im-

plemented in LeMANS include pressure farfield (i.e. constant freestream conditions),

supersonic pressure outlet, symmetry, and no-slip wall. Time integration in LeMANS

can be performed using either an explicit, a point-implicit, or a line-implicit method

with first-order accuracy. LeMANS is parallelized by domain decomposition, using

METIS [80] to partition the computational mesh and the Message Passing Interface

(MPI) to communicate the necessary information between processors. METIS di-

vides the mesh such that each partition is assigned to a processor while maintaining

a roughly balanced workload.
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2.3 Numerical Boundary Conditions

CFD simulations using LeMANS of the entire experimental facility, including the

aeroshell with PD and RCS jets, can be complex and computationally expensive.

Therefore, the numerical cases only simulate the flow directly around the aeroshell in

order to reduce computational cost and complexity. However, it is important that the

conditions simulated in LeMANS match the conditions in the experimental facility

since the numerical results will be compared to experimental measurements. Ap-

propriate boundary conditions must be prescribed in the numerical simulations that

accurately model the conditions of the underexpanded freejet in the experiments. This

section describes how these freestream conditions are implemented in LeMANS, and

how they affect the aeroshell properties compared to constant freestream conditions.

2.3.1 Implementation in LeMANS

In order to better simulate the flow in the experimental facility, I2-seeded N2 gas

is used in the numerical simulations with a seeding ratio of 200 ppm. Due to the

low densities achieved in the freejet, the vibrational temperature in the numerical

simulations is assumed to be frozen at the stagnation value of 297 K throughout

this dissertation. The rotational temperature, on the other hand, is assumed to be

different than the translational temperature. The freejet conditions in the experi-

mental facility are modeled as freestream conditions in LeMANS using the relations

of Ashkenas and Sherman [81]. These relations are based on the method of charac-

teristics and can model both the axial and radial distributions of fluid properties in

an underexpanded freejet. Based on the Ashkenas and Sherman relations, the Mach

number at a distance z away from the orifice along the centerline of the freejet, shown
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Figure 2.4: Schematic of the Ashkenas and Sherman relations.

schematically in Figure 2.4, is given by Equation 2.13,

M = A

(
z − z0
D

)γ−1
− 1

2

(
γ + 1

γ − 1

)[
A

(
z − z0
D

)γ−1]−1
(2.13)

where D is the diameter of the freejet orifice, and A and z0/D are constants de-

termined for values of the ratio of specific heats γ, and are equal to 3.65 and 0.40,

respectively, for γ = 1.4. All other fluid properties along the freejet axis can be com-

puted using the Mach number defined in Equation 2.13, the stagnation conditions of

the freejet (i.e. 1.8 atm and 297 K) and the isentropic relations shown in Equation

2.14.

P

P0

=

(
1 +

γ − 1

2
M2

) −γ
γ−1

(2.14a)

P

P0

=

(
ρ

ρ0

)γ
=

(
T

T0

) γ
γ−1

(2.14b)

The density distribution at a fixed axial distance from the orifice exit is a function

of the streamline angle θ with respect to the freejet axis as shown in Equation 2.15,

ρ (θ)

ρ (0)
= cos2

(
πθ

2Φ

)
(2.15)

where Φ is also a constant determined for each value of γ, and is equal to 1.662

for γ = 1.4. All other fluid properties can again be determined using the stagnation
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conditions and the isentropic relations given in Equation 2.14. Note that the Ashkenas

and Sherman relations assume that the flow is in thermal equilibrium (isentropic

perfect gas), and, therefore, the freestream rotational and translational temperatures

are set to the same value.

Table 2.1: Reference freestream conditions.

Parameter Value

Mref 12
ρref , kg/m3 4× 10−4

Uref , m/s 776
Tref , K 10
qref , Pa 127

In order to minimize the interaction between the bow shock that develops around

the aeroshell and the barrel shock in the experimental facility, a reference leading-

edge Mach number of 12 is used in both the experimental and numerical calculations.

Based on Equation 2.13, this Mach number corresponds to placing the aeroshell ap-

proximately 42 mm away from the orifice. In order to specify this leading-edge Mach

number in the numerical simulations, the distance of each cell in the upstream bound-

ary to the orifice (i.e. the variable z in Equation 2.13) is scaled such that the dis-

tance of the leading-edge of the aeroshell to the orifice is equal to 42 mm. Using

the isentropic relations and the stagnation conditions of the freejet, a set of refer-

ence freestream conditions based on this reference Mach number is used to compute

non-dimensional quantities, such as the drag coefficient. These reference freestream

conditions are given in Table 2.1 and are used throughout this dissertation.

Figure 2.5 shows temperature and density contours around a Mars-entry aeroshell

computed by LeMANS. The freestream conditions for this simulation are calculated

using the Ashkenas and Sherman relations for a leading-edge Mach number of 12.

This figure illustrates the flow features generated by these freestream conditions.

The flow is characterized by the bow shock that develops around the aeroshell and
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the diverging streamlines that model the flow in the underexpanded freejet.

Figure 2.5: Temperature (top) and density (bottom) contours around a Mars-entry
aeroshell with freestream conditions calculated using the Ashkenas and
Sherman relations.

2.3.2 Assessment of the Ashkenas and Sherman relations

The Ashkenas and Sherman relations that are implemented in LeMANS to cal-

culate the freestream conditions represent a convenient and inexpensive method of

simulating the freejet conditions in the experimental facility. In an effort to assess the

validity of the implementation of these relations in LeMANS, a numerical simulation

of the entire experimental facility, including a 10 mm diameter Mars-entry aeroshell,

is performed. Figure 2.6 presents the computational domain and the boundary con-

ditions used in this simulation. Due to the symmetry of the flowfield, axisymmetric

simulations are performed in order to reduce the computational cost. The stagnation

conditions in the wind tunnel (i.e. 1.8 atm and 297 K) are specified at the farfield

boundary. The temperature of the aeroshell and wind tunnel walls is assumed to be

constant at 297 K. Since the current version of LeMANS does not include a subsonic

pressure outlet boundary condition that can fix the downstream static pressure, the
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back-pressure in the wind tunnel (5× 10−4 atm) is weakly imposed in the numerical

simulation as the initial pressure in the computational domain. In order to reduce

the effects of the supersonic pressure outlet boundary condition used in LeMANS,

the computational domain is extended to 300 orifice diameters axially and over 210

orifice diameters radially.

(a) Overview (b) Close-up view

Figure 2.6: LeMANS boundary conditions for simulating the flow around a Mars-
entry aeroshell in the experimental facility.

Figure 2.7 shows the final adapted grid used in the numerical simulations of the full

experimental facility. The grid contains approximately 530,000 hexahedral cells with

clustering near the freejet boundary and the surface of the aeroshell. The cells are

manually aligned with the barrel and bow shocks based on preliminary simulations.

A grid convergence study revealed that this grid size was adequate in capturing the

important flowfield features and variations in the freejet and near the aeroshell. Due to

the geometry of the computational domain, a point-implicit time integration method

is used to march the solution to steady-state. This simulation takes approximately

2,850 CPU-hours, or 65,000 iterations, to reach a steady-state solution.

Figure 2.8 shows Mach number contours and velocity streamlines calculated by

LeMANS in the experimental facility. The bottom half of the figure is a reflection of

the top half for illustrative purposes, since these simulations are axisymmetric. The
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(a) Overview (b) Close-up view

Figure 2.7: Computational grid for simulating the flow around a Mars-entry aeroshell
in the experimental facility.

flow expands from sonic conditions at the orifice to Mach numbers as high as 15 in the

test section. Upstream of the aeroshell centerline, the Mach number is slightly below

the leading-edge reference Mach number of 12. A barrel shock develops at the entrance

of the test section because the pressure of the underexpanded supersonic/hypersonic

freejet is higher than the back-pressure in the facility. The barrel shock interacts with

the bow shock around the capsule at approximately 15 orifice diameters downstream

of the aeroshell. This interaction creates a third shock that links the barrel and bow

shocks and is almost normal to the freejet flow. The streamlines in Figure 2.8(b) show

a recirculation region in the wake downstream of the aeroshell that is characterized

by relatively small Mach numbers (less than 0.5).

Due to the low densities achieved by the freejet in the experimental facility, rarefied

flow regions can develop where the continuum approximation of the CFD method may

become invalid. The gradient-length local Knudsen number [82, 83] can be used as a

parameter to determine where continuum breakdown occurs in the numerical results

38



(a) Overview (b) Close-up view

Figure 2.8: Mach number contours and velocity streamlines calculated by LeMANS
around a Mars-entry aeroshell in the experimental facility.

and is defined as,

KnGLL = max

(
λ

∣∣∣∣∇QQ
∣∣∣∣) (2.16)

where λ is the local mean free path and Q is a flow quantity of interest: density,

speed, and translational temperature. Previous studies found that for KnGLL values

above 0.05, continuum breakdown may occur and the Navier-Stokes equations may

not provide physically accurate solutions in those regions of the flow [82, 84]. This

parameter is different than the Knudsen number shown in Figure 2.2(b) because it

uses local fluid properties, instead of global properties (e.g. reference length scale)

to determine continuum breakdown. The distribution of the local Knudsen number

calculated by LeMANS in the test section is presented in Figure 2.9. The figure

shows that most of the freejet flow is in the continuum regime. However, continuum

breakdown may occur in certain regions of the test section. These regions include

the barrel and bow shocks due to sharp gradients in the fluid properties, around the

aeroshell shoulder due to the high flow expansion, and in the wake due to relatively

low densities.

One of the assumptions of the Ashkenas and Sherman relations is that the flow is in
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(a) Overview (b) Close-up view

Figure 2.9: Gradient-length local Knudsen number contours calculated by LeMANS
around a Mars-entry aeroshell in the experimental facility.

thermal equilibrium (isentropic perfect gas). However, strong thermal nonequilibrium

effects may be present in the experimental facility due to the low densities achieved

by the underexpanded freejet, which can cause the distributions of the translational

and rotational temperatures to be different. The axial and radial distributions of

the translational and rotational temperatures calculated by LeMANS in the freejet

are presented in Figure 2.10. The figure shows very close agreement between the

two temperature modes, which suggests that thermal nonequilibrium effects in the

freejet are negligible. Therefore, the assumption that the translational and rotational

temperatures are equal in the experimental facility upstream of the bow shock (i.e.

freestream conditions) is valid.

Figure 2.11 presents axial (z/D at r/D = 0) and radial (r/D at z/D = 15) Mach

number, translational temperature, and density distributions calculated by LeMANS

in the experimental facility. The figure also compares the numerical results to the

corresponding distributions given by the Ashkenas and Sherman relations (i.e. Equa-

tions 2.13 and 2.15). The plots show very good agreement between the numerical

results and the Ashkenas and Sherman relations along the freejet centerline. The

comparisons along the radial line, however, indicate large differences, with a maxi-
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(a) Axial distribution (r/D = 0) (b) Radial distribution (z/D = 15)

Figure 2.10: Comparison of translational and rotational temperature distributions
computed by LeMANS in the experimental facility.

mum of approximately 14% in Mach number, 26% in temperature, and 82% in density,

between the two sets of results. The differences in the radial distributions could be

caused by several factors. The first factor is that the Ashkenas and Sherman relations

may not be appropriate for streamline angles (i.e. θ in Equation 2.15) greater than

10◦ [85]. At z/D = 15, a streamline angle of 10◦ corresponds to r/D = 2.6. At

this radial location (i.e. 2.6), the difference between the numerical results and the

Ashkenas and Sherman relations is approximately 1.5% for Mach number, 3% for

temperature, and 13% for density. Another possible source for the disagreement in

the radial distributions between the numerical results and the Ashkenas and Sher-

man relations is the boundary conditions in LeMANS, namely the supersonic pressure

outlet and the pressure farfield, which may have an effect on the numerical solution.

The implementation of the Ashkenas and Sherman relations in LeMANS can be

assessed by comparing the numerical results for the experimental facility to the results

for the flow around the same aeroshell with freestream conditions calculated using

the Ashkenas and Sherman relations. Figure 2.12 presents the boundary conditions

and computational mesh for the axisymmetric simulation that uses the Ashkenas
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(a) Axial distribution (r/D = 0) (b) Radial distribution (z/D = 15)

Figure 2.11: Comparison of the axial and radial Mach number, temperature, and
density distributions calculated by LeMANS in the experimental facility
and the Ashkenas and Sherman relations.

and Sherman-derived freestream conditions. The aeroshell wall is assumed to be at

a constant temperature of 297 K. A grid convergence study showed that a mesh-

size of about 71,000 cells can adequately capture the flowfield features and aeroshell

properties. This grid is approximately 7 times smaller than the mesh for the full

experimental facility simulation. A line-implicit time integration method is used to

march the solution to steady-state. This simulation takes approximately 32 CPU-

hours, or 8000 iterations, to reach a steady-state solution, which is over 80 times

faster than the full facility simulation. For the remainder of this section, the full

experimental facility simulation will be referred to as the EF case and the simulation

with the Ashkenas and Sherman-based freestream conditions will be addressed as the

AS case.

Figure 2.13 presents Mach number and pressure contours for the EF (top) and AS

(bottom) simulations. The figure shows overall close agreement between the two sets

of results in the flowfield variations of Mach number and pressure, as well as the bow

shock profile and standoff distance. However, there are some discrepancies between
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(a) Boundary conditions (b) Mesh

Figure 2.12: Boundary conditions and mesh for simulating flow around a Mars-entry
aeroshell with Ashkenas and Sherman-derived freestream conditions.

the two cases. In the wake downstream of the aeroshell, the streamlines in Figure

2.13(a) indicate a recirculation region in the EF case that does not exist in the AS

case. Due to this recirculation region, the contours show overall lower Mach numbers

and higher pressures in the wake for EF simulation. The contours also show that the

pressure along the forebody for the AS case is slightly higher, which is caused by the

differences in the radial distributions of fluid properties between the Ashkenas and

Sherman relations and the freejet conditions, as shown in Figure 2.11(b).

The aeroshell surface properties for the EF and AS simulations are shown in

Figure 2.14. The surface properties are presented as non-dimensional pressure and

skin friction coefficients calculated based on the reference freestream conditions given

in Table 2.1 using Equations 2.17 and 2.18, respectively,

CP =
P

(1/2) ρrefU2
ref

(2.17)

Cf =
τ

(1/2) ρrefU2
ref

(2.18)
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(a) Mach number (b) Pressure

Figure 2.13: Comparison of Mach number and pressure contours around a Mars-entry
aeroshell for the experimental facility simulation (top) and the simu-
lation with the Ashkenas and Sherman-derived freestream conditions
(bottom).

The figure shows overall close agreement between the two simulations, particularly

with respect to the shear stress. However, Figure 2.14(a) shows that the overall

pressure distribution along the forebody for the AS simulation is higher than the

EF case, with a maximum difference of approximately 6% between the two sets of

results. The plot also shows that the AS case predicts a 2% larger stagnation pressure

compared to the EF simulation. These differences in the surface properties may also

be caused by the numerical boundary conditions used in the full facility simulation and

by possible inaccuracy of the Ashkenas and Sherman relations for large streamlines

angles. As a result of the disagreement in the surface properties, the drag coefficient

of the aeroshell, calculated using Equation 2.19, is approximately 7.5% larger for

the AS simulation (CD = 1.55) than for the EF simulation (CD = 1.44). Even

with these differences, however, the Ashkenas and Sherman relations still provide

an attractive alternative to simulating the flow in the entire experimental facility.

These relations reduce the grid size and computational runtime by a factor of 7 and

80, respectively, for these axisymmetric simulations. The computational savings by
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the Ashkenas and Sherman relations are expected to increase for the simulations of

complex, three-dimensional flows with PD and RCS jets.

CD =
FD

(1/2) ρrefU2
refS

(2.19)

(a) Cp (b) Cf

Figure 2.14: Comparison of pressure and skin friction coefficients for a Mars-entry
aeroshell in the underexpanded freejet and in freestream conditions pro-
vided by the Ashkenas and Sherman relations.

2.3.3 Effects of the Ashkenas and Sherman relations

The Ashkenas and Sherman relations provide freestream conditions in LeMANS

that simulate the freejet conditions in the experimental facility. However, it is impor-

tant to understand how these nonuniform freestream conditions affect the properties

of the aeroshell as compared to constant freestream conditions, which are typically

used to simulate hypersonic entry flows. This can be achieved by comparing the

numerical results for the Ashkenas and Sherman freestream conditions to the results

for constant freestream conditions that are equal to the reference conditions given

in Table 2.1 (i.e. Mach 12 flow). A scaled version of the MSL aeroshell is used for

these simulations and is shown in Figure 2.15. The diameter of the aeroshell is equal
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Figure 2.15: Geometry for the 10 mm diameter MSL-based aeroshell.

to 10 mm, which is equivalent to approximately 0.22% of the diamter for the MSL

capsule. The grid size, based on a grid convergence study, for both simulations is

approximately equal to 71,000 cells and each case takes roughly 32 CPU-hours using

a line-implicit time integration method to reach a steady-state solution.

The flowfield Mach number and pressure distributions for the constant and the

Ashkenas and Sherman freestream conditions are shown in Figure 2.16. The axial

and radial distances are normalized by the aeroshell diameter (i.e. Dmodel = 10 mm).

The contours show overall similar flowfield structures for the two sets of results. How-

ever, the Ashkenas and Sherman freestream conditions reduce the bow shock standoff

distance near the stagnation point and broaden the shock profile (i.e. larger distance

from the aeroshell shoulder to the shock). The pressure contours in Figure 2.16(b)

indicate that the bow shock strength decays faster for the Ashkenas and Sherman

freestream conditions downstream of the capsule due to the diverging streamlines,

as well as the interaction of the shock with a stronger expansion wave around the

aeroshell shoulder.

Due to the similarities in the pressure variation upstream of the aeroshell, the

surface properties for the two sets of freestream conditions can also be expected to

be in close agreement. Indeed, the pressure distribution on the surface, which is

presented as non-dimensional pressure coefficient in Figure 2.17(a), follows a similar
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(a) Mach number (b) Pressure

Figure 2.16: Comparison of Mach number and pressure contours around a Mars-entry
aeroshell with constant (top) and Ashkenas and Sherman-derived (bot-
tom) freestream conditions.

trend for both the constant and Ashkenas and Sherman freestream conditions. The

figure shows that the stagnation pressure for the Ashkenas and Sherman conditions

is approximately 5% larger than for the uniform freestream conditions due to the

smaller bow shock standoff distance. However, downstream of the stagnation point

along the aeroshell forebody, the pressure for the Ashkenas and Sherman conditions

becomes lower than for the constant freestream conditions by roughly 4%. This is

a consequence of the expanding freestream flow in the Ashkenas and Sherman case,

which decreases the pressure away from the aeroshell centerline. The post-shock pres-

sure for the Ashkenas and Sherman freestream conditions also decreases radially since

the angle of the freestream flow with respect to the bow shock increases (i.e. more

oblique shock). The overall similarities between the solution for the constant and the

Ashkenas and Sherman freestream conditions also extend to the shear stress along

the surface, plotted in Figure 2.17(b) as non-dimensional coefficient of skin friction.

The figure, however, shows that the shear stress along the forebody is greater for the
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Ashkenas and Sherman freestream conditions than the uniform conditions by as much

as 50%. This difference can also be attributed to the radial variation of the freestream

flow in the Ashkenas and Sherman relations. As a result of these discrepencies in the

surface properties, the Ashkenas and Sherman freestream conditions cause approxi-

mately a 2% decrease in the drag coefficient of the aeroshell compared to the constant

conditions.

(a) Cp (b) Cf

Figure 2.17: Comparison of pressure and skin friction coefficients for a Mars-entry
aeroshell with constant and Ashkenas and Sherman-derived freestream
conditions.

2.4 Summary

This chapter described the experimental facility and technique utilized at the Uni-

versity of Virginia to obtain flowfield visualizations and measurements of hypersonic

flow around a Mars-entry aeroshell with propulsive deceleration and a reaction con-

trol system. The experiments are conducted in a low-density wind tunnel facility

that is capable of providing Mach numbers up to 16. The hypersonic flow in this

facility is produced by the expansion of a freejet through a thin sonic orifice. Ex-

perimental results are obtained using the PLIIF technique, which is a non-intrusive,
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spatially-resolved, and time-averaged optical method. The chapter also described

the numerical method used in this dissertation work to study the fluid interactions

generated by propulsive deceleration and reaction control systems for Mars-entry

aeroshells. The numerical simulations are performed using the parallel CFD code Le-

MANS, which solves the Navier-Stokes equations and can account for thermochemical

nonequilibrium effects.

In order to better simulate the flow in the experimental facility, I2-seeded N2 gas

is used in the numerical simulations with a seeding ratio of 200 ppm. The Ashke-

nas and Sherman relations were implemented in LeMANS to calculate the freestream

conditions in the numerical simulations. These relations model the axial and radial

distributions of fluid properties in an underexpanded freejet, and can decrease the

computational cost and complexity by reducing the need to simulate the entire ex-

perimental facility. The implementation was assessed by comparing the results for

an axisymmetric simulation of a Mars-entry aeroshell in the experimental facility to

the results for an axisymmetric simulation of the same aeroshell with freestream con-

ditions given by the Ashkenas and Sherman relations. The flowfield, surface, and

aerodynamic properties of the aeroshell for the two cases were overall similar, with

small disagreement in the flowfield and surface distributions that caused a 7% dif-

ference in the aeroshell drag coefficient. This disagreement could be attributed to

the numerical boundary conditions used in the full facility simulation and the fact

that the Ashkenas and Sherman relations may not be appropriate for large stream-

line angles. The numerical results for the full experimental facility simulation also

showed that thermal nonequlibrium effects in the freejet are negligible and the isen-

tropic perfect gas assumption of the Ashkenas and Sherman relations is valid for these

types of flows. The Ashkenas and Sherman relations were found to be an attractive

alternative for simulating the flow in the entire experimental facility because they

reduced the grid size and computational runtime by a factor of 7 and 80, respectively,
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for axisymmetric simulations. These savings are expected to further increase for the

simulations of complex, three-dimensional flows with PD and RCS jets.

The effects of the axial and radial fluid variations of the Ashkenas and Sherman

relations were also examined by comparing the numerical results of flow over an MSL-

based aeroshell with Ashkenas and Sherman freestream conditions to the results for

constant freestream conditions. The Ashkenas and Sherman freestream conditions

were found to decrease the bow shock standoff distance near the stagnation point

and broaden the shock profile around the aeroshell. The Ashkenas and Sherman rela-

tions were also shown to decrease the overall pressure distribution along the aeroshell

forebody, and consequently, decrease the drag coefficient of the aeroshell by 2%.
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CHAPTER III

Central Propulsive Deceleration

Propulsive deceleration involves directing engine thrust into an incoming hyper-

sonic or supersonic freestream. It is currently being considered as an enabling tech-

nology to slow future, high-mass, Mars-entry vehicles during atmospheric descent

[25, 27]. The central configuration represents one possible layout of propulsive decel-

erator jets, in which a single thruster is placed at the center of the aeroshell forebody.

Several studies, both recent and from the 1960s and 1970s, have investigated the fluid

interactions produced by sonic or supersonic central PD jets exhausting into a super-

sonic freestream (i.e. supersonic retropropulsion). However, current plans for future

Mars EDL architectures include an all-propulsive option that may require the use of

central PD jets in hypersonic conditions [25]. As a result, it important to understand

the fluid interactions produced by central jets in a hypersonic freestream, and how

the conditions of the PD jet influence these interactions.

This chapter outlines a numerical investigation conducted using the CFD code

LeMANS to study the effects of central PD jets on the flowfield, surface, and aerody-

namic properties of an MSL-based aeroshell in hypersonic freestream conditions. The

chapter first outlines the numerical setup used in this study, including the aeroshell

geometry and PD jet conditions. The chapter then presents the flowfield features

generated by sonic, central PD jets and describes the fluid interactions induced by
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these jets for various PD thrust conditions. The results for this configuration are then

used to study how the jet Mach number for the central configuration affects these

fluid interactions by comparing the flowfield, surface, and aerodynamic properties of

the aeroshell with sonic and supersonic PD jets. Finally, a summary of the important

conclusions from the study on central PD jets is presented.

3.1 Numerical Setup

The conditions simulated by LeMANS in this work are based on the conditions

used in experiments at the University of Virginia in order to compare the numerical

results with experimental measurements. As previously described in Chapter II,

the freestream conditions in LeMANS are provided by the Ashkenas and Sherman

relations, which simulate the freejet conditions in the experimental facility. These

relations can greatly reduce the complexity and cost of the numerical simulations of

Mars-entry aeroshells with central PD jets. The aeroshell models are positioned in

the experimental test section such that the Mach number at the leading-edge of the

model is equal to 12. This position minimizes the interaction of the bow shock around

the aeroshell and the barrel shock that develops in the wind tunnel. The leading-

edge Mach number (for the aeroshell with the PD jet) is also used to compute a

set of reference freestream conditions given in Table 2.1 that are used to calculate

non-dimensional quantities, such as drag coefficient. In order to better match the

conditions in the experimental facility, I2-seeded N2 gas with a seeding ratio of 200

ppm is used as both the freestream and the PD jet gas in the numerical simulations.

This section describes the aeroshell geometry and the conditions of the central PD

jet used in this numerical investigation.
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3.1.1 Aeroshell Geometry

The geometry of the aeroshell with the sonic and supersonic central PD jets is

shown in Figure 3.1. The aeroshell is based on the MSL capsule and is similar to the

test models used in the experiments. The aeroshell diameter is 10 mm, which is equiv-

alent to approximately 0.22% the size of the MSL capsule. This diameter is chosen

to further minimize the interaction of the bow shock and the barrel shock in the ex-

periments. The Reynolds number and global Knudsen number based on the aeroshell

diameter and the reference freestream conditions are 1,200 and 0.015, respectively,

which suggest that the freestream flow is laminar and in the near-continuum regime.

The PD jet is located at the center of the aeroshell forebody. A cross-sectional view

of the aeroshell with the sonic central PD jet is given in Figure 3.1(b). The PD

nozzle-exit diameter for the sonic jet is equal to 0.5 mm. Figure 3.1(c) shows a cross-

sectional view of the aeroshell with the supersonic central PD jet. The throat and

exit dimeters of the PD nozzle are approximately 0.5 mm and 0.9 mm, respectively,

which correspond to a design nozzle-exit Mach number of 2.66.

Due to the symmetry of the flowfield, axisymmetric simulations are performed

using LeMANS in order to reduce the computational cost. The computational grids

contain quadrilateral cells because the numerical results are sensitive to the alignment

of the grid with the bow shock. These grids are adapted by hand from preliminary sim-

ulations in order to align the upstream boundary of the computational domain with

the bow shock. Details regarding the adaptation process are provided in Appendix

B. Cells are clustered near the wall and in the vicinity of the PD jet upstream of the

aeroshell. The grid size varies from about 80,000 cells to approximately 110,000 cells

based on the conditions of the PD jet. Figure 3.2 shows the computational mesh for

the sonic and supersonic central PD jets at the lowest thrust conditions investigated

in this study. The average computational runtime for these simulations is approxi-

mately 240 CPU-hours with about 12 Intel Xeon X5670 (Westmere) processors using
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(a) Aeroshell geometry

(b) Sonic PD jet (c) Supersonic PD jet

Figure 3.1: Aeroshell geometry with sonic and supersonic central PD jets.
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a point-implicit time integration method.

(a) Sonic (b) Supersonic

Figure 3.2: Computational mesh for sonic and supersonic central PD jets.

3.1.2 PD Jet Conditions

The boundary conditions for the PD jet are computed such that either sonic or

supersonic conditions are obtained at the nozzle-exit using the isentropic relations.

These conditions are non-dimensionalized using the thrust coefficient in order to com-

pare the numerical results with experimental data from current and previous work.

The thrust coefficient is defined as the ratio of the thrust force to the product of

the dynamic pressure in the freestream and the aeroshell frontal area. This can be

expressed as [20],

CT =
FT
qrefS

=

(
2
qe
qref

+
Pe
qref
− Pamb

qref

)(
Se
S

)
(3.1)

where Pamb is the post-bow-shock static pressure since the PD jet is exhausting into

the flow that is downstream of the bow shock. The thrust coefficient can be also
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expressed in terms of the mass flow rate from the PD nozzle as,

CT =
ṁUe + (Pe − Pamb)Se

qrefS
(3.2)

Tables 3.1 and 3.2 present the design total pressure ratio, Reynolds number, and

mass flow rate based on the nozzle-exit properties for the thrust coefficient values

investigated in this study. The stagnation temperature of the PD jet is 297 K, which

is equal to the value for the main freestream flow. The tables show that the mass

flow rate at each thrust coefficient for the supersonic jets is about 15% lower than for

the sonic jets, which can be an advantage since the required propellant mass for the

supersonic jets at given thrust conditions could potentially be lower. The flow from

the PD nozzle can also be assumed to be laminar because the jet Reynolds number

for all the cases is less than 104 [86].

Table 3.1: Design conditions for sonic central PD jets.

CT P0,jet/P0 Re ṁ, mg/s

0.5 0.11 1,200 9.4
1.0 0.22 2,500 19
1.5 0.33 3,500 28
2.0 0.44 4,500 37
2.5 0.55 6,500 46

Table 3.2: Design conditions for supersonic central PD jets.

CT P0,jet/P0 Re ṁ, mg/s

0.5 0.09 1,000 7.9
1.0 0.18 2,000 16
1.5 0.27 3,100 24
2.0 0.36 4,100 31
2.5 0.45 5,100 39

The boundary conditions for the PD jet at a given thrust coefficient are computed

using the isentropic relations such that the Mach number at the nozzle-exit is equal
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to 1.0 for the sonic jets and 2.66 for the supersonic jets. However, due to viscous

effects in the boundary layer along the nozzle walls, the actual Mach number at the

nozzle-exit may be lower than the design value. Figure 3.3 presents Mach 1.0 and

2.66 contours in the PD nozzle for the sonic and supersonic central jets. Figure 3.3(a)

indicates that the nozzle-exit Mach number for the sonic jet is approximately equal to

the design value of 1.0. Figure 3.3(b), however, shows that the Mach number at the

nozzle-throat for the supersonic jet is slightly less than 1.0 (approximately 0.8) for

both thrust coefficients. The actual Mach number at the nozzle-exit for the supersonic

jet is also lower than the design value of 2.66 by about 14% for both thrust conditions.

Figure 3.3(b) also shows that the boundary layer thickness along the nozzle wall for

the supersonic jet is smaller for CT = 2.5 than for CT = 0.5 by as much as 50%

due to a larger favorable pressure gradient. The discharge coefficient of the nozzle,

defined as the ratio of actual to design mass flow rate, is approximately equal to 0.93

and 0.94 for the sonic and supersonic central PD jets, respectively, as a result of the

viscous effects along the nozzle walls.

(a) Sonic (b) Supersonic

Figure 3.3: Mach number distribution in the nozzle for sonic and supersonic central
PD jets.
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3.2 Sonic PD Jets

This section describes the interactions generated by sonic central PD jets and

their influence on the flowfield, surface, and aerodynamic properties of the aeroshell.

The results presented in this section will also be used to understand how the PD jet

Mach number and configuration affect the properties and deceleration performance

of Mars-entry capsules.

3.2.1 Flowfield Features

Figure 3.4 presents Mach number contours for the 0.5 thrust coefficient conditions

in order to illustrate the flow features generated by the sonic central PD jets. The

jet expands from sonic conditions at the nozzle-exit to higher Mach numbers (i.e.

supersonic) upstream of the aeroshell. The flow then first decelerates from supersonic

to subsonic velocities through a jet shock, and then from subsonic to zero velocity at

a stagnation point detached from the surface of the aeroshell. The freestream also

decelerates from hypersonic to subsonic velocities through a bow shock and then to

zero velocity at the same stagnation point. The PD jet mixes with the freestream flow

in an interface region between the bow and jet shocks where the static pressures of the

two streams become equal. The two streams then flow downstream of the aeroshell

to the wake. The velocity streamlines indicate that the apparent size of the aeroshell

perceived by the freestream flow increases due to the PD jet. The streamlines also

show a region of separated flow between the PD jet boundary, the surface of the

capsule and the mixed outflow, with a reattachment point near the shoulder of the

aeroshell.

Mach number contours for PD nozzle thrust coefficient values of 0.5, 1.0, 2.0, and

2.5 are presented in Figure 3.5. The figure shows that the PD jet expands from sonic

conditions at the nozzle-exit to supersonic conditions for all four thrust coefficients.

The PD jet then decelerates to zero velocity at a detached stagnation point, first
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Figure 3.4: Flowfield features for sonic central PD jets (CT = 0.5).

through a shock and then subsonically. The figure also shows that all of the flowfield

features shown in Figure 3.4 are affected by the PD thrust. The bow shock, interface

region, and jet shock move upstream as the thrust coefficient increases in order to

equalize the static pressure of the PD jet and the freestream flow. The recirculation

regions along the aeroshell forebody decrease in size as the thrust increases until the

flow becomes completely reattached around a thrust coefficient of 2.0. The reason

for this is that the PD jet is able to expand more as its total pressure increases, and,

therefore, can overcome the relatively sharp turning angle at the nozzle-exit.

Contours of the PD jet mole fraction for nozzle thrust coefficient values of 0.5, 1.0,

2.0, and 2.5 are presented in Figure 3.6. The PD jet species used in the simulations

are tagged N2 molecules with the same properties as molecular nitrogen and only

distinguishable by name. The size of the PD jet increases with the thrust coefficient,

which is expected since the mass flow rate of the jet also increases. The width of

the PD jet grows from approximately half the length of the aeroshell diameter for a
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(a) CT = 0.5 (top) and CT = 1.0 (bottom) (b) CT = 2.0 (top) and CT = 2.5 (bottom)

Figure 3.5: Mach number contours for sonic central PD jets at various thrust coeffi-
cients.

thrust coefficient of 0.5 to over a diameter length for a thrust coefficient of 2.5. The

amount of PD jet species in the wake also increases as the thrust coefficient increases

because more species are transported downstream by the main flowfield as the mass

flow rate of the PD jet increases. This is important because the design of the thermal

protection system of the backshell may need to consider the hot gases from the PD

jet that will be transported downstream of the capsule.

Figure 3.7 shows gradient-length local Knudsen number contours for thrust coef-

ficients of 0.5, 1.0, 2.0, and 2.5. The continuum approximation in the CFD method

may be physically invalid for local Knudsen number values greater than 0.05. The

figure shows continuum regions in the freestream and the PD jet core. The region in

the PD jet core expands in size as the thrust coefficient increases due to the added

mass. The contours also indicate that the local Knudsen number is higher than 0.05

in the bow shock and the wake, which is expected due to sharp gradients in fluid

properties and relatively low densities. However, continuum breakdown may also oc-

cur along the forebody between the PD jet and the aeroshell surface. Despite the
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(a) CT = 0.5 (top) and CT = 1.0 (bottom) (b) CT = 2.0 (top) and CT = 2.5 (bottom)

Figure 3.6: PD jet species mole fraction contours for sonic central PD jets at various
thrust coefficients.

PD jet adding more mass to the flowfield as the thrust increases, the jet also induces

larger gradients which increase continuum breakdown along the aeroshell forebody.

3.2.2 Surface Properties

The flowfield interactions generated by the sonic central PD jets also affect the

surface properties of the aeroshell. Figure 3.8 presents the pressure and skin friction

coefficients along the surface of the capsule for PD nozzle thrust coefficients of 0.5,

1.5, and 2.5, as well as for the no-jet case for comparison. The no-jet case uses a clean

geometry without a nozzle cavity. The figure shows that both the surface pressure

and shear stress are affected by the thrust coefficient of the PD. The pressure along

the surface first decreases from a high value near the PD jet nozzle-exit. The pressure

then increases to a peak near the shoulder of the aeroshell and sharply decreases along

the aftbody before finally reaching a roughly constant small value. The magnitude

of the peak decreases and the pressure along the forebody approaches an almost

constant value equal to the aftbody value as the thrust coefficient increases. The
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(a) CT = 0.5 (top) and CT = 1.0 (bottom) (b) CT = 2.0 (top) and CT = 2.5 (bottom)

Figure 3.7: Gradient-length local Knudsen number contours for sonic central PD jets
at various thrust coefficients.

coefficient of skin friction profiles also show that the shear stress along the surface

first decreases from a maximum value near the PD jet nozzle-exit. The shear stress

then decreases to negative values for thrust coefficients less than approximately 2.0

(i.e. flow reattachment begins near a thrust coefficient of 2.0), and then increases to a

larger value at the shoulder before decreasing and finally reaching an almost constant

small value along the aftbody of the aeroshell. Similar to the pressure, the overall

magnitudes of the coefficient of skin friction decrease and approach a constant value

along the entire aeroshell surface as the thrust coefficient increases. The effect of the

thrust coefficient on the surface properties suggests that the aerodynamic properties

of the aeroshell, in particular the drag force, may also be affected by the PD jet.

3.2.3 Aerodynamic Properties

The variation of the aerodynamic drag coefficient of the aeroshell with the sonic

central PD thrust coefficient is shown in Figure 3.9. The figure also presents the

total axial force coefficient of the aeroshell, which is equal to the sum of the aero-
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(a) No jet (b) CT = 0.5

(c) CT = 1.5 (d) CT = 2.5

Figure 3.8: Coefficients of pressure and skin friction for sonic central PD jets at var-
ious thrust coefficients.
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dynamic drag and thrust coefficients. The axial force coefficient is indicative of the

aeroshell deceleration performance because it represents the total force experienced

by the vehicle. As the thrust coefficient increases, the drag coefficient decreases and

asymptotically approaches a constant value that is approximately equal to 7% of the

value for the no-jet case (CD = 1.55 for CT = 0 and CD = 0.11 for CT = 2.5). The

figure also shows that the total axial force coefficient first decreases as the thrust

coefficient increases, and then begins to increase for thrust coefficient values greater

than approximately 0.5. The total axial force coefficient value does not exceed the

drag coefficient value for the no-jet case until the thrust coefficient is equal to about

1.5, where most of the contribution to the axial force is from the PD thrust. This

suggests that propulsive deceleration using sonic PD jets in a central configuration

may only be beneficial for relatively large thrust coefficient values that are greater

than approximately 1.5. The total axial force coefficient increases by roughly constant

increments for thrust coefficients greater than 1.5, since the drag coefficient is small

and almost constant.

Figure 3.9: Drag and total axial force coefficients for sonic central PD jets.

The continuum breakdown regions along the aeroshell forebody shown in Figure
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3.7 may have a significant effect on the surface and aerodynamic properties calculated

by LeMANS (a continuum approach). However, a study by Deschenes et al. [87]

showed that the deceleration performance predicted by LeMANS compares well with

that predicted by a hybrid method that utilizes CFD in the continuum regions of the

flow and the direct simulation Monte Carlo method (DSMC) in the rarefied regions

for this particular configuration. The DSMC technique is a probabilistic particle

approach that simulates the physical processes described by the Boltzmann equation.

The study found that although the continuum approach (i.e. LeMANS) over-predicts

the aerodynamic drag coefficient by a factor of 2.7 compared to the hybrid method

for a thrust coefficient of 2.0, the difference in the axial force coefficient is less than

4% since most of the contribution is from the PD thrust. The study also found that

the flowfield features predicted by LeMANS agree well with the results for the hybrid

method, as can be seen in Figure 3.10. The figure shows Mach number and pressure

contours for CT = 2.0 predicted by the two approaches.

(a) Mach number (b) Pressure

Figure 3.10: Comparison of Mach number and pressure contours predicted by con-
tinuum (bottom) and hybrid (top) methods for CT = 2.0. Figure from
Ref. [87].

The overall decrease in pressure along the surface, and consequently the drag co-
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efficient of the aeroshell with increasing thrust coefficient, is caused by a shielding

effect of the sonic PD jet in the central configuration that prevents mass and mo-

mentum in the main freestream flow from reaching the surface of the aeroshell. As

the PD jet expands from the nozzle, it pushes the main freestream flow upstream

and creates a low pressure region between the jet boundary and the surface. The

size of this low pressure region expands and the flow around the aeroshell approaches

a no-freestream, PD jet-only, configuration as the thrust coefficient increases. The

location of the peak in the pressure profiles near the aeroshell shoulder shown in Fig-

ure 3.8 corresponds to the point at which the shielding effect of the PD jet becomes

negligible. The magnitude of the peak is roughly equal to the value for the no-jet case

shown in Figure 3.8(a). Figure 3.11 shows mass flux (i.e. ρU) and momentum flux

(i.e. P +ρU2) computed using the density of the main freestream flow (i.e. excluding

the PD jet) for thrust coefficient values of 0.5 and 2.5 in order to quantify the amount

of mass and momentum transfered to the surface. The figure shows that less mass

and momentum from the freestream reach the surface of the aeroshell as the thrust

coefficient increases, which decreases the overall pressure on the forebody and the

drag coefficient of the aeroshell.

3.3 Effects of the Central PD Jet Mach Number

The results for the sonic jets can be compared to the results for supersonic jets

in order to understand how the jet Mach number (and conditions) affect the fluid

interactions produced by central PD jets. The mass flow rate for the supersonic jets

is lower than for the sonic jets by approximately 15% at each thrust coefficient, which

may have an important impact on the aeroshell properties. Therefore, this section

examines the flowfield, surface, and aerodynamic effects of the PD jet Mach number

at various thrust conditions.
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(a) Mass [kg/s·m2] (b) Momentum [N/m2]

Figure 3.11: Mass and momentum transfer from the freestream to the surface of the
aeroshell for sonic central PD jets at CT = 0.5 (top) and CT = 2.5
(bottom).

3.3.1 Flowfield Effects

Figure 3.12 presents Mach number contours for supersonic and sonic central PD

jets for two different thrust coefficients, 0.5 and 2.5. The figure shows that both PD

jet Mach numbers generate similar flowfield features, such as PD jet shock, interface

region between the bow and jet shocks that contains the detached stagnation point,

and recirculation zones between the jet boundary and the forebody. Several differ-

ences in these flowfield features can be observed, however, between the two PD jet

Mach number cases. The figure shows that the supersonic PD jet penetrates farther

upstream than the sonic jet for both thrust coefficients, which increases the standoff

distances of the bow and jet shocks. The figure also shows that the width of the PD

jet decreases as the Mach number increases, which is typical of supersonic jets. The

recirculation region for the supersonic PD jets is also larger than for the sonic jets.

Figure 3.12(b) shows that there is a separation region for the supersonic jet even at

CT = 2.5, whereas the flow around the forebody is completely attached at this thrust

coefficient for the sonic jet.

67



(a) CT = 0.5 (b) CT = 2.5

Figure 3.12: Comparison of Mach number contours for sonic (bottom) and supersonic
(top) central PD jets at CT = 0.5 and CT = 2.5.

PD jet species mole fraction (i.e. tagged N2 molecules) contours are shown in

Figure 3.13 for supersonic and sonic PD jets at thrust coefficients of 0.5 and 2.5.

As the thrust coefficient increases, the size of the PD jet also increases, since the

mass flow rate from the PD nozzle is proportional to the thrust. The width of the

supersonic PD jet increases from approximately an aeroshell-radius length to about

1.5 aeroshell diameters. The figure also shows that less jet species are transported

downstream to the wake region by the main freestream flow for the supersonic jet

than for sonic jets due to lower mass flow rates. Near the backshell, however, the PD

jet mole fraction distribution is similar for the two central PD jet configurations.

The similarities observed in the flowfield properties also extend to the gradient-

length local Knudsen number distribution, presented in Figure 3.14 for sonic and

supersonic central PD jets. The high-density, continuum region within the PD jet

core is longer and narrower for the supersonic PD jets because it follows the jet profile.

Similar to the sonic jets, the supersonic PD jets also increase continuum breakdown
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(a) CT = 0.5 (b) CT = 2.5

Figure 3.13: Comparison of PD jet species mole fraction contours for sonic (bottom)
and supersonic (top) central PD jets at CT = 0.5 and CT = 2.5.

along the aeroshell forebody as the thrust coefficient increases due to larger gradients

in the fluid properties.

3.3.2 Surface Effects

The pressure and skin friction coefficients along the aeroshell surface for the su-

personic and sonic PD jets at thrust coefficients of 0.5, 1.5, and 2.5, as well as for

the no-jet case are presented in Figure 3.15. The figure shows that the overall trends

for both surface pressure and shear stress are similar for the two jet Mach number

cases. The figure also shows that there are some discrepancies in the magnitude of the

surface properties, particularly in the pressure along the aeroshell aftbody. This dif-

ference, however, is insignificant with respect to the drag force acting on the aeroshell

due to the relatively low pressures associated with wake flows. As previously observed

in the flowfield results, the supersonic PD jet generates larger recirculation regions

along the aeroshell forebody (i.e. areas of negative shear-stress) compared to the
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(a) CT = 0.5 (b) CT = 2.5

Figure 3.14: Comparison of gradient-length local Knudsen number contours for sonic
(bottom) and supersonic (top) central PD jets at CT = 0.5 and CT = 2.5.

sonic jets. This difference varies from about 3% for CT = 0.5 to approximately 90%

for CT = 1.5. For the highest thrust condition (CT = 2.5), the flow is attached along

the entire surface for the sonic PD jet, but there is a small recirulation region that

is roughly 0.06×Dmodel long for the supersonic jet. The higher stagnation pressures

and relatively lower Mach number delays the separation in the sonic PD jet cases

because the flow can better overcome the sharp turning angle at the nozzle-exit. An-

other difference is that the surface pressure drops to a lower value downstream of the

nozzle-exit for the supersonic jets. This difference can also be attributed to the lower

stagnation pressures and higher Mach number of the supersonic jet compared to the

sonic jets.

3.3.3 Aerodynamic Effects

The aerodynamic drag and total axial force (i.e. the sum of drag and thrust)

coefficients of the aeroshell with supersonic and sonic central PD jets are presented

70



(a) No jet (b) CT = 0.5

(c) CT = 1.5 (d) CT = 2.5

Figure 3.15: Comparison of coefficients of pressure and skin friction for sonic and
supersonic central PD jets at various thrust coefficients.
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in Figure 3.16 as functions of thrust coefficient. The figure shows that the trends of

the aerodynamic properties of the aeroshell for the two PD jet Mach numbers are

in overall close agreement. Similar to the sonic PD jets, the drag coefficient of the

aeroshell with supersonic PD jets decreases and asymptotically approaches a constant

value of 7% of the no-jet case as the thrust coefficient increases. The figure also shows

that the axial force coefficient decreases up to CT = 0.5 by approximately 50% for

both sonic and supersonic jets, then increases mainly due to the contribution from

the PD thrust. The drag coefficient for the supersonic jet is approximately 10% and

25% lower than for the sonic jet for thrust coefficients of 0.5 and 2.5, respectively.

However, since the aerodynamic drag is inversely proportional to the thrust, the total

axial force coefficient for the supersonic jet is only 4% and 1% smaller than for the

sonic jet for the same thrust coefficients.

Figure 3.16: Comparison of drag and axial force coefficients for sonic and supersonic
central PD jets.

Similar to the sonic central PD jets, the supersonic jets also create a shielding effect

upstream of the aeroshell that prevents mass and momentum from the freestream to

reach the aeroshell surface. In order to quantify this shielding effect, Figure 3.17
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presents mass flux (i.e. ρU) and momentum flux (i.e. P + ρU2) computed using

the density of the main freestream flow (i.e. excluding the PD jet) for CT = 2.5

for supersonic and sonic PD jets. The figure shows a low mass and momentum

region upstream of the aeroshell that decreases the pressure on the forebody. This

region is produced by the expansion of the PD jet, which pushes the freestream flow

upstream of the aeroshell. As the thrust coefficient increases, the influence of the PD

jet also increases and the flow around the aeroshell resembles a jet-only, no-freestream

configuration. The figure also shows an overall similar shielding effect between the

sonic and supersonic central PD jets, which causes the similarities observed in the

surface and aerodynamic properties of the aeroshell.

(a) Mass [kg/s·m2] (b) Momentum [N/m2]

Figure 3.17: Comparison of mass and momentum transfer from the freestream to the
surface of the aeroshell for sonic (bottom) and supersonic (top) central
PD jets at CT = 2.5.

The aerodynamic properties of the aeroshell with central PD jets are summarized

in Figure 3.18. The figure presents the contribution from the aerodynamic drag and

PD thrust to the axial force coefficient for sonic and supersonic PD jets for the range

of thrust coefficients investigated in this study. The aerodynamic drag coefficient is

virtually eliminated due to the shielding effect of the central PD jet, which reduces
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the pressure on the aeroshell forebody by preventing mass and momentum from the

freestream flow to reach the surface of the capsule. Even though the axial force for

CT = 2.5 is approximately 60% larger for the sonic and supersonic PD jets than for

the no-jet case, the contribution from the aerodynamic drag is less than 5% (the drag

contribution is approximately 43% for CT = 0.5). Figure 3.18 also shows the close

agreement in axial force coefficient between the sonic and supersonic PD jets. This

agreement suggests that the PD jet Mach number may not have a significant effect

on the overall deceleration performance of the aeroshell. Therefore, supersonic jets

may be more advantageous than sonic jets for central propulsive deceleration since

they can achieve the same deceleration performance with potentially less propellant

mass requirements.

(a) Sonic (b) Supersonic

Figure 3.18: Drag and thrust contributions to the axial force on the aeroshell for sonic
and supersonic central PD jets.

3.4 Summary

A numerical investigation of the interactions of sonic and supersonic central PD

jets on Mars-entry aeroshells was performed using the CFD code LeMANS. The

effects on the flowfield, surface, and aerodynamic properties of an MSL-based aeroshell
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were evaluated for Mach 12 flow of I2-seeded N2 gas using axisymmetric laminar

simulations. The sonic and supersonic central PD jets were chosen to study the

performance of central propulsive deceleration for Mars-entry vehicles, and how their

flowfield, surface and aerodynamic properties are affected by the conditions of the

PD jet.

The first part of this study focused on the fluid interactions produced by sonic

central jets and their effects on the flowfield, surface, and aerodynamic properties

of the aeroshell. The results showed that as the thrust provided by the PD nozzle

increased, the bow shock, jet shock, and interface region moved upstream of the

aeroshell, while the recirculation regions along the forebody became smaller in size

until the flow became completely reattached around a thrust coefficient of 2.0. The

results also showed that the size of the PD jet increased and more jet species were

transported to the wake as the thrust coefficient increased. The level of continuum

breakdown near the surface of the aeroshell forebody also increased with the PD

thrust due to larger gradients in the fluid properties induced by the jet. Along the

surface, the results showed that the overall magnitudes of the pressure and shear

stress decreased and approached a roughly constant value along most of the aeroshell

as the thrust coefficient increased. Due to this decrease in surface pressure on the

forebody, the aerodynamic drag coefficient of the aeroshell was found to decrease and

asymptotically reach a constant value of 7% of the no-jet case as the thrust coefficient

increased. The axial force coefficient of the aeroshell was also found to not exceed the

aerodynamic drag coefficient of the no-jet case until a thrust coefficient of 1.5, where

most of the contibution to the axial force was from the PD thrust. The decrease in

the overall surface pressure on the aeroshell, and consequently lower drag coefficients,

with increasing PD thrust was shown to be caused by a shielding effect of the jet. The

PD jet prevented mass and momentum from the freestream flow from reaching the

surface of the aeroshell, which created low pressure regions close to the forebody. As
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the thrust coefficient increased, the size of the PD jet also increased, which augmented

the effects of the shield and expanded the size of the low pressure region near the

aeroshell surface.

In the second part of the study, the effects of the central PD jet Mach number

on the properties of the aeroshell were evaluated by comparing the results for sonic

and supersonic jets. Similar features, such as PD jet shock and recirculation regions

along the forebody, were observed for both the supersonic and sonic PD jets. The

supersonic jets, however, were narrower and penetrated farther upstream for all thrust

coefficients, which increased the standoff distances of these features compared to the

sonic jets. The distributions of pressure and shear stress along the aeroshell surface

were also found to be in close agreement between the sonic and supersonic PD jets,

with some differences in the size of the recirculation region and the value of the

pressure near the nozzle-exit. These differences extended to the aerodynamic drag

coefficient for the two jet Mach number cases, which disagreed by 10% and 25% for

thrust coefficients of 0.5 and 2.5, repectively. However, because the aerodynamic drag

was shown to be inversely proportional to the thrust for both sonic and supersonic

central PD jets, the difference in the axial force coefficient was less than 4%. Since

the mass flow rate for the supersonic jets was approximately 15% lower than for the

sonic jets at the same thrust coefficient, the similarities in the aerodynamic properties

suggest that the supersonic jets may provide better deceleration performance for a

given propellant mass. However, the trends in the axial force coefficient indicate that

propulsive deceleration using central jets may only be beneficial at relatively high

thrust conditions.
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CHAPTER IV

Peripheral Propulsive Deceleration

The peripheral configuration represents another possible layout of propulsive de-

celerator jets for Mars-entry aeroshells. In this configuration, several PD jets (typi-

cally three or four) are placed on the periphery of the aeroshell forebody. Previous

results for supersonic retropropulsion had shown that the peripheral configuration

can preserve more aerodynamic drag and provide larger axial force compared to the

central configuration [22, 23, 24]. However, similar to the central jets, this work

mainly focused on sonic or supersonic peripheral PD jets exhausting into a super-

sonic freestream. As a result, there is a need to understand how the peripheral

PD jets influence the aeroshell properties in hypersonic conditions before using this

technology in an all-propulsive EDL architecture for future, high-mass, Mars-entry

vehicles.

This chapter presents a numerical investigation of the effects of peripheral PD

jets on the flowfield, surface, and aerodynamic properties of a Mars-entry aeroshell

in a hypersonic freestream. The chapter first outlines the numerical setup used in

this study. The chapter then describes the flow features produced by the peripheral

PD jets. Next, the chapter presents the numerical results in two sections. The first

section of this study examines the effects of the jet Mach number and conditions on

the fluid interactions induced by the peripheral PD configuration by comparing the
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numerical results for sonic and supersonic jets. In the second section, the numerical

results for the peripheral jets are compared to the results for the central jets in order

to examine the effects of the propulsive deceleration configuration on the properties

and deceleration performance of Mars-entry aeroshells. Finally, the chapter presents

a summary of the major conclusions drawn from this numerical study.

4.1 Numerical Setup

Similar to the central configuration, the Ashkenas and Sherman relations provide

the freestream conditions for the peripheral PD jet simulations in order to model

the freejet conditions in the experimental facility at the University of Virginia. The

reference freestream conditions given in Table 2.1 for a leading-edge Mach number

of 12 are also used in this study to calculate non-dimensional properties, such as

drag coefficient. The freestream and PD jet gas used in the numerical simulations is

molecular nitrogen seeded with 200 ppm of iodine. Details of the aeroshell geometry

and peripheral PD jet conditions used in this numerical investigation are provided in

this section.

4.1.1 Aeroshell Geometry

Figures 4.1 and 4.2 present the geometry for the aeroshell with sonic and su-

personic peripheral PD thrusters, respectively. The geometry used in the numerical

simulations is based on the test models utilized in the experiments. Both configu-

rations use a 10 mm diameter, 70◦ blunt-cone aeroshell, which is representative of

Mars-entry capsules. The Reynolds number and global Knudsen number based on

the reference freestream conditions and the aeroshell diameter are 1,200 and 0.015,

respectively, which suggest that the freestream flow is laminar and near-continuum.

The computational geometry also includes a “sting” attached to the backshell that is

used in the experiments to hold the model in the test section and supply the flow to
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the PD jets. The sting is added in the numerical simulations because the PD jets are

located relatively closer to the aeroshell aftbody, and, therefore, the jet plume can be

influenced by the backshell geometry. Four PD nozzles are placed halfway between

the aeroshell nose and shoulder, and are directed parallel to the capsule axis. The

diameter of the PD nozzle-exit is 0.5 mm for the sonic peripheral jets and 0.9 mm for

the supersonic jets. The diameter of the nozzle-throat for the supersonic jets is 0.5

mm, which corresponds to a nozzle-exit Mach number of approximately 2.66.

(a) Side view (b) 3D view

Figure 4.1: Aeroshell geometry for sonic peripheral PD jets (dark shade: geometry
used in the computational simulations).

(a) Side view (b) 3D view

Figure 4.2: Aeroshell geometry for supersonic peripheral PD jets (dark shade: geom-
etry used in the computational simulations).
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Three-dimensional simulations are performed using LeMANS in order to study the

interactions of the peripheral PD jets. The computational domain consists of only

one quarter of the aeroshell (dark shaded sections in Figures 4.1 and 4.2) due to the

symmetry of the flow. This assumption helps to reduce the computational cost and

complexity of the simulations. The computational grids are adapted by hand from

preliminary simulations in order to ensure adequate mesh resolution and to align the

upstream boundary with the bow shock. Details regarding the adaptation process

are provided in Appendix B. The grids use hexahedral cells with clustering near the

wall and in the vicinity of the PD jet upstream of the aeroshell. The grid size varies

from about 4.3 million cells to approximately 5.3 million cells based on the PD jet

conditions. Figure 4.3 shows the surface mesh used in the simulations for the sonic

and supersonic peripheral PD jets. Each simulation takes approximately 6,000 CPU-

hours with about 100 Intel Xeon X5670 (Westmere) processors to reach a steady-state

solution using a point-implicit time integration method.

(a) Sonic (b) Supersonic

Figure 4.3: Surface mesh for sonic and supersonic peripheral PD jets.

4.1.2 PD Jet Conditions

The boundary conditions for the peripheral PD jets are computed such that either

sonic (Mjet = 1.0) or supersonic (Mjet = 2.66) conditions are obtained at the nozzle-
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Table 4.1: Design conditions for sonic peripheral PD jets.

CT P0,jet/P0 Rejet ṁjet, mg/s

0.5 0.03 370 2.4
1.0 0.06 720 4.6
1.5 0.08 1,050 6.9
2.0 0.11 1,450 9.2
2.5 0.14 1,800 11

Table 4.2: Design conditions for supersonic peripheral PD jets.

CT P0,jet/P0 Rejet ṁjet, mg/s

0.5 0.02 280 2.1
1.0 0.05 530 4.0
1.5 0.07 780 5.9
2.0 0.09 1,040 7.8
2.5 0.11 1,300 9.7

exit. Similar to the central jets, the boundary conditions for the peripheral PD jets

are non-dimensionalized using the thrust coefficient given in Equation 4.1,

CT =

(
2
qe
qref

+
Pe
qref
− Pamb

qref

)
∑
jets

Se

S

 (4.1)

This expression for the thrust coefficient includes the nozzle-exit area of all four PD

jets. Tables 4.1 and 4.2 present the design total pressure ratio, Reynolds number,

and mass flow rate based on the nozzle-exit properties for the sonic and supersonic

peripheral PD jet configurations. These conditions are specified for each PD jet and

are obtained such that the total thrust coefficient of all four peripheral jets is equal

to the value shown in the tables. The stagnation temperature of the PD jets is 297

K. The flow from the PD nozzle is assumed laminar since the jet Reynolds number

for all the cases is less than 104 [86]. Similar to the central jets, the lower mass flow

rates provided by the supersonic peripheral jets may indicate potential savings in the

required propellant mass compared to the sonic jets.
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The PD nozzle-exit design Mach number and boundary conditions for the sonic

and supersonic peripheral jets are calculated using the isentropic relations. However,

the actual conditions at the PD nozzle-exit in the numerical simulations may be

different due to viscous effects along the nozzle walls. Figure 4.4 presents Mach 1.0

and 2.66 contours in the PD nozzle for the sonic and supersonic peripheral jets. Figure

4.4(a) shows that the nozzle-exit Mach number for the sonic peripheral jet is equal

to the design value of 1.0 for both CT = 0.5 and 2.5. However, Figure 4.4(b) shows

that the actual Mach number for the supersonic jet is less than the design values of

1.0 at the nozzle-throat and 2.66 at the nozzle-exit by approximately 27% and 31%,

respectively, for CT = 0.5. The figure also shows that the larger favorable pressure

gradient provided by the higher thrust coefficient increases the agreement between

the actual and the design Mach numbers for the supersonic peripheral PD jets. The

discharge coefficient of the PD nozzle for the sonic and supersonic peripheral jets is

approximately 0.80 and 0.91, respectively.

(a) Sonic (b) Supersonic

Figure 4.4: Mach number distribution along the nozzle for the sonic and supersonic
peripheral PD jets.
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4.2 Flowfield Features

Figure 4.5 presents Mach number contours for the no-jet and the sonic peripheral

PD jet with CT = 1.5 configurations. The no-jet case uses a clean geometry without

the nozzle cavity. The bottom half is a reflection of the top half since only one quarter

of the geometry is used in the numerical simulations. The flow for the no-jet case

is characterized by a bow shock that develops around the aeroshell and a series of

expansion and compression waves that occur along the aeroshell aftbody and sting.

Figure 4.5(b) shows that the peripheral PD jet expands from sonic conditions at the

nozzle-exit to supersonic and hypersonic conditions upstream of the aeroshell. The jet

decelerates to subsonic conditions through a relatively weak jet shock before mixing

with the freestream flow. The peripheral PD jet interacts with the bow shock by

pushing the section close to the jet plume upstream and changing the shock profile to

a “saddle” shape. As a result, some of the freestream flow between the peripheral PD

jets upstream of the aeroshell nose passes through a nearly normal shock. Between

two adjacent PD jets, the level of interaction of the jet with the bow shock diminishes,

as can be seen in Figure 4.5(c). Although the bow shock standoff distance between

two adjacent PD jets is still large, the shock recovers its shape and the overall flowfield

features resemble the structure of the no-jet case.

4.3 Effects of the Peripheral PD Jet Mach Number

The flowfield properties of the peripheral PD jet described in the previous section

can be affected by the Mach number and conditions of the jet. These effects may

also extend to the surface and aerodynamic properties of the aeroshell. Therefore,

this section compares the numerical results for sonic and supersonic peripheral PD

jets in order to understand the effects of the jet Mach number and conditions on the

flowfield, surface, and aerodynamic properties of a Mars-entry aeroshell.
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(a) No jet

(b) Peripheral PD jet (cut-plane along the PD
jet axis)

(c) Peripheral PD jet (cut-plane between 2 ad-
jacent PD jets)

Figure 4.5: Comparison of Mach number contours for the no-jet and sonic peripheral
PD jet (CT = 1.5) configurations.
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4.3.1 Flowfield Effects

Figure 4.6 presents Mach number contours and velocity streamlines for sonic and

supersonic peripheral PD jets at various thrust coefficients. The contours show that

the supersonic PD jet is narrower and penetrates farther upstream than the sonic

jet, particularly for the larger thrust coefficients. As a result, the interaction between

the PD jet and the bow shock is stronger for the supersonic configuration. The bow

shock standoff distance and curvature near the PD jet plume are also larger for the

supersonic jets, which cause the normal portion of the bow shock between the PD

jets upstream of the aeroshell nose to decrease in size.

The PD jet species mole fraction distribution for the sonic and supersonic periph-

eral jets at various thrust coefficients is shown in Figure 4.7. The size of the sonic

and supersonic PD jets increases with thrust coefficient due to the added mass. The

contours show that the PD jet is mainly swept away by the freestream flow. As a

result, little to almost no PD jet species are transported to the aeroshell nose. The

figure also shows overall close agreement between the sonic and supersonic periph-

eral jets. However, the supersonic jets are relatively narrower and penetrate farther

upstream compared to the sonic jets.

The gradient-length local Knudsen number, KnGLL, is used to determine continuum-

breakdown for the peripheral PD configuration. Figure 4.8 presents local Knudsen

number contours for sonic and supersonic peripheral PD jets at various thrust coef-

ficients. The contours indicate continuum-breakdown regions (i.e. KnGLL > 0.05)

in the bow shock due to sharp gradients in the flow properties and in the wake due

to the relatively low densities. The figure also shows continuum-breakdown regions

along the forebody between the PD nozzle-exit and the aeroshell shoulder which are

caused by large gradients induced by the PD jet. Interestingly, Figure 4.8(b) shows

an area of increased KnGLL upstream of the sonic PD jet plume that indicates the

onset of a terminal jet shock. The magnitude of the local Knudsen number and the
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(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 4.6: Comparison of Mach number contours for sonic (bottom) and supersonic
(top) peripheral PD jets at various thrust coefficients.
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(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 4.7: Comparison of PD jet species mole fraction contours for sonic (bottom)
and supersonic (top) peripheral PD jets at various thrust coefficients.
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size of the breakdown region increase with thrust coefficient, as can seen in Figures

4.8(b)-4.8(d). This continuum-breakdown region, however, is not observed in the

contours for the supersonic jets even at the highest thrust coefficient investigated in

this study.

(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 4.8: Comparison of gradient-length local Knudsen number contours for sonic
(bottom) and supersonic (top) peripheral PD jets at various thrust coef-
ficients.

88



4.3.2 Surface Effects

The surface properties for the sonic and supersonic peripheral PD jets are pre-

sented in Figure 4.9 as non-dimensional pressure coefficient. The figure also presents

the distribution of the pressure coefficient for the no-jet case for comparison. The

contours show overall similar pressure distributions on the aeroshell forebody for the

sonic and supersonic jets. The distribution between two adjacent jets and near the

aeroshell nose for the peripheral jets is similar to the no-jet case. This suggests that

the peripheral jets can preserve some of the relatively high forebody pressures as-

sociated with the no-jet case. However, the figure also shows a low pressure region

behind the jets (i.e. downstream of the nozzle-exit), which expands in size as the

thrust coefficient increases for both sonic and supersonic jets.

(a) Sonic (b) Supersonic

Figure 4.9: Comparison of forebody pressure coefficient contours for sonic and super-
sonic peripheral PD jets at various thrust coefficients.

4.3.3 Aerodynamic Effects

The drag and axial force coefficients for the sonic and supersonic peripheral PD jets

are presented in Figure 4.10. The drag force is calculated by integrating the surface
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pressure and shear stress along the aeroshell surface, excluding the sting. The figure

shows very similar trends and overall similar values of drag and axial force coefficients

for the sonic and supersonic peripheral jets. The drag for both configurations is

inversely proportional to the PD thrust. The drag coefficient decreases from 1.55 for

the no-jet case to approximately 0.76 for CT = 2.5 for the sonic jet, which corresponds

to a 51% decrease, mainly due to the low surface pressure region downstream of the

PD nozzle observed in Figure 4.9. The supersonic peripheral jet produces a slightly

higher drag coefficient compared to the sonic jet for all thrust coefficients, with a

maximum difference of approximately 8%. Unlike the aerodynamic drag, the axial

force is proportional to the thrust coefficient. The axial force coefficient for CT = 2.5

is about 3.3 for the sonic jet, which is more than double the value of the no-jet case.

The supersonic peripheral jet also generates slightly larger axial force coefficients due

to larger drag coefficients compared to the sonic jet. The difference in the axial force

coefficient between the two jet conditions, however, is small and does not exceed 2%.

Figure 4.10: Comparison of drag and axial force coefficients for sonic and supersonic
peripheral PD jets.
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The low surface pressure regions downstream of the PD nozzle-exit are the main

mechanism responsible for decreasing the aerodynamic drag coefficient. These regions

are caused by an obstruction of the flow around the aeroshell by the PD jets. Figure

4.11 shows velocity streamlines for the no-jet and the sonic peripheral PD jet configu-

rations in order to illustrate this obstruction. The blue streamlines represent particle

paths originating from the freestream, while the red streamlines correspond to paths

originating from the PD jet. The figure shows that the PD jet disrupts the path of

the particles from the freestream along the aeroshell forebody and causes them to

flow around the jet. This creates a wake-like region downstream of the PD jet, which

is characterized by relatively low surface pressures. Figures 4.11(b) and 4.11(c) also

show that the level of obstruction increases with thrust coefficient since the size of

the PD jet increases. As a result, the size of the wake region (i.e. low pressure region)

behind the PD jet expands and the aerodynamic drag coefficient decreases as the PD

thrust increases. This result suggests that the peripheral PD jets may preserve more

aerodynamic drag on the aeroshell forebody if they are placed closer to the shoulder,

such that the low pressure region downstream of the PD nozzle created by the jet

plume obstruction is moved away from the forebody to the backshell.

The aerodynamic properties of the aeroshell with sonic and supersonic peripheral

PD jets are summarized in Figure 4.12. The figure presents the variation of the axial

force coefficient with thrust coefficient, as well as the contributions to the axial force

from the aerodynamic drag and thrust coefficients. The plots show overall similar

axial force and aerodynamic drag for the sonic and supersonic peripheral PD jets.

The axial force coefficient is proportional to the PD thrust for the range of thrust

coefficient values investigated in this study due to the ability of the peripheral jets

to preserve some the aerodynamic drag associated with the no-jet case. The drag

contribution to the axial force ranges from approximately 70% to almost 25% for the

0.5 and 2.5 thrust coefficients, respectively. Similar to the central configuration, the
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(a) No jet

(b) CT = 0.5 (c) CT = 2.5

Figure 4.11: Velocity streamlines along the aeroshell forebody for the no-jet and sonic
peripheral jet configurations (blue: freestream flow; red: PD jet flow).
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supersonic peripheral jets may have a potential advantage over the sonic peripheral

jets with respect to the aerodynamic properties of the aeroshell and the propellant

mass requirements because they provide 2% more axial force with an average of 15%

less mass flow rate.

(a) Sonic (b) Supersonic

Figure 4.12: Drag and thrust contributions to the axial force on the aeroshell for sonic
and supersonic peripheral PD jets.

4.4 Comparisons Between Peripheral and Central PD Jets

It is clear based on the results presented in the previous section and in Chapter III

that the propulsive deceleration configuration has a major impact on the properties of

Mars-entry aeroshells. This section compares the numerical results for peripheral and

central PD jets at various thrust conditions in order to examine how the PD configu-

ration affects the flowfield, surface, and aerodynamic properties of the aeroshell. The

comparisons mainly focus on sonic peripheral and central jets since it was shown in

the previous section and in Chapter III that the PD jet Mach number does not have

a significant effect on the aeroshell properties. The section also presents a discussion

on the deceleration performance of Mars-entry aeroshells with central and peripheral

PD jets.
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4.4.1 Flowfield Properties

Mach number contours and velocity streamlines for sonic peripheral and central

PD jets are presented in Figure 4.13 for thrust coefficients of 0.5 and 2.5. The sting

is also added for the central PD jet in order to provide a more consistent comparison

between the two PD configurations. The central PD jets expand to higher Mach

numbers upstream of the aeroshell before decelerating to subsonic conditions through

a terminal jet shock compared to the peripheral jets. The reason for this is that

the stagnation pressure of the central jets is higher than the stagnation pressure of

each peripheral jet in order to obtain the same total thrust coefficient for the two

configurations. The central jets move the stagnation point away from the aeroshell

surface to the interface region between the bow and jet shocks, and increase the

apparent size of the aeroshell as perceived by the main freestream flow based on the

velocity streamlines. The peripheral jets, on the other hand, keep the stagnation point

on the surface of the aeroshell and preserve the portion of the bow shock upstream of

the aeroshell nose almost normal to the freestream flow. The central jets also generate

a recirculation region along the aeroshell forebody that decreases in size until the flow

is completely reattached at a thrust coefficient of approximately 2.0. The peripheral

jets, however, do not generate any recirculation regions along the aeroshell forebody.

Figure 4.14 shows the PD jet species mole fraction flowfield distribution for the

sonic peripheral and central configurations for the 0.5 and 2.5 thrust coefficients.

The figure reveals that most of the jet species for the central PD configuration move

upstream of the aeroshell to the interface region before being transported by the

main freestream flow to the wake. The jet species for the peripheral configuration are

swept away by the main freestream flow downstream of the aeroshell and only a small

amount of the jet species move upstream of the aeroshell nose. This may be desirable

during real entry flights because the peripheral configuration allows the hot exhaust
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(a) CT = 0.5 (b) CT = 2.5

Figure 4.13: Comparison of Mach number contours for sonic peripheral (top) and
central (bottom) PD jets at CT = 0.5 and 2.5.

gases and the propellant by-products from the PD nozzle to be quickly transported

away from the region near the aeroshell.

The distribution of the gradient-length local Knudsen number for the sonic pe-

ripheral and central configurations is presented in Figure 4.15 for CT = 0.5 and 2.5.

The figure shows significant continuum breakdown in the bow shock and the wake for

both configurations. The contours also indicate larger continuum breakdown regions

for the central configuration along the aeroshell forebody, especially near the nose.

These regions are caused by the large gradients in the fluid properties induced by the

central jet, particularly across the jet boundary, as well as the lower density near the

aeroshell surface due to the shielding effect of the central configuration.

4.4.2 Aerodynamic Properties

The differences between the peripheral and central PD jets also extend to the

aerodynamic properties of the aeroshell. Figure 4.16 presents the drag and axial force

coefficients for the peripheral and central PD configurations. The figure shows that
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(a) CT = 0.5 (b) CT = 2.5

Figure 4.14: Comparison of PD jet species mole fraction contours for sonic peripheral
(top) and central (bottom) PD jets at CT = 0.5 and 2.5.

(a) CT = 0.5 (b) CT = 2.5

Figure 4.15: Comparison of gradient-length local Knudsen number contours for sonic
peripheral (top) and central (bottom) PD jets at CT = 0.5 and 2.5.
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the aerodynamic drag is inversely proportional to the PD thrust for both configu-

rations. However, the drag coefficient for the peripheral jets is larger than for the

central jets for all thrust coefficients investigated in this study. The peripheral PD

jets provide between 3 to 7 times more drag than the central jets for thrust coefficients

of 0.5 and 2.5, respectively. The differences in the aerodynamic drag between the two

configurations also affect the axial force trend. The axial force coefficient for the cen-

tral PD jets initially decreases as the thrust coefficient increases, and then increases

for thrust coefficients greater than 0.5 mainly due to the contribution from the thrust.

As a result, the axial force coefficient for the central configuration does not exceed

the drag coefficient for the no-jet case until CT = 1.5. The axial force coefficient for

the peripheral jets, however, increases for all thrust coefficients investigated in this

study. This result suggests that the peripheral configuration with four PD jets is

better than the central configuration with respect to the aerodynamic properties of a

Mars-entry aeroshell because the peripheral jets can provide more force to decelerate

the vehicle at a given thrust coefficient.

(a) Sonic jets (b) Supersonic jets

Figure 4.16: Comparison of drag and axial force coefficients for peripheral and central
PD jets.
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The trends observed in the aerodynamic properties of aeroshells with peripheral

and central PD jets can be explained by examining the surface pressure distributions

for the two PD configurations. Figure 4.17 shows forebody pressure coefficient con-

tours for sonic peripheral and central PD jets at various thrust coefficients. The figure

also compares these results with the no-jet case. As can be seen from Figure 4.17(b),

the relatively high pressure on the aeroshell forebody for the no-jet case is replaced by

low pressure values caused by the shielding effect of the central configuration. This

shield prevents mass and momentum in the freestream from reaching the aeroshell

surface. As the thrust coefficient increases, the size of the central jet, and hence

the shielding effect, also increases. As a result, less mass and momentum from the

freestream reach the aeroshell, which causes a decrease in the pressure values over the

entire forebody surface. The peripheral PD jets, on the other hand, preserve some

of the high forebody pressure of the no-jet case near the aeroshell nose and between

adjacent PD jets. As a result, the peripheral PD jets can preserve more aerodynamic

drag and produce larger axial force than the central jets.

(a) Peripheral (b) Central

Figure 4.17: Comparison of forebody pressure coefficient contours for sonic peripheral
and central PD jets.
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4.4.3 Deceleration Performance

The deceleration performance for peripheral and central PD jets can be summa-

rized using Figure 4.18. The figure shows the ratio of the axial force coefficient to

an “ideal” axial force coefficient for the two propulsive deceleration configurations

for the thrust coefficients investigated in this study. The ideal axial force coefficient

is equal to the sum of the thrust coefficient and the drag coefficient for the no-jet

case. This ratio indicates no change to the axial force on the aeroshell if it is equal to

unity, drag augmentation if it is greater than 1, and drag reduction if it is less than 1.

Both the peripheral and central PD jets produce axial force ratios that are less than

unity since the drag is inversely proportional to the thrust. The axial force ratio for

the peripheral jets is roughly constant at approximately 0.81 over most of the thrust

coefficients investigated in this study for both sonic and supersonic jets. The ratio for

the central configuration, however, increases from approximately 0.40 for CT = 0.5

to about 0.65 for CT = 2.5 for both sonic and supersonic jets. This suggests that

the deceleration performance provided by the peripheral jets is roughly constant at

81% of an ideal performance, while the deceleration performance for the central jets

is a function of the thrust coefficient and increases from 40% to 65% for the thrust

coefficients investigated in this study. This result presents another advantage of the

peripheral configuration because the deceleration performance can remain roughly

constant and relatively large compared to an ideal performance over a range of thrust

conditions.

4.5 Summary

This chapter presented a numerical investigation of the fluid interactions of pe-

ripheral propulsive deceleration for Mars-entry aeroshells. Both sonic and supersonic

peripheral PD jets were considered in this study in order to quantify the effects of the
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(a) Sonic jets (b) Supersonic jets

Figure 4.18: Deceleration performance for peripheral and central PD jets.

jet Mach number and conditions on the flowfield, surface, and aerodynamic properties

of the aeroshell. A 10 mm diameter aeroshell with four PD jets located approximately

halfway between the aeroshell nose and shoulder and directed parallel to the capsule

axis was used in the numerical simulations. The aeroshell geometry was based on

test models used in experiments in order to compare the numerical results with ex-

perimental measurements. I2-seeded N2 gas was used in both the freestream flow

and the PD jet. The Ashkenas and Sherman relations were also used to determine

the freestream conditions in the numerical simulations based on a leading-edge Mach

number of 12.

The first section of the study examined the effects of the peripheral jet Mach

number on the aeroshell properties. The results showed that the overall flowfield

features are similar for both sonic and supersonic peripheral PD jets. The jets change

the bow shock profile around the aeroshell to a saddle shape by pushing the portion

of the shock near the jet plume upstream. The PD jet species were swept away by

the main freestream flow downstream of the aeroshell. The results also showed the

onset of a terminal jet shock for the sonic jets that began at a thrust coefficient of
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approximately 1.0. This shock, however, was not observed for the supersonic jets.

The drag coefficient for the peripheral PD jets was inversely proportional to the

thrust coefficient. This was found to be caused by the obstruction of the flow around

the aeroshell by the peripheral PD jets, which created low surface pressure regions

similar to wake flows downstream of the PD nozzle-exit. The results also showed that

the Mach number of the peripheral PD jets had small effects on the aerodynamic

properties of the aeroshell, with a maximum difference less than 2% in the axial force

coefficient between the sonic and supersonic jets. However, the supersonic peripheral

jets may have an advantage over the sonic jets because they utilized on average a

15% lower mass flow rate, which can produce propellant mass savings for future Mars

missions with propulsive deceleration.

The second portion of the study examined the effects of the propulsive deceleration

configuration by comparing the flowfield, surface, and aerodynamic properties of a

Mars-entry aeroshell with peripheral and central PD jets. These comparisons revealed

significant differences in the deceleration performance of the two configurations. Al-

though the drag was inversely proportional to the thrust for both configurations, the

peripheral PD jets provided 3 to 7 times more drag than the central PD jets for both

sonic and supersonic jets. The reason for this was that the peripheral jets preserved

some of the relatively high surface pressure associated with the no-jet case, particu-

larly near the aeroshell nose and between adjacent PD jets. The axial force coefficient

for the peripheral jets increased with the thrust coefficient, and, unlike the central

PD jets, was always greater than the drag coefficient for the no-jet case. This is an

important advantage of the peripheral jets because they improved the deceleration

performance of the aeroshell over all thrust coefficients investigated in this study.

Another advantage of the peripheral PD jets was that the deceleration performance

compared to an ideal performance equal to the sum of the thrust and no-jet drag

coefficients remained high and roughly constant over a range of thrust conditions.
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CHAPTER V

Reaction Control System

Similar to propulsive deceleration, reaction control systems (RCS) are currently

being investigated as an enabling technology for future Mars-entry vehicles. A re-

action control system can provide vehicle control and steering during atmospheric

descent by inducing moments using thrusters located on the aftbody of the capsule.

The RCS can either guide the vehicle to the target landing site or correct the flight

path in real-time. As a result, the RCS can reduce the landing footprint of Mars-entry

systems and allow them to land at scientifically interesting sites while avoiding dan-

gerous surface hazards (e.g. rocks). This added capability will be crucial for future

robotic sample-return missions and human-exploration of Mars. The Mars Science

Laboratory will make the first attempt at using RCS thrusters for a guided Mars

entry through the hypersonic and supersonic phases of the EDL [52]. The layout of

the RCS thrusters for MSL has gone through numerous designs due to several con-

straints, which include aerodynamic interference [41]. The analysis carried out for

the MSL mission has also concluded that there is still a need for further development

of reaction control systems as an important part of future Mars-entry vehicles [41].

This chapter presents a numerical study of the fluid interactions produced by RCS

jets in hypersonic freestream conditions in an effort to continue the development of

reaction control systems for Mars-entry aeroshells. The chapter first provides details
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on the aeroshell geometry and RCS jet conditions used in this study. The chapter then

describes the flowfield, surface, and aerodynamic properties of a Mars-entry aeroshell

without an RCS jet (i.e. baseline configuration) at a 20◦ angle-of-attack. Next,

the chapter presents the results for two different RCS jet configurations. The first

configuration uses an RCS jet oriented almost parallel to the main freestream flow,

while the second configuration uses a jet directed almost transverse to the freestream

flow. The results for these two configurations are used to understand the effects of

the RCS jet on the properties of the aeroshell, and how the orientation of the thrust

force provided by the RCS influences the fluid interactions induced by the jet. The

chapter then presents a discussion on the effects of these induced fluid interactions on

the control effectiveness of each RCS configuration. Finally, the chapter summarizes

the major conclusions of the numerical investigation.

5.1 Numerical Setup

The Ashkenas and Sherman relations are used in the numerical simulations to

determine the freestream conditions in order to compare the results to experimental

data obtained at the University of Virginia. Non-dimensional parameters, such as

drag coefficient, are calculated using the reference freestream conditions given in

Table 2.1 for a leading-edge Mach number of 12. The freestream flow and RCS jet

are composed of molecular nitrogen seeded with 200 ppm of molecular iodine. The

aeroshell is at an angle-of-attack of 20◦ in order to simulate the conditions of a lifting

trajectory in which the lift vector can be utilized to provide some control of the

vehicle during atmospheric descent. This section outlines the details of the aeroshell

geometry and the RCS jet conditions used in this numerical study.
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5.1.1 Aeroshell Geometry

The geometries for the Mars-entry aeroshell with parallel and transverse RCS jets

are shown in Figures 5.1(a) and 5.1(b), respectively. The aeroshell is a scaled version

of the MSL capsule, and is based on the test models used in the experiments at the

University of Virginia [56]. The diameter of the aeroshell is equal to 20 mm, which

is equivalent to approximately 0.44% of the MSL capsule. The Reynolds number

and Knudsen number based on the aeroshell diameter and the reference freestream

conditions are equal to 2,400 and 0.0075, respectively, which indicate that the flow

is laminar and near-continuum. The aeroshell includes a “sting” attached to the

leeward side of the backshell that is used in the experiments to hold the model in

the test section and to supply the flow to the RCS jet. A single RCS jet is located

about halfway along the windward side of the aeroshell aftbody, and is approximately

directed either parallel or transverse to the main freestream flow. A single jet layout

is chosen for this study to isolate the effects of each RCS thruster on the overall

properties of the aeroshell. The jet for both configurations is supplied through a

sonic nozzle with an exit diameter of 0.5 mm.

(a) Parallel (b) Transverse

Figure 5.1: Aeroshell geometry with parallel and transverse RCS jets.
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Three-dimensional simulations are performed using LeMANS to investigate the

fluid interactions generated by parallel and transverse RCS jets. The computational

domain consists of one half of the aeroshell geometry due to the symmetry of the

flow in order to reduce the computational cost of the simulations. The upstream

boundary of the domain is aligned with the bow shock around the aeroshell based

on preliminary solutions. Details regarding the adaptation process are provided in

Appendix B. The computational grid contains approximately 9 million hexahedral

cells, with clustering near the aeroshell surface and in the vicinity of the RCS jet.

Figure 5.2 presents the surface mesh along the aeroshell forebody and aftbody used

in the computations. Each simulation takes approximately 14,000 CPU-hours with

about 200 Intel Xeon X5670 (Westmere) processors to reach a steady-state solution

using a point-implicit time integration method.

(a) Forebody (b) Aftbody

Figure 5.2: Surface mesh used in the RCS jet simulations.

5.1.2 RCS Jet Conditions

Early work on the Space Shuttle Orbiter had indicated that one of the main

scaling parameters for testing of the reaction control system is the ratio of the RCS

jet momentum to the freestream momentum (i.e. (ṁU)jet/(ṁU)∞) [42]. This scaling
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parameter was also used to test the performance of the RCS jets for MSL [55]. The

final design for the MSL RCS consists of eight total thrusters arranged in four pairs,

with each thruster capable of delivering a maximum thrust force of 290 N [53]. The

exit diameter for each MSL RCS nozzle is 65 mm. Table 5.1 presents freestream and

RCS jet (nozzle-exit) conditions that MSL is expected to encounter during flight. The

mass flow rate in Table 5.1 is based on the aeroshell frontal area and the nozzle-exit

area for the freestream and RCS jet conditions, respectively.

Table 5.1: Expected freestream and RCS jet at maximum thrust conditions for MSL
during flight. Data from Ref. [55].

Parameter Freestream RCS Jet

γ 1.313 1.346
M 10.0 4.47
P0, Pa 1.8× 107 1.1× 106

ṁU , N 2.9× 105 289

In order to match the ratio of jet momentum to freestream momentum expected

to be experienced in flight, the stagnation pressure of the RCS jet for the current

study can be calculated as,
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Using these relations, the stagnation pressure of the RCS jet should be equal to

4,440 Pa for the current study in order to obtain the same momentum ratio as ex-

pected in flight. However, this pressure value is smaller than the smallest increment

in the pressure gage used in the experimental setup at the University of Virginia,

which is below the acceptable range of confidence. Therefore, in order to minimize
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the uncertainty in the experimental setup to within an acceptable range, the stag-

nation pressure of the RCS jet for the current study is increased to 8,040 Pa, which

corresponds to an 80% increase in the momentum ratio. A higher RCS jet stag-

nation pressure of 161,000 Pa is also considered in this study, which is well within

the confidence range of the experimental setup. Similar to propulsive deceleration,

the conditions of the RCS jet can be non-dimensionalized using the thrust coefficient

given in Equation 3.1. Note, however, that the contribution of Pamb to the thrust co-

efficient is negligible since the RCS jet exhausts in the wake region where the pressure

values are typically small. The two RCS jet stagnation pressures considered in this

study correspond to thrust coefficient values of 0.05 and 1.0. Table 5.2 presents the

design total pressure ratio, Reynolds number, mass flow rate, and momentum ratio

based on the RCS nozzle-conditions for the two thrust coefficients investigated in this

study. The relatively large Reynolds number for the 1.0 thrust coefficient case may

indicate the potential transition of the jet from laminar to turbulent flow.

Table 5.2: Design conditions for the parallel and transverse RCS jets.

CT P0,jet/P0 Rejet ṁjet, mg/s (ṁU)jet/(ṁU)ref

0.05 0.04 570 4.0 0.014
1.0 0.88 11,000 81 0.284

The RCS jet conditions are calculated using the isentropic relations such that the

Mach number at the nozzle-exit is equal to 1.0 for both the parallel and transverse

configurations. However, it is important to understand how these conditions are

affected by the viscous effects along the nozzle walls. Figure 5.3 presents Mach number

contours in the RCS nozzle for the parallel and transverse RCS jets at CT = 0.05

and 1.0. The figure shows that the Mach number is equal to unity at the nozzle-

exit for the parallel and transverse jets at both thrust coefficients. The figure also

indicates that the boundary layer thickness along the nozzle walls is smaller for the

higher thrust conditions due to the larger favorable pressure gradient. The discharge
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coefficient of the RCS nozzles is approximately equal to 0.8 as a result of the viscous

losses that occur along the nozzle walls.

(a) Parallel (b) Transverse

Figure 5.3: Mach number distribution in the nozzle for the parallel and transverse
RCS jets.

5.2 Baseline Configuration

This section describes the flowfield, surface, and aerodynamic properties of the

aeroshell without the RCS jet (i.e. baseline configuration) at an angle-of-attack of

20◦. These results will be used in the following sections to understand how the fluid

interactions produced by the RCS jets affect the properties of the aeroshell. Figure

5.4 presents Mach number and gradient-length local Knudsen number contours for

the baseline configuration. Figure 5.4(a) shows that the flow around the aeroshell

is characterized by the bow shock around the capsule and a series of expansion and

compression waves that develop around the aeroshell shoulders. The local Knudsen

number contours shown in Figure 5.4(b) indicate continuum breakdown regions (i.e.

KnGLL > 0.05) in the bow shock due to sharp gradients in the flow properties, and

in the wake due to low densities.

Contours of the pressure coefficient along the aeroshell forebody and aftbody for

the no-jet case at 20◦ angle-of-attack are presented in Figure 5.5. Figure 5.5(a)
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(a) Mach Number (b) KnGLL

Figure 5.4: Mach number and gradient-length local Knudsen number contours for the
no-jet case at 20◦ angle-of-attack.

shows a large high surface pressure region on the windward side of the aeroshell,

with a maximum pressure coefficient value of approximately 2.0 at the stagnation

point. The pressure distribution along the aeroshell aftbody shown in Figure 5.5(b)

is characterized by very low pressure coefficient values relative to the forebody. In

fact, the integrated aftbody pressure downstream of the aeroshell shoulder is over

two orders of magnitude smaller than the integrated forebody pressure. This result

suggests that the effects of the sting on the aerodynamic properties of the aeroshell

are negligible since the force on the aftbody is very small compared to the forebody.

The aerodynamic properties of the aeroshell without the RCS jet at an angle-of-

attack of 20◦ are provided in Table 5.3. The moment coefficient of the aeroshell is

determined by,

CM =
Mz

(1/2) ρrefU2
refDmodelS

(5.3)

where Mz is the moment (about the Z-axis) given by,

Mz = (X −XCG)FN − (Y − YCG)FA (5.4)
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(a) Forebody (b) Aftbody

Figure 5.5: Forebody and aftbody pressure coefficient contours for the no-jet case at
20◦ angle-of-attack.

where FN and FA are the normal (Y -direction) and axial (X-direction) components

of the aerodynamic force, respectively, and (X, Y )CG is the location of the center of

gravity of the aeroshell without the sting. This choice for the location of the center

of gravity is appropriate since the presence of the sting has a negligible effect on

the total aerodynamic forces acting on the aeroshell, which are shown schematically

in Figure 5.6. The results given in Table 5.3 show that the normal force acting on

the aeroshell is negative due to the large surface pressures on the windward side of

the aeroshell forebody. The lift force on the aeroshell, however, is positive due to

the contribution from the relatively large axial force. The results also show that the

moment of the aeroshell is negative (i.e. clockwise-direction), which is also caused by

the large surface pressures on the windward portion of the aeroshell forebody.

Table 5.3: Aerodynamic properties of the no-jet case at 20◦ angle-of-attack.

CA CN CD CL L/D CM

1.28 -0.17 1.26 0.28 0.22 -0.060
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Figure 5.6: Schematic of the aerodynamic forces acting on the aeroshell at 20◦ angle-
of-attack (XCG/Dmodel = 0.26, YCG/Dmodel = 0.0).

5.3 Parallel RCS Jet

The reaction control system can have a significant impact on the properties of the

aeroshell described in the previous section. Therefore, this section outlines the effects

of the fluid interactions induced by the parallel RCS jet on the flowfield, surface, and

aerodynamic properties of the aeroshell.

5.3.1 Flowfield Properties

Mach number contours and velocity streamlines around the aeroshell with the

parallel RCS jet are presented in Figure 5.7 for thrust coefficients of 0.05 and 1.0. The

RCS jet at both thrust coefficients expands from sonic conditions at the nozzle-exit to

supersonic and hypersonic conditions downstream of the aeroshell in the wake. The

velocity streamlines indicate that the parallel RCS jet obstructs the path of the flow

from the freestream around the aeroshell aftbody, particularly at CT = 1.0, and causes

it to move outward along the jet boundary. As a result, the Mach number decreases

and the flow is compressed in the region along the aeroshell aftbody upstream of

the RCS jet boundary. Figure 5.7(a) shows that the parallel jet at CT = 0.05 only

disturbs the portion of the flow close to the aeroshell on the windward side, and does

not have a significant effect on the overall structure of the flowfield. At CT = 1.0, the
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parallel RCS jet expands to higher Mach numbers and changes the flow in the entire

windward portion of the wake region, as can be seen in Figure 5.7(b). The parallel

jet, however, does not affect the profile of the bow shock around the aeroshell.

(a) CT = 0.05 (b) CT = 1.0

Figure 5.7: Mach number contours for the parallel RCS jet at CT = 0.05 and 1.0.

The distribution of the RCS jet species mole fraction can be calculated by tagging

the N2 molecules originating from the RCS (i.e. same properties as molecular nitrogen

but different name), and is shown in Figure 5.8 for the parallel jet at CT = 0.05 and

1.0. The contours for the lowest thrust condition presented in Figure 5.8(a) show that

the mole fraction of the RCS jet is relatively high close to the aeroshell, and decreases

downstream in the wake as the jet expands. At the higher thrust coefficient, the RCS

jet mole fraction is large (greater than 0.95) in roughly the entire windward wake

region of the computational domain. Figure 5.8(b) also shows that a significant

amount of the jet species impinge on the surface of the aftbody downstream of the

RCS nozzle. This impingement is important for the design of the aftbody thermal

protection system since the hot exhaust from the RCS nozzle that may be experienced

in flight can significantly increase the heat flux to the aeroshell surface.

The gradient-length local Knudsen number contours, shown in Figure 5.9 for the
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(a) CT = 0.05 (b) CT = 1.0

Figure 5.8: RCS jet species mole fraction contours for the parallel RCS jet at CT =
0.05 and 1.0.

parallel RCS jet at CT = 0.05 and 1.0, indicate that the RCS jet decreases the level of

continuum breakdown around the aeroshell. The figure shows continuum breakdown

regions in the bow shock and in the leeward portion of the wake similar to those

observed for the no-jet case, as well as across the boundaries of the RCS jet due to

the large gradients in the flow properties. However, the added mass from the RCS

jet, particularly at the higher thrust conditions, reduces the size of the continuum

breakdown regions in the windward side of the wake.

5.3.2 Surface Properties

The fluid interactions induced by the parallel RCS jet may also have a significant

effect on the surface properties of the aeroshell. In order to examine these effects,

Figure 5.10 presents pressure coefficient contours along the aeroshell forebody and

aftbody for the parallel RCS jet at the 0.05 and 1.0 thrust coefficients. Figure 5.10(a)

shows that the forebody pressure distribution is unaffected by the RCS jet, and is, in

fact, identical to the forebody distribution for the no-jet case shown in Figure 5.5(a).

Along the aftbody, however, the RCS jet alters the pressure distribution, particularly
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(a) CT = 0.05 (b) CT = 1.0

Figure 5.9: Gradient-length local Knudsen contours for the parallel RCS jet at CT =
0.05 and 1.0.

at the higher thrust conditions. At CT = 0.05, the RCS jet only affects the region

directly around the nozzle-exit, where the impingement of the jet species causes an

increase in the surface pressure. At CT = 1.0, the RCS jet increases the pressure

on most of the windward side of the aftbody compared to the baseline configuration,

particularly downstream of the nozzle-exit near the parachute cone. As a result of

the parallel RCS jet, the integrated pressure along the aeroshell aftbody increases by

31% and 520% for CT = 0.05 and 1.0, respectively, compared to the no-jet case.

Figure 5.11 presents the distributions of the pressure and skin friction coefficients

along the centerline of the aeroshell aftbody (excluding the RCS nozzle) for the par-

allel RCS jet at CT = 0.05 and 1.0. The figure also presents the corresponding

distributions for the baseline (i.e. no-jet) configuration for comparison. The pressure

coefficient for the parallel RCS jet at CT = 0.05, shown in Figure 5.11(a), sharply

decreases from high values near the nozzle-exit to relatively small values comparable

to the baseline configuration. At the high thrust coefficient, the pressure also de-

creases from high values near the RCS nozzle-exit, but then increases upstream of

the nozzle to as much as twice as large as the corresponding value for the no-jet case.
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(a) Forebody (b) Aftbody

Figure 5.10: Forebody and aftbody pressure coefficient contours for the parallel RCS
jet at CT = 0.05 and 1.0.

This increase in pressure upstream of the nozzle-exit is caused by a combination of

added mass from the RCS jet and the obstruction of the flow from the freestream by

the parallel jet. Downstream of the nozzle-exit, the impingement of the jet species on

the surface increases the surface pressure by approximately one order of magnitude

compared to the baseline configuration.

The magnitude of the coefficient of skin friction for the parallel RCS jet at the

two thrust conditions also decreases from high values near the nozzle-exit, as shown

in Figure 5.11(b). The shear stress directly upstream of the nozzle-exit is negative

at both thrust coefficients since the jet first moves upstream towards the aeroshell

shoulder as it expands from the RCS nozzle. At the low thrust coefficient, the distri-

bution of the shear stress away from the nozzle-exit is similar to the distribution for

the no-jet case. At CT = 1.0, however, the obstruction of the flow from the freestream

by the parallel jet decreases the shear stress upstream of the RCS nozzle by approxi-

mately a factor of 2 compared to the no-jet case. Downstream of the nozzle-exit, the

expansion of the parallel jet at CT = 1.0 along the aftbody increases the shear stress

by roughly one order of magnitude compared to the baseline configuration.
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(a) CP (b) Cf

Figure 5.11: The distributions of pressure and skin friction coefficients along the cen-
terline of the aeroshell aftbody for the parallel RCS jet at CT = 0.05
and 1.0.

5.3.3 Aerodynamic Properties

The changes in the surface properties along the aftbody caused by the parallel RCS

jet may have an important effect on the aerodynamic properties of the aeroshell. Table

5.4 presents a summary of the aerodynamic properties of the aeroshell with the parallel

RCS jet at CT = 0.05 and CT = 1.0, as well as the properties for the no-jet case for

comparison. Note that the axial and normal force coefficients presented in Table 5.4

do not include the thrust coefficient of the RCS thruster. The results indicate that the

parallel RCS jet at CT = 0.05 has almost no effect on the aerodynamic properties of

the aeroshell. At the higher thrust coefficient, however, the increased surface pressure

on the windward side of the aeroshell aftbody decreases the aerodynamic axial force

by approximately 4% and increases the modulus of the aerodynamic normal force by

about 24%. As a result, the aerodynamic drag and lift forces acting on the aeroshell

decrease by approximately 2% and 21%, respectively. The interactions produced by

the RCS jet at the higher thrust coefficient also decrease the modulus of the moment

by 5%, which may have an important effect on the control performance of the reaction
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control system and will be discussed later in Section 5.5.

Table 5.4: Aerodynamic properties of the aeroshell with the parallel RCS jet.

CT CA CN CD CL L/D CM

No-jet 1.28 -0.17 1.26 0.28 0.22 -0.060

0.05 1.28 -0.17 1.26 0.28 0.22 -0.060

1.0 1.23 -0.21 1.23 0.22 0.18 -0.057

5.4 Transverse RCS Jet

The results presented in the previous section have shown that the parallel RCS

jet produces fluid interactions that can affect the flowfield, surface, and aerodynamic

properties of the aeroshell. In this section, similar results are presented for the trans-

verse RCS jet in order to examine the effects of the induced fluid interactions on the

properties of the aeroshell. The results presented in this section will also help in un-

derstanding the importance of the RCS jet orientation with respect to the freestream

flow on the properties of the aeroshell.

5.4.1 Flowfield Properties

The Mach number distributions around the aeroshell with the transverse RCS

jet for thrust coefficients of 0.05 and 1.0 are presented in Figure 5.12. The RCS jet

at both thrust conditions exhausts almost normal to the flow around the aeroshell,

and expands from sonic conditions at the nozzle-exit to hypersonic conditions down-

stream of the aeroshell. Similar to the parallel jet, the velocity streamlines shown

in Figure 5.12 indicate that the transverse RCS jet obstructs the path of the flow

from the freestream around the aeroshell aftbody, which decreases the Mach number

and compresses the flow upstream of the jet boundary near the aftbody surface. This

obstruction, however, is stronger for the transverse configuration since the jet can pen-
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etrate farther upstream than the parallel jet. Figure 5.12(b) also shows that the RCS

jet impinges on the bow shock, which pushes the portion of the shock downstream of

the RCS nozzle-exit away from the aeroshell.

(a) CT = 0.05 (b) CT = 1.0

Figure 5.12: Mach number contours for the transverse RCS jet at CT = 0.05 and 1.0.

Figure 5.13 shows the jet species mole fraction for the transverse RCS jet at the

two thrust conditions investigated in this study. Similar to the parallel jet, the mole

fraction for the transverse RCS jet at the lower thrust coefficient is large relatively

close to the nozzle-exit and decreases as the jet expands downstream of the aeroshell.

At the higher thrust coefficient, the value of the jet species mole fraction remains

large for approximately the entire windward portion of the wake that is included in

the computational domain. Figure 5.13 also indicates that a larger amount of jet

species is transported upstream of the nozzle-exit towards the aeroshell shoulder for

the transverse RCS jet than previously observed for the parallel jet. For instance,

the distance upstream of the nozzle-exit where the jet species molar fraction is equal

to 0.5 is greater for the transverse jet by approximately 50% for CT = 0.05 and 65%

for CT = 1.0 compared to the parallel jet. The figure, however, also shows that

the amount of jet species downstream of the nozzle-exit near the parachute cone is
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relatively smaller for the transverse jet than observed for the parallel jet.

(a) CT = 0.05 (b) CT = 1.0

Figure 5.13: RCS jet species mole fraction contours for the transverse RCS jet at
CT = 0.05 and 1.0.

Similar to the parallel jet, the transverse RCS jet also reduces the level of contin-

uum breakdown in the wake, especially at the higher thrust conditions, due to added

mass. However, the distribution of the gradient-length local Knudsen number, shown

in Figure 5.14, highlights continuum breakdown regions in the bow shock and in the

wake, particularly on the leeward side. The contours also show continuum breakdown

regions across the boundaries of the RCS jet due to large gradients in flow properties.

The effect of the transverse RCS jet on the bow shock at the high thrust conditions

can be clearly seen in Figure 5.14(b). The impingement of the RCS jet on the bow

shock alters the profile of the portion of the shock downstream of the RCS nozzle-exit

as it is pushed away from the aeroshell by the jet.

5.4.2 Surface Properties

Figure 5.15 presents the distributions of pressure coefficient along the aeroshell

forebody and aftbody for the transverse RCS jet at thrust coefficients of 0.05 and
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(a) CT = 0.05 (b) CT = 1.0

Figure 5.14: Gradient-length local Knudsen contours for the transverse RCS jet at
CT = 0.05 and 1.0.

1.0. Figure 5.15(a) shows that the transverse RCS jet does not affect the pressure

distribution along the aeroshell forebody since the contours are identical to the ones

shown in Figure 5.5 for the no-jet case. The transverse RCS jet, however, does affect

the surface pressure along the aeroshell aftbody. Figure 5.15(b) indicates that the

transverse RCS jet increases the pressure along the aftbody, particularly upstream

of the nozzle-exit near the aeroshell shoulder compared to the baseline configuration.

The figure also shows that the transverse jet at the higher thrust coefficient causes

overall larger surface pressure values than the jet at the lower thrust conditions. As

a result, the integrated pressure along the aeroshell aftbody increases by 43% and

560% for the transverse RCS jet at CT = 0.05 and 1.0, respectively, compared to the

no-jet case.

The coefficients of pressure and skin friction along the aftbody centerline for the

transverse RCS jet at CT = 0.05 and 1.0 are presented in Figure 5.16. Upstream of the

nozzle-exit, the pressure coefficient for the transverse jet at both thrust conditions,

shown in Figure 5.16(b), first decreases and then increases due to a combination of

120



(a) Forebody (b) Aftbody

Figure 5.15: Forebody and aftbody pressure coefficient contours for the transverse
RCS jet at CT = 0.05 and 1.0.

added mass from the RCS and the compression of the flow near the surface caused

by the obstruction of the flow from the freestream by the transverse jet. Down-

stream of the nozzle-exit, the transverse jet at CT = 0.05 decreases the pressure by

approximately one order of magnitude compared to the no-jet case since only a rela-

tively small amount of the jet species impinge on the surface. However, the pressure

downstream of the nozzle-exit for the transverse RCS jet increases at CT = 1.0 to

values comparable to the baseline configuration since more jet species are transported

downstream.

Figure 5.16(b) shows that the coefficient of skin friction for the transverse RCS

jet at both thrust conditions decreases in magnitude away from the nozzle-exit. The

negative sign of the shear stress indicates that the transverse jet first flows upstream

of the nozzle-exit before encountering the flow from the freestream. Upstream of the

nozzle-exit, the shear stress for the transverse jet at both thrust conditions decreases

from large values caused by the expansion of the transverse jet from the RCS nozzle to

low values produced by the slow speeds of the flow from the freestream. Downstream

of the nozzle-exit, the shear stress distributions for the transverse RCS jet at CT =
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0.05 and 1.0 are similar to the distribution for the baseline configuration. However, the

overall skin friction coefficients for the transverse jet at CT = 1.0 are approximately

twice as large as the values for both CT = 0.05 and the no-jet cases.

(a) CP (b) Cf

Figure 5.16: The distributions of pressure and skin friction coefficients along the cen-
terline of the aeroshell aftbody for the transverse RCS jet at CT = 0.05
and 1.0.

5.4.3 Aerodynamic Properties

The fluid interactions produced by the transverse RCS jet may also affect the

aerodynamic properties of the aeroshell. Table 5.5 presents the coefficients of the

aerodynamic forces and moment acting on the aeroshell with the transverse RCS jet

at CT = 0.05 and 1.0, as well as the coefficients for the baseline configuration for

comparison. Similar to the parallel jet, the aerodynamic axial and normal forces do

not include any contribution from the RCS thrust. The results show that for the

lower thrust conditions, the larger aftbody pressures caused by the transverse RCS

jet decrease the aerodynamic axial and drag forces acting on the aeroshell by less than

1%. The transverse jet at CT = 0.05 also decreases the modulus of the moment by

approximately 3%. At the higher thrust conditions, the transverse RCS jet decreases
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the axial force by approximately 5% and increases the modulus of the normal force

by about 18% compared to the no-jet case. As a result, the drag and lift forces acting

on the aeroshell decrease by 4% and 18%, respectively. The transverse RCS jet also

decreases the modulus of the moment by about 22% at CT = 1.0 compared to the

baseline configuration.

Table 5.5: Aerodynamic properties of the aeroshell with the transverse RCS jet.

CT CA CN CD CL L/D CM

No-jet 1.28 -0.17 1.26 0.28 0.22 -0.060

0.05 1.27 -0.17 1.25 0.28 0.22 -0.058

1.0 1.22 -0.20 1.21 0.23 0.19 -0.047

5.5 Performance of the Parallel and Transverse RCS Jets

The main function of the reaction control system is to provide vehicle control and

steering by producing moments about the center of gravity of the capsule. Specifically,

the parallel RCS jet investigated in this study generates a certain amount of positive

moment (i.e. counter-clockwise direction) about the center of gravity, as can be

seen in Figure 5.17. However, the aerodynamic interference induced by the RCS jet

plume, particularly at the higher thrust condition, can have a significant impact on

the performance of the RCS jet. Therefore, the effectiveness of the reaction control

system can be examined by defining a “control gain” as,

Gain =
CMthrust

+ CMinterference

CMthrust

(5.5)

where, CMthrust
is the moment generated by the thrust force of the RCS jet, and

CMinterference
is the moment produced by the aerodynamic interference of the RCS jet,

and is given by,

CMinterference
= CM − CMno-jet

(5.6)

123



Ideally, the RCS jet does not generate any aerodynamic interference and the control

gain is equal to unity. However, if the control gain is less than unity, then the

aerodynamic interference creates a deficit of control authority. Similarly, if the control

gain is greater than unity, then the aerodynamic interference causes a surplus of

authority. A similar approach was also used to examine the effectiveness of the

reaction control system for the Phoenix and MSL missions [50, 41].

Figure 5.17: Direction of the moment due to the thrust force from the parallel RCS
jet about the center of gravity of the aeroshell.

The moments due to the aerodynamic interference and the thrust force, as well as

the control gain for the parallel RCS jet at CT = 0.05 and 1.0 are provided in Table

5.6. The results show that the moment caused by the aerodynamic interference of the

RCS jet is small relative to the moment generated by the thrust force from the parallel

RCS jet. As a result, the control gain for both thrust conditions is approximately

equal to unity. This represents a desirable feature of the parallel RCS jet because the

aerodynamic interference induced by the RCS plume does not alter the effectiveness

and the performance of the control system.

Unlike the parallel jet, the thrust force obtained from the transverse RCS jet

produces a negative moment (i.e. clockwise direction) about the center of gravity of

the aeroshell, as shown in Figure 5.18. However, the aerodynamic effects summarized
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Table 5.6: Control effectiveness of the parallel RCS jet.

CT CMthrust
CMinterference

Gain

0.05 0.015 0.0 1.0

1.0 0.310 0.003 1.0

in Table 5.5 may have a significant effect on the effectiveness of the reaction control

system using the transverse jet. Therefore, the control gain defined in Equation

5.5 can be used to quantify the performance of the transverse RCS jet. Table 5.7

presents the control gain, as well as the moment coefficients due to the thrust force

and the aerodynamic interference (defined in Equation 5.6) for the transverse RCS

jet at thrust coefficients of 0.05 and 1.0. The results show that the aerodynamic

interference produces a moment that is opposite of the moment induced by the thrust

force from the transverse RCS jet. The control gain for the transverse RCS jet is equal

to 0.6 and 0.9 for the 0.05 and 1.0 thrust coefficients, respectively. This suggests that

the aerodynamic interference induced by the transverse RCS jet causes a control

deficit (i.e. gain less than unity) since a fraction of the moment produced by the

thrust from the transverse RCS jet is used to counteract the moment generated by

the aerodynamic interference. The control deficit, however, diminishes for relatively

large thrust conditions because a smaller fraction of the thrust-induced moment is

used to oppose the interference moment.

Table 5.7: Control effectiveness of the transverse RCS jet.

CT CMthrust
CMinterference

Gain

0.05 -0.005 0.002 0.6

1.0 -0.097 0.013 0.9

The control performance of the transverse and parallel RCS jets are summarized

in Figure 5.19. Figure 5.19(a) presents the ratio of the moment produced by the

aerodynamic interference (defined in Equation 5.6) to the moment induced by the
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Figure 5.18: Direction of the moment due to the thrust force from the transverse RCS
jet about the center of gravity of the aeroshell.

thrust force from the RCS for the parallel and transverse jets. The figure shows

that the ratio is small for the parallel RCS jet and does not exceed 0.01 for both

CT = 0.05 and 1.0. The ratio is also positive for the parallel jet, which implies

that the two moments act along the same direction (counter-clockwise). As a result,

the control gain for the parallel RCS jet, shown in Figure 5.19(b), is approximately

equal to unity, which is ideal because the effectiveness of the reaction control system

is similar to the design condition. For the transverse RCS jet, however, the ratio

of interference moment to thrust moment is relatively large and equal to almost

−0.40 for CT = 0.05 and −0.14 for CT = 1.0. Figure 5.19(a) also shows that the

interference moment (counter-clockwise) and the thrust moment (clockwise) act in

opposite directions since the ratio of the two moments is negative. As a result,

the aerodynamic interference induced by the transverse RCS jet creates a control

deficit, as can be seen in Figure 5.19(b), which is not ideal because a fraction of the

thrust is used to counteract the aerodynamic interference, and the effectiveness of

the reaction control system diminishes. The combination of large thrust moment and

small interference moment causes the effectiveness of the parallel RCS jet at these

particular conditions to match the design performance. On the hand, the combination
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of the relatively small thrust moment and large interference moment creates a control

deficit for the transverse RCS jet.

(a) CMinterference
/CMthrust

(b) Gain

Figure 5.19: Comparisons of the ratio of interference moment to thrust-induced mo-
ment and the RCS control gain between the parallel and transverse RCS
jets at CT = 0.05 and 1.0.

The trends observed in the performance of the reaction control system with parallel

and transverse RCS jets are caused by two factors. First, the moment produced by

the thrust force from the parallel RCS jet is approximately three times larger than the

moment produced by the thrust from the transverse jet at both thrust conditions.

This difference in the thrust-induced moment is caused by the contribution of the

axial and normal components of the thrust force and the length of the moment arm.

For the parallel RCS jet, both the axial and normal components of the thrust force

contribute to a positive thrust-induced moment with respect to the center of gravity

of the aeroshell. However, for the transverse RCS jet, the normal component of the

thrust force produces a negative moment, while the axial component generates a

positive moment about the center of gravity. The modulus of the moment produced

by the axial component of the thrust force from the transverse jet is approximately

equal to 45% of the modulus of the moment generated by the thrust component along

the normal direction at both CT = 0.05 and 1.0. This means that the two components
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of the thrust force from the transverse RCS jet provide counteracting moments that

result in a smaller net thrust-induced moment. The parallel RCS jet also has a larger

moment arm than the transverse jet. Figure 5.20 presents the lengths of the moment

arm along the axial (i.e. X-axis) and normal (i.e. Y -axis) directions with respect to

the center of gravity along the aeroshell surface. The midpoint of the RCS nozzle-

exit is located approximately 0.2 and 0.3 aeroshell diameters away from the center

of gravity of the aeroshell along the axial and normal directions, respectively, for

both RCS configurations. Even though both RCS jets produce the same amount of

thrust (at each given thrust coefficient), the parallel RCS jet has a larger moment

arm than the transverse jet because most of the thrust force is directed along the

axial direction. These results suggest that the control effectiveness of the reaction

control system can be made close to ideal by selecting an orientation of the RCS jet

such that the contribution to the thrust-induced moment by all of the components of

the thrust force are along the same direction, and by maximizing the moment arm of

each thruster.

(a) X-moment arm (b) Y-moment arm

Figure 5.20: Lengths of the moment arm with respect to the center of gravity of the
aeroshell along the X and Y directions.

The second cause of the trends observed in the performance of the RCS thrusters is
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that the transverse jet produces a larger interference moment compared to the paral-

lel jet. In order to understand the source of this interference, Figure 5.21 presents the

distribution of the moment per unit area along the centerline of the aeroshell aftbody

for the parallel and transverse RCS jets at the two thrust conditions investigated in

this study. The figure also presents the corresponding distribution for the no-jet case

for reference. The figure shows that the moment along the aftbody centerline is neg-

ative and relatively small for the baseline configuration. At the low thrust coefficient

for the parallel RCS jet, the pressure and shear stress distributions produced by the

jet generate a relatively large positive moment directly upstream of the nozzle-exit

which is counteracted by a similarly large negative moment directly downstream of

the nozzle. As a result, the integrated moment along the centerline for the parallel

RCS jet is only 40% larger than the integrated moment for the no-jet case. For the

transverse jet at CT = 0.05, however, the augmented surface pressures upstream of

the nozzle-exit create a relatively larger positive moment than the negative moment

downstream of the nozzle-exit. Consequently, the integrated moment along the cen-

terline for the transverse RCS jet is approximately three times larger than the value

for the baseline configuration.

At the higher thrust coefficient, shown in Figure 5.21(b), the surface pressure and

shear stress distributions caused by the parallel and transverse RCS jets produce a

positive moment upstream of the nozzle-exit and a negative moment downstream

of the nozzle-exit along the aftbody centerline. However, the figure shows that the

transverse RCS jet induces a large positive moment over a longer distance upstream

of the nozzle-exit compared to the parallel jet, which causes the integrated moment

along the centerline for the transverse jet to be over twice as large as the value for

the parallel jet. This result indicates that the parallel RCS jet produces relatively

smaller net interference moments compared to the transverse jet because it can induce

opposing moments with respect to the center of gravity of the aeroshell that can
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counteract one another. Therefore, the control effectiveness of the reaction control

system can be also improved by either minimizing the fluid interactions induced by

the jet, or by designing the layout of the RCS such that the fluid interactions produce

counteracting effects that result in a small net interference.

(a) CT = 0.05 (b) CT = 1.0

Figure 5.21: Comparison of the distribution of the moment per unit area along the
centerline of the aeroshell aftbody between the parallel and transverse
RCS jets at CT = 0.05 and 1.0.

5.6 Summary

This chapter outlined a numerical investigation of the fluid interactions induced by

the reaction control system of a Mars-entry aeroshell in hypersonic flow of I2-seeded

N2 gas. The aeroshell diameter used in the study is 20 mm and the angle-of-attack

was set to 20◦ to simulate the conditions of a lifting trajectory. A single, sonic RCS jet

was placed approximately half-way along the aeroshell aftbody. Two different RCS jet

orientations were considered in this study to understand how the RCS configuration

affects the flowfield, surface, and aerodynamic properties of the aeroshell. For the first

configuration, the jet was directed almost parallel to the main freestream flow, while

the second configuration used a jet that was almost normal to the flow. Two different
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thrust coefficients were also considered for each RCS configuration. The lower thrust

coefficient, equal to 0.05, was chosen to provide a ratio of RCS jet momentum to

freestream momentum close to the value expected to be experienced in flight by

MSL. A thrust coefficient of 1.0 was also chosen to compare the numerical results

with experimental data in Chapter VI.

The results showed that the parallel RCS jet altered the flow on the windward

side of the wake, particularly at CT = 1.0. The jet expanded from sonic conditions at

the nozzle-exit to higher Mach numbers downstream of the aeroshell, and obstructed

the path of the flow from the freestream along the aftbody. The parallel jet also

added mass to the wake region, which decreased the size of the continuum breakdown

regions. However, some of the jet species, particularly at the higher thrust conditions,

impinged on the surface, which may increase the heat flux experienced by the vehicle

during flight and may influence the design of the aftbody thermal protection system.

The results also showed that the parallel RCS jet did not have any effects on the

pressure distribution along the aeroshell forebody. However, the parallel jet altered

the surface properties and increased the overall pressure along the aeroshell aftbody

by about 31% for CT = 0.05 and 520% for CT = 1.0. The aerodynamic properties

of the aeroshell with the parallel RCS jet at CT = 0.05 were overall similar to the

properties for the baseline configuration. However, the parallel RCS jet at CT = 1.0

decreased the aerodynamic lift and drag forces acting on the aeroshell by 21% and

2%, respectively, and decreased the modulus of the moment by 5%.

Similar to the parallel jet, the transverse RCS jet also changed the flow on the

windward side of the wake as it expanded from sonic conditions at the nozzle-exit to

supersonic and hypersonic conditions downstream of the aeroshell. The transverse

jet penetrated farther upstream than the parallel jet, which increased the obstruction

of the flow from the freestream by the transverse jet near the aeroshell aftbody.

The transverse RCS jet at CT = 1.0 also impinged on the bow shock and pushed
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the portion of the shock downstream of the RCS nozzle away from the aeroshell.

Although the forebody pressure distribution was not affected by the transverse RCS

jet, the overall pressure along the aeroshell aftbody increased by 43% and 560% for

CT = 0.05 and CT = 1.0, respectively, compared to the no-jet case. The transverse

RCS jet at CT = 0.05 did not have a significant effect on the aerodynamic forces acting

on the aeroshell, but decreased the modulus of the moment by 3%. At CT = 1.0,

however, the transverse RCS jet decreased the aerodynamic lift and drag forces acting

on the aeroshell by 18% and 4%, respectively, which is comparable to the effects of

the parallel RCS jet. The transverse RCS jet, however, decreased the modulus of the

moment by 22%, which is larger than the decrease produced by the parallel jet.

In the last section of the chapter, the control effectiveness of the parallel and

transverse RCS jets was assessed. The results showed that the moment produced by

the thrust force from the parallel RCS jet was three times as large as the moment

produced by the thrust from the transverse jet. The large thrust-induced moment

for the parallel RCS jet was due to the contribution of both the axial and normal

components of the thrust force and a larger moment arm compared to the transverse

jet. The parallel jet also induced relatively smaller net interference moments com-

pared to the transverse jet because it generated opposing moments with respect to the

center of gravity of the aeroshell that counteracted one another. This combination of

large thrust-induced moment and small interference moment caused the performance

of the parallel RCS jet to be close to an ideal performance at both CT = 0.05 and

CT = 1.0. The transverse RCS jet, however, suffered from a control deficit at both

thrust conditions due to a combination of small thrust-induced moment and large

interference moment. The results suggest that the control effectiveness of a reaction

control system can be increased by selecting the orientation of the RCS jet with large

moment arms such that the contribution to the thrust-induced moment by all of the

components of the thrust force are along the same direction. The RCS control effec-
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tiveness can be also increased by either minimizing the fluid interactions induced by

the jet, or by designing the layout of the RCS such that the fluid interactions produce

counteracting effects that result in a small net interference.
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CHAPTER VI

Comparisons with Experimental Data

The numerical results presented in Chapters III, IV, and V provide valuable in-

sight on the fluid interactions induced by propulsive deceleration and reaction control

systems, as well as their effects on the flowfield, surface, and aerodynamic properties

of Mars-entry aeroshells in hypersonic freestream conditions. These results, however,

also reveal the complexity of these fluid phenomena, which include jet-shock interac-

tions. Therefore, it is important to assess the physical accuracy of the computational

method in capturing these induced fluid interactions by comparing the numerical

results to experimental visualizations and measurements.

This chapter presents qualitative and quantitative comparisons between the nu-

merical results described in the previous chapters and available experimental data.

Most of the available experimental results are obtained from on-going work at the

University of Virginia [56, 57, 63] using the planar laser-induced iodine fluorescence

(PLIIF) technique for conditions similar to those used in the numerical simulations.

The chapter is divided into four sections. The first section provides qualitative com-

parisons of the bow shock profile around the aeroshell without PD or RCS jets (i.e.

baseline configuration) between the numerical results and experimental visualizations

obtained using PLIIF. The second section provides qualitative comparisons of the

bow shock profile, and quantitative comparisons of the bow shock standoff distance
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and aeroshell aerodynamic properties between the numerical results and experimental

data for central PD jets. The section also outlines similar qualitative comparisons of

the bow shock profile, as well as quantitative comparisons of the bow shock standoff

distance and the mole fraction of the jet species for peripheral PD jets. In the third

section, qualitative bow shock profile comparisons between the CFD and experimen-

tal results for parallel and transverse RCS jets are described. Finally, the chapter

outlines the major conclusions drawn from these comparisons.

6.1 Baseline Configuration

Qualitative comparisons between the CFD (LeMANS) results and experimental

data of the bow shock profile around the aeroshell without PD or RCS jets (i.e.

baseline configuration) is shown in Figure 6.1. The diameter of the aeroshell is 10

mm and the angle-of-attack is 0◦. The image in Figure 6.1(a) is a PLIIF visualization

obtained at the University of Virginia. The flow is from left to right and the freestream

flow is seeded with iodine so that the flowfield features are visible. The sting used in

the experiments to mount the capsule in the test section has been removed from the

image and the aeroshell model has been superimposed for illustrative purposes. The

fluorescence shown in the image is directly proportional to the iodine number density

for regions of the flow where the Mach number is between 6 and 17 [63, 88], which

means that each brightness level in the PLIIF image corresponds to a specific iodine

density value in the hypersonic regions of the flow. The bow shock profile can be

determined from this image as the region upstream and around the aeroshell where

the brightness changes. Figure 6.1(b) presents velocity streamlines (top half) and

a contour of iodine density (bottom half) obtained from the numerical results and

overlaid on the PLIIF visualization. The contour level for the CFD results corresponds

to the iodine density value at the point along the aeroshell centerline where the iodine

density in the freestream begins to increase. This contour is representative of the
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bow shock along the aeroshell since the fluorescence in the PLIIF image is directly

proportional to the iodine density in this region of the flow. The bow shock profile

for the numerical results can be also determined from the velocity streamlines as the

location in the freestream where the slope of each streamline changes. Figure 6.1(b)

shows good qualitative agreement in the bow shock profile between the numerical and

experimental results for the no-jet case at 0◦ angle-of-attack.

(a) PLIIF visualization (b) Comparison

Figure 6.1: Comparison of the bow shock profile for the no-jet case at 0◦ angle-of-
attack between the numerical and experimental results.

Similar qualitative comparisons of the bow shock profile for the baseline configura-

tion at a 20◦ angle-of-attack are presented in Figure 6.2. The diameter of the aeroshell

is 20 mm. Both the iodine density contour and the velocity streamlines indicate ex-

cellent agreement with the bow shock profile observed in the PLIIF visualization in

the portion of the shock upstream of the aeroshell. However, the agreement between
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the two sets of results decreases downstream of the aeroshell shoulder. The figure

shows that the bow shock predicted by LeMANS is farther away from the aeroshell

than observed experimentally.

(a) I2 density contour (b) Velocity streamlines

Figure 6.2: Comparison of the bow shock profile for the no-jet case at 20◦ angle-of-
attack between the numerical (I2 density contour and velocity streamlines)
and experimental (PLIIF image) results.

The disagreement in the bow shock profile between the numerical and exper-

imental results for the 20 mm aeroshell at 20◦ angle-of-attack may be caused by

several factors. The first possible source of the disagreement between the CFD result

and the PLIIF visualization is the Ashkenas and Sherman relations that provide the

freestream conditions in the numerical simulations, which may not be appropriate for

large streamline angles [85]. In order to quantify this effect, Figure 6.3 presents the

percent difference in total density between the Ashkenas and Sherman relations and

the CFD solution for the flow in the experimental facility. The figure shows that the

difference between the Ashkenas and Sherman relations and the computed solution

in the experimental facility upstream of the bow shock increases as the angle of the
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streamlines (i.e. angle with respect to the orifice) increases. Since the bow shock

moves upstream as the size of the aeroshell increases, the disagreement between the

freestream conditions in LeMANS given by the Ashkenas and Sherman relations and

the conditions in the experimental facility along the same radial distance (i.e. r/D) is

greater for the 20 mm aeroshell than for the 10 mm aeroshell. Another possible cause

of the disagreement between the numerical and experimental results is the interaction

of the bow shock with the barrel shock in the experiments, which is shown in Figure

6.4. This interaction between the two shock structures in the experimental facility,

referred to as the triple-point, is stronger for the larger aeroshell (i.e. 20 mm diam-

eter) since the bow shock is pushed farther upstream. As a result, the interaction

induces a greater influence on the bow shock and can change its profile around the

aeroshell.

Figure 6.3: Percent difference in the density between the Ashkenas and Sherman re-
lations and the CFD solution of the flow in the experimental facility.
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Figure 6.4: PLIIF image of the interaction between the bow shock and the barrel
shock in the experimental facility.
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6.2 Propulsive Deceleration

Qualitative and quantitative comparisons between the numerical results and ex-

perimental data for propulsive deceleration are described in this section. The section

first presents qualitative bow shock profile comparisons, as well as quantitative bow

shock standoff distance and aerodynamic drag and axial force comparisons for cen-

tral PD jets between the CFD results and available experimental results. The section

then provides similar qualitative bow shock profile comparisons, and quantitative bow

shock standoff distance and jet mole fraction comparisons for peripheral PD jets.

6.2.1 Central Configuration

Figure 6.5 presents qualitative bow shock profile comparisons for sonic central

PD jets between the numerical results and experimental visualizations for thrust

coefficients of 0.5, 1.0, 2.0, and 2.5. The images are PLIIF visualizations with iodine-

seeding in both the freestream and the PD jet in order to display the flowfield features,

which include the bow shock, PD jet core, and the jet shock. The images show that

as the thrust coefficient increases, the PD jet core expands in size and the bow

shock around the aeroshell is pushed upstream. The images also show that the bow

shock becomes more normal as the thrust coefficient of the PD jet increases. The

velocity streamlines and iodine density contour superimposed over the PLIIF images

are calculated using LeMANS. The contour levels for the CFD results correspond to

the iodine density values at the point along the aeroshell centerline where the iodine

density in the freestream begins to increase. Note that the contour level is different

for each case, as can be seen in Figure 6.6, due to the varying freestream conditions.

Figure 6.6 shows the iodine number density along the aeroshell centerline for the sonic

central PD jets at CT = 0.5 and 2.5. The iodine density in the freestream decreases

away from the orifice (i.e. closer to the aeroshell) since the flow is expanding (i.e.

underexpanded freejet). Therefore, as the thrust coefficient increases, the value of
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the iodine density contour level used in the profile comparisons increases since the

bow shock is pushed farther upstream by the PD jet. Figure 6.5 indicates overall

good qualitative agreement in the bow shock profile around the aeroshell between the

CFD results and the experimental visualizations for all PD thrust conditions. The

streamlines also indicate good agreement in the profile of the PD jet terminal shock

between the two sets of results.

Similar qualitative bow shock profile comparisons between the CFD results and

PLIIF visualizations for supersonic central PD jets are presented in Figure 6.7 for

CT values of 0.5, 1.0, 2.0, and 2.5. Like the sonic jets, the PLIIF visualizations for

the supersonic PD jets show that the size of the PD jet core increases and the bow

shock is pushed farther upstream and becomes more normal as the thrust coefficient

increases. The supersonic jets also appear to penetrate farther upstream than the

sonic jets. The velocity streamlines and iodine density contour from LeMANS indicate

good qualitative agreement in the profiles of the bow shock and PD jet shock between

the numerical and experimental results, particularly for the lower thrust conditions.

For CT = 2.0 and 2.5, however, the agreement in the bow shock profile between the

two sets of results decreases away from the capsule centerline. Figures 6.7(c) and

6.7(d) show that the distance of the bow shock to the aeroshell is smaller for the

numerical results than observed experimentally. The disagreement in the bow shock

profile away from the aeroshell centerline may also be caused by the Ashkenas and

Sherman relations for large streamline angles, and the influence of the triple-point

on the bow shock in the experimental facility. The influence of these two effects is

more pronounced for the supersonic central PD jets than for the sonic jets because

the supersonic jets push the bow shock farther upstream than the sonic jets.

The bow shock standoff distance along the aeroshell centerline can be obtained

from the PLIIF visualizations and compared to the distance calculated by the CFD

results. Figure 6.8 presents comparisons between the numerical and experimental
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(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 6.5: Comparison of the bow shock profile for sonic central PD jets between
the numerical and experimental results.

142



(a) CT = 0.5 (b) CT = 2.5

Figure 6.6: Distribution of the iodine number density calculated by LeMANS along
the aeroshell centerline for the sonic central PD jet at CT = 0.5 and 2.5.

results for the bow shock standoff distance normalized by the aeroshell diameter

for sonic and supersonic central PD jets. The shock standoff distance is obtained

from the PLIIF images by measuring the distance from the model to the location in

the freestream where the brightness changes. The distance for the numerical results

corresponds to the location in the freestream along the aeroshell centerline where the

iodine density begins to increase, which is consistent with the experimental approach

since the fluorescence in the PLIIF images is directly proportional to the iodine density

in the hypersonic regions of the flow. The error bars for the experimental results are

based on the uncertainty associated with the measurement of the shock standoff

distance and the aeroshell diameter from the PLIIF visualizations. Figure 6.8(a)

shows that the bow shock standoff distance calculated by LeMANS for the sonic

central PD jets is in excellent agreement with the experimental results for all thrust

coefficients investigated in this study. Good agreement in the bow shock standoff

distance for the supersonic central PD jets between the two sets of results is also

observed in Figure 6.8(b), with the difference ranging from 1% for CT = 0.5 to
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(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 6.7: Comparison of the bow shock profile for supersonic central PD jets be-
tween the numerical and experimental results.
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approximately 5% for CT = 2.5.

(a) Sonic jet (b) Supersonic jet

Figure 6.8: Comparison of the bow shock standoff distance for sonic and supersonic
central PD jets between numerical (LeMANS) and experimental (PLIIF)
results.

Figure 6.9 presents a comparison of the aerodynamic drag and total axial force

coefficients for supersonic central PD jets between the numerical results and experi-

mental measurements obtained by McGhee [20]. This experimental work investigated

the aerodynamic interactions of central supersonic PD jets (Mjet = 3.0) exhausting in

hypersonic flow (M∞ = 6.0) for a 70◦ blunt-cone aeroshell. The experimental study

reported a maximum variation of less than ±0.4 in the Mach number and an accu-

racy better than 1% of the full-scale range (138,000 Pa) of the pressure transducers.

However, the study did not provide any uncertainty values for the aerodynamic drag

or total axial force measurements. Even though the freestream and PD jet Mach

numbers are different between the numerical simulations and the experimental study,

Figure 6.9 shows remarkably good agreement between the two sets of results with

respect to the aerodynamic properties of the aeroshell. This agreement is an indi-

cation of hypersonic Mach number independence and suggests that the aerodynamic

calculations obtained by LeMANS may be applicable even at lower freestream Mach
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numbers.

Figure 6.9: Comparison of drag and total axial force coefficients for supersonic central
PD jets between numerical and experimental results. Experimental data
obtained from Ref. [20]

6.2.2 Peripheral Configuration

Qualitative bow shock profile comparisons between the numerical results and

PLIIF visualizations for sonic peripheral PD jets are presented in Figure 6.10 for

thrust coefficient values of 0.5, 1.0, 2.0, and 2.5. The contour levels for the CFD

results correspond to the iodine density values at the point along the aeroshell cen-

terline where the iodine density in the freestream begins to increase. Similar to the

central PD jets, both the freestream flow and the PD jet are seeded with molecu-

lar iodine to reveal the features of the flow. The PLIIF images show that the bow

shock is preserved between the PD jets upstream of the aeroshell nose, and is pushed

away from the capsule as the thrust coefficient increases. The comparisons between

the velocity streamlines and the iodine density contour calculated by LeMANS and

the PLIIF visualizations show good qualitative agreement in the bow shock profile
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between the two sets of results, particularly between two PD jets upstream of the

aeroshell nose.

Figure 6.11 shows similar bow shock profile comparisons for supersonic peripheral

PD jets between the numerical and experimental results for thrust coefficient values

of 0.5, 1.0, 2.0, and 2.5. The PLIIF visualizations indicate that the supersonic pe-

ripheral jets have a greater penetration depth than the sonic jets. As a result, the

bow shock is pushed farther upstream by the PD jets. The recirculation regions pre-

dicted by LeMANS are caused by the projection of the three-dimensional flow around

the plume of the PD jet onto a two-dimensional cut-plane. The figure shows good

agreement between the CFD results and the experimental visualizations at the low

thrust coefficients. Figures 6.11(c) and 6.11(d), however, indicate that the agreement

between the two methods for CT = 2.0 and 2.5 is good upstream of the aeroshell nose,

but decreases away from the capsule centerline. The figures show that the bow shock

calculated by LeMANS is closer to the aeroshell than observed in experiments. This

disagreement may also be caused by the effects of the Ashkenas and Sherman rela-

tions for high streamline angles and the triple-point interaction in the experimental

facility, which are stronger for the supersonic than the sonic peripheral PD jets since

the supersonic jets push the bow shock farther upstream of the aeroshell.

The bow shock standoff distance upstream of the aeroshell nose for the peripheral

configuration can be measured from the PLIIF visualizations, similar to the central

PD jets. Figure 6.12 shows the variation of the bow shock standoff distance normal-

ized by the aeroshell diameter with thrust coefficient for the peripheral PD jets for the

numerical and experimental results. The standoff distance is obtained from the PLIIF

images by measuring the distance along the aeroshell centerline from the model to

the location in the freestream where the brightness changes. For the CFD results, the

bow shock standoff distance corresponds to the location in the freestream where the

iodine density begins to increase. The error bars for the experimental results account
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(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 6.10: Comparison of the bow shock profile for sonic peripheral PD jets between
the numerical and experimental results.
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(a) CT = 0.5 (b) CT = 1.0

(c) CT = 2.0 (d) CT = 2.5

Figure 6.11: Comparison of the bow shock profile for supersonic peripheral PD jets
between the numerical and experimental results.
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for uncertainties in the measurements of the bow shock location and the aeroshell

diameter from the PLIIF images. The figure shows that the agreement between the

numerical and experimental results increases from 12% and 17% for the sonic and

supersonic jets, respectively, at CT = 0.5 to within the experimental uncertainty at

CT = 2.5. This close agreement suggests that the differences in the bow shock profile

away from the aeroshell centerline observed in Figure 6.11 may not have a significant

effect on the flowfield properties near the aeroshell nose.

(a) Sonic jet (b) Supersonic jet

Figure 6.12: Comparison of the bow shock standoff distance for sonic and supersonic
peripheral PD jets between the numerical (LeMANS) and experimental
(PLIIF) results.

As previously described in Chapter II, the PD jet species mole fraction can be

extracted from the PLIIF visualizations by calculating the fluorescence ratio of two

images: one image of fully-seeded flow (i.e. I2 seeded in the freestream and the

PD jet), and another image of I2-seeding only in the jet. This fluorescence ratio is

proportional to the fraction of iodine molecules that originate from the PD jet. Figure

6.13 presents contours of PD jet I2 mole fraction for the peripheral sonic PD jet at

CT = 1.5 for numerical (top) and experimental (bottom) results. This mole fraction

is calculated in the numerical simulations by tagging the I2 species from the PD jet
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(i.e. same properties as molecular iodine but distinguishable by name). The figure

indicates overall good agreement in the PD jet I2 mole fraction distribution between

the numerical and experimental results. The contours, however, show that LeMANS

calculates a more diffused PD jet plume around the aeroshell shoulder and in the

wake compared to the experimental measurements. The contours also show that the

width of the PD jet core upstream of the aeroshell calculated by LeMANS is slightly

smaller than measured experimentally.

Figure 6.13: Comparison of the PD jet I2 mole fraction contours for sonic peripheral
PD jet at CT = 1.5 between the numerical (LeMANS) and experimental
(PLIIF) results.

Figure 6.14 presents the distribution of the PD jet I2 mole fraction along the cut-

lines A and B shown in Figure 6.13 for the numerical and experimental results. The

plots also include the distribution of the gradient-length local Knudsen calculated

from the numerical results along the cut-lines. Line A begins at the nozzle-exit and

ends approximately 0.8 aeroshell diameters (8 mm) along the core of the peripheral

PD jet. Figure 6.14(a) shows that LeMANS predicts a relatively constant jet I2 mole
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(a) Line A (b) Line B

Figure 6.14: Comparison of PD jet I2 mole fraction along extraction lines for sonic
peripheral PD jet at CT = 1.5 between the numerical (LeMANS) and
experimental (PLIIF) results.

fraction equal to 1.0 (i.e. all of the iodine is from PD jet) up to approximately 3.5

mm away from the PD nozzle-exit. Then, the jet I2 mole fraction calculated by

LeMANS decreases to 0.0 (i.e. all of the iodine is from the freestream flow) about

6.5 mm away from the nozzle-exit along the PD jet core. The figure also shows

overall good agreement in the jet I2 mole fraction distribution along the PD jet core

between the numerical results and PLIIF measurements up to a distance of about

5.5 mm (0.55 aeroshell diameters) away from the nozzle-exit. From 5.5 mm to 7.5

mm (freestream) away from the nozzle-exit, however, the mole fraction calculated by

LeMANS differs from the experimental measurements. Along this same portion of the

cut-line, the local Knudsen number distribution indicates that continuum breakdown

(i.e. KnGLL > 0.05) may occur due to the sharp gradients across the bow shock.

The difference between the numerical and experimental results may be caused by

continuum breakdown effects on the CFD solution.

The PD jet I2 mole fraction and the gradient-length local Knudsen number calcu-

lated from the numerical results along cut-line B are shown in Figure 6.14(b). Line
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B crosses the PD jet at approximately 1.5 mm (0.15 aeroshell diameters) upstream

of the nozzle-exit and is centered at its intersection with cut-line A. The distance

along line B increases from negative values near the aeroshell centerline to positive

values near the shoulder of the aeroshell. Figure 6.14(b) shows that the width of

the PD jet calculated by LeMANS is approximately 30% smaller than that measured

by PLIIF at this axial location. At the jet boundary near the aeroshell centerline,

the PD jet I2 mole fraction decreases from 1.0 within the jet core to approximately

0.0 and 0.2 across the boundary for the numerical and experimental results, respec-

tively. Near the aeroshell shoulder, the jet iodine mole fraction also decreases across

the jet boundary from unity within the jet core to approximately 0.25 and 0.0 for

the numerical and experimental results, respectively. These differences in the iodine

distribution between the two methods may be caused by several factors, including

continuum breakdown effects on the CFD solutions across the boundaries of the PD

jet.

6.3 Reaction Control System

The planar laser-induced iodine fluorescence technique is also employed at the

University of Virginia to obtain flowfield visualizations of flow around a Mars-entry

aeroshell with parallel and transverse RCS jets. These visualizations are used in

this section to conduct qualitative comparisons of the bow shock profile around the

aeroshell with the numerical results. Figure 6.15 presents the iodine density contour

representative of the bow shock profile and velocity streamlines obtained from the

numerical results and overlaid on a PLIIF visualization for the parallel RCS jet at

CT = 1.0. The diameter of the aeroshell is 20 mm and the angle-of-attack is 20◦. The

PLIIF image indicates a small interaction between the parallel RCS jet and the bow

shock because the jet does not impinge on the shock. The figure shows good qual-

itative agreement in the bow shock profile between the numerical and experimental
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results, with some differences downstream of the aeroshell similar to those observed

in the comparisons for the baseline configuration. These differences may be caused

by the numerical freestream conditions (i.e. Ashkenas and Sherman relations) and

the influence of the triple-point on the bow shock in the experimental facility.

(a) I2 density contour (b) Velocity streamlines

Figure 6.15: Comparison of the bow shock profile for the parallel RCS jet at CT = 1.0
between the numerical (I2 density contour and velocity streamlines) and
experimental (PLIIF image) results.

Similar qualitative bow shock profile comparisons between the numerical results

and experimental visualizations for the transverse RCS jet at CT = 1.0 are presented

in Figure 6.16. The figure shows the iodine density contour indicative of the bow

shock profile and velocity streamlines calculated by LeMANS and superimposed over

a PLIIF visualization. The PLIIF image indicates that the plume of the transverse

RCS jet impinges on the bow shock and changes its profile. This jet-shock interaction

is greater than observed for the parallel RCS jet. Good agreement in the bow shock

profile between the numerical results and the PLIIF image can be observed upstream

of the aeroshell shoulder. Downstream of the capsule, however, LeMANS predicts a

larger penetration depth of the transverse RCS jet, which increases the distance of
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the bow shock from the aeroshell, compared to the PLIIF visualization. As a result,

the distance of the bow shock from the aeroshell is greater for the CFD results than

observed experimentally. The disagreement in the profile of the bow shock portion

downstream of the aeroshell shoulder may again be caused by the Ashkenas and

Sherman relations for large streamline angles and the interaction of the bow shock

and the barrel shock in the experimental facility.

(a) I2 density contour (b) Velocity streamlines

Figure 6.16: Comparison of bow shock profile for the transverse RCS jet at CT = 1.0
between the numerical (I2 density contour and velocity streamlines) and
experimental (PLIIF image) results.

6.4 Summary

This chapter presented qualitative and quantitative comparisons between the nu-

merical results obtained using the CFD code LeMANS and available experimental

data for hypersonic flow around Mars-entry capsules with propulsive decelerator and

reaction control system thrusters. These comparisons served to assess the physical

accuracy of the computational method in predicting the complex fluid interactions
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generated by PD and RCS jets. The comparisons indicated overall good qualita-

tive agreement in the bow shock profile around the aeroshell with PD and RCS jets

between the numerical results calculated by LeMANS and flowfield visualizations ob-

tained at the University of Virginia using the planar laser-induced iodine fluorescence

technique. The qualitative comparisons, however, showed some disagreement between

the two methods in the portion of the bow shock away from the aeroshell centerline,

particularly for the flow around the aeroshell with supersonic central and peripheral

PD jets at high thrust conditions and the relatively larger aeroshell (20 mm diameter)

with and without RCS jets. These differences are believed to be caused by the inaccu-

racy of the Ashkenas and Sherman relations in LeMANS for large streamline angles,

and the influence of the triple-point on the bow shock profile in the experimental

facility.

Quantitative comparisons were also carried out between the numerical results and

available experimental data. The bow shock standoff distance calculated by LeMANS

for central and peripheral PD jets was in overall close agreement with experimental

measurements derived from PLIIF visualizations. The maximum difference in the

shock standoff distance between the numerical and experimental results was less than

5% for the central PD jets and less than 17% for the peripheral PD jets. Quantita-

tive comparisons of the jet I2 mole fraction between LeMANS and PLIIF for sonic

peripheral PD jets at CT = 1.5 also indicated good agreement between the two meth-

ods. However, the numerical results showed a more diffused PD jet plume around

the aeroshell shoulder and in the wake compared to the experimental measurements.

These differences may be caused by several factors, including the effects of continuum

breakdown on the CFD solutions. Finally, quantitative comparisons of the aerody-

namic drag and axial force coefficients for supersonic central PD jets between the

numerical results and experimental measurements showed remarkably good agree-

ment between the two sets of results for a range of thrust conditions even though the
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experimental study focused on Mach 3.0 jets exhausting in a Mach 6.0 freestream.

This agreement demonstrated hypersonic Mach number independence and suggests

that the numerical results may be applicable even at lower freestream Mach numbers.
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CHAPTER VII

Conclusion

This chapter provides a summary of the results presented in this dissertation.

The chapter also provides a list of the original contributions made to the field, and

concludes with several recommendations for future research directions.

7.1 Summary

Chapter I described the challenges of performing atmospheric entry, descent, and

landing on Mars, and highlighted the limitations of the current EDL technology.

The chapter showed how the six successful US robotic exploration missions to Mars

have relied heavily on the heritage, Viking-era technology from the 1960s and 1970s

to perform Mars EDL. All of these missions have had comparable landing masses

of under 1.0 ton and relatively large landing ellipses on the order of 10s of kilome-

ters. However, the chapter described how current plans for future sample-return and

human-exploration missions to Mars call for landing masses of 40-80 tons and landing

accuracy of within 10s of meters. The chapter also described how these requirements

are beyond the capabilities of the current Viking-era EDL technologies, and presented

some alternative technologies that are currently being investigated for these future

missions. Two such alternatives are propulsive decelerator (PD) and reaction control

system (RCS) thrusters, which are currently being considered as enabling technologies
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for achieving pinpoint landing of high-mass Mars missions. The chapter cited several

references that have mainly focused on examining the effects of propulsive deceler-

ator jets exhausting into a supersonic freestream, and established the need to also

investigate the fluid interactions induced by propulsive deceleration in a hypersonic

freestream. The chapter also provided several references that promote the continued

development of reaction control systems for Mars EDL.

Chapter II provided details on the technical approach used in this study. The

chapter described the experimental hypersonic wind tunnel facility and the planar

laser-induced iodine fluorescence (PLIIF) technique employed at the University of

Virginia to obtain experimental results that are used to assess the physical accu-

racy of the computational method. The chapter also described the computational

fluid dynamics code, LeMANS, used in this study to investigate the fluid interac-

tions induced by PD and RCS jets in a hypersonic freestream. The chapter provided

an overview of the governing equations solved by LeMANS and the relevant physical

models used in the code. The chapter then outlined the implementation of the Ashke-

nas and Sherman relations in LeMANS as freestream boundary conditions in order

to simulate the freejet conditions in the experimental facility. The Ashkenas and

Sherman relations were shown to significantly reduce the computational complexity

and runtime of the numerical simulations. The chapter finally presented the effects

of the Ashkenas and Sherman relations on the flowfield, surface, and aerodynamic

properties of a Mars-entry aeroshell compared to corresponding constant freestream

conditions. The results showed that the Ashkenas and Sherman relations decreased

the bow shock standoff distance near the stagnation point and broadened the shock

profile around the aeroshell. The results also showed that the Ashkenas and Sherman

relations decreased the overall pressure distribution along the aeroshell forebody, and

consequently, decreased the drag coefficient of the aeroshell.

Chapter III presented a numerical investigation of the fluid interactions induced
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by central PD jets on a Mars-entry aeroshell in a hypersonic freestream. The chapter

first outlined details about the aeroshell geometry and central PD jet conditions used

in the study. The chapter then described the fluid interactions induced by a sonic

central PD jet. The results showed that the PD jet altered the structure of the

flowfield upstream of the aeroshell. The results also showed that the aerodynamic

drag on the aeroshell decreased with increasing thrust from the central PD jet, and

asymptotically reached a constant value of 7% of the no-jet case. This decrease in

the aerodynamic drag was shown to be caused by a shielding effect of the central PD

jet that prevented mass and momentum in the freestream from reaching the surface

of the aeroshell. The axial force acting on the aeroshell was also shown to initially

decrease with PD thrust, and only exceeded the drag force for the no-jet case at

relatively high thrust conditions. Finally, the chapter showed that the Mach number

of the central PD jet did not have a significant effect on the deceleration performance

of the aeroshell. However, the supersonic central PD jet may provide propellant mass

savings compared to the sonic jet since it utilized a lower mass flow rate.

A numerical study of the fluid interactions produced by peripheral PD jets on a

Mars-entry aeroshell in a hypersonic freestream was described in Chapter IV. The

chapter began by providing details on the aeroshell geometry and peripheral PD jet

conditions used in this study. Next, the chapter presented the numerical results in

two sections. The numerical results in the first section showed that the peripheral

PD jet changed the bow shock profile around the aeroshell to a saddle shape by

pushing the portion of the shock near the jet plume upstream. The peripheral PD

jet also decreased the drag force by obstructing the flow around the aeroshell and

creating low surface pressure regions similar to wake flows downstream of the jet

plume. However, the total axial force on the aeroshell was shown to be proportional to

the thrust from the peripheral PD jet. The results also showed that the Mach number

of the peripheral PD jets had small effects on the aerodynamic properties of the
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aeroshell. In the second section, the numerical results indicated that the peripheral

PD configuration provided between 3 and 7 times more drag than the central PD

configuration depending on the thrust conditions. This was shown to be caused by

the ability of the peripheral PD configuration to preserve some of the relatively high

surface pressure associated with the no-jet case, particularly near the aeroshell nose

and between adjacent PD jets. Finally, the chapter provided a discussion on the

deceleration performance of peripheral and central PD configurations. The results

showed that, unlike the central configuration, the deceleration performance of the

peripheral PD configuration remained high and roughly constant over a range of

thrust conditions for both sonic and supersonic jets.

Chapter V presented a numerical investigation of the fluid interactions induced

by reaction control system jets on a Mars-entry aeroshell in a hypersonic freestream.

The chapter first described the geometry of the aeroshell and the conditions of the

reaction control system. The RCS jet was directed both parallel and transverse to the

freestream flow in order to understand the effects of the jet orientation on the aeroshell

properties. The chapter then presented the numerical results in four sections. The

first section described the flow around the baseline configuration without the RCS jet

at an angle-of-attack of 20◦. The second and third sections of the chapter examined

the effects of the parallel and transverse jet on the properties of the aeroshell. The

numerical results showed that both the parallel and transverse jets obstructed the path

of the flow from the freestream around the aeroshell aftbody, and altered the flowfield

structure in the wake. The results also showed that both RCS jet configurations

increased the overall pressure along the aftbody, particularly at high thrust conditions,

which also affected the aerodynamic properties of the aeroshell. In the last section

of the chapter, the control effectiveness of the parallel RCS jet was found to be

comparable to an ideal performance, while relatively large aerodynamic interference

caused a control deficit for the transverse RCS jet.
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Chapter VI outlined comparisons between the numerical results for propulsive

deceleration and reaction control systems and experimental data obtained from both

previous and on-going work. These comparisons served to assess the physical accuracy

of the computational method in capturing the complex fluid interactions produced

by PD and RCS jets. Qualitative comparisons between the numerical results and

flowfield visualizations obtained at the University of Virginia using PLIIF indicated

overall good agreement in the bow shock profile around the aeroshell with PD and

RCS jets. These comparisons, however, also showed some disagreement between the

two methods in the portion of the bow shock away from the aeroshell centerline that

might be caused by the inaccuracy of the Ashkenas and Sherman relations for large

streamline angles, and the influence of the triple-point in the experimental facility

on the bow shock. The chapter also presented quantitative comparisons between

the numerical results and experimental measurements. Comparisons of bow shock

standoff distance for central and peripheral PD jets showed overall good agreement

between the numerical and experimental results. Comparisons of the jet I2 mole

fraction for the sonic peripheral PD jet at CT = 1.5 also indicated overall good

agreement between the two methods, with some differences possibly caused by the

effects of continuum breakdown on the CFD solution. Finally, comparisons of the

aerodynamic properties for supersonic central PD jets between the numerical results

and experimental measurements for a Mach 6.0 freestream were remarkably good,

which demonstrated hypersonic Mach number independence and suggested that the

numerical results may be applicable even at lower freestream Mach numbers.

7.2 Contributions

The work presented in this dissertation advances the maturity levels of propulsive

deceleration and reaction control systems as enabling technologies for pinpoint land-

ing of future, high mass Mars missions. This work identified the effects of the fluid
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interactions produced by propulsive deceleration and reaction control on the proper-

ties of Mars-entry aeroshells in hypersonic freestream conditions, and made several

contributions to the continued development of these technologies. These contribu-

tions are provided in Refs. [89, 90, 91, 92, 56, 57, 93, 63, 87] and are summarized in

this section.

1. Central propulsive deceleration can produce a shielding effect that prevents mass

and momentum in the freestream from reaching the surface of the aeroshell.

This shielding effect represents the main mechanism for the virtual elimination

of the drag force acting on the aeroshell. The obstruction caused by the central

PD jet creates a low pressure region near the aeroshell forebody. As the thrust

from the central PD increases, the strength of this shielding effect also increases,

which expands the size of the low pressure region and decreases the drag force

acting on the aeroshell. As the thrust of the PD continues to increase, the flow

around the aeroshell approaches a jet-only, no freestream configuration which

causes the drag coefficient to asymptotically reach a constant small value. The

decrease in the drag force also causes the total axial force acting on the aeroshell

to initially decrease and then to increase mainly due to the contribution from

the PD thrust. The trend in the axial force indicates that central propulsive

deceleration may only be beneficial at relatively high thrust conditions.

2. Peripheral propulsive deceleration obstructs the flow around the aeroshell and

generates wake-like regions downstream of the jet plumes, which are character-

ized by low surface pressures. As the thrust from the peripheral decelerators

increases, the jet plumes obstruct more flow around the aeroshell which expands

the size of the low surface pressure regions downstream of the PD nozzles. This

represents the main reason for the decrease in the drag force acting on the

aeroshell. However, unlike the central configuration, the peripheral PD jets can

preserve some of the high forebody surface pressures associated with the no-jet
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case, particularly near the aeroshell nose and between adjacent PD jets, which

significantly reduces the elimination of the drag force. This drag preservation

causes the total axial force acting on the aeroshell to increase with PD thrust,

and the deceleration performance of the peripheral configuration to remain high

and relatively constant over a range of thrust conditions.

3. The PD nozzle-exit Mach number may not have a significant effect on the

performance of central and peripheral propulsive deceleration. For conditions

similar to those investigated in this dissertation, the differences in the total

axial force acting on the aeroshell for sonic and supersonic PD jets are small for

both the central and peripheral configuration. Supersonic jets, however, require

less mass flow rate than sonic jets, which can provide potential propellant mass

savings for future Mars missions.

4. The comparisons between the numerical results and experimental data for cen-

tral propulsive deceleration revealed hypersonic Mach number independence

with respect to the aerodynamic properties of the aeroshell. This independence

is significant for two reasons. The first reason is that the Mach independence

indicates that the results presented in this dissertation for central propulsive

deceleration may also be applicable for lower hypersonic freestream Mach num-

bers. The second reason is that the deceleration performance of a Mars-entry

aeroshell with central propulsive deceleration may remain constant over a range

of freestream Mach numbers during the hypersonic phase of Mars EDL.

5. The orientation of the thruster with respect to the aeroshell center of gravity

can have a significant effect on the control effectiveness of the reaction control

system. The orientation of the RCS jet has a direct impact on the moment

generated by the thrust force from the jet, and can induce fluid interactions

that produce interference moments. This aerodynamic interference can reduce
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the control effectiveness of the RCS since a portion of the moment produced by

the thrust from the jet is used to counteract the interference moment. There-

fore, the performance of the reaction control system can be made close to an

ideal performance by maximizing the moment induced by the thrust force and

minimizing the moment produced by the aerodynamic interference. This can be

achieved by selecting an orientation of the RCS jet that produces large moment

arms for which all of the components of the thrust force contribute to moments

along the same direction. The performance of the RCS can be also improved by

either minimizing the fluid interactions induced by the jet, or by designing the

layout of the RCS such that the fluid interactions produce counteracting effects

that result in a small net interference.

7.3 Future Work

This dissertation work identified several important fluid interactions produced by

propulsive deceleration and reaction control system jets, and their effects on the prop-

erties of Mars-entry aeroshells. The physical accuracy of the computational method

was assessed by qualitative and quantitative comparisons with available experimental

data. These comparisons have shown that continuum breakdown may have an ef-

fect on the CFD results, which can be evaluated using a hybrid CFD-DSMC method.

More experimental work is also needed that can provide further quantitative measure-

ments for the continued assessment of the numerical method. The analysis presented

in this dissertation can be extended to examine the effects of PD and RCS jets on

the heat transfer to the aeroshell. The simulation of these complex flows in LeMANS

can benefit from automatic mesh adaptation techniques that can significantly reduce

the time spent on generating appropriate grids. Additionally, key performance pa-

rameters of propulsive deceleration and reaction control systems for future high-mass

Mars missions can be estimated using system-level studies in order to raise the readi-
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ness levels of these technologies. These parameters can then be used in simulations

of representative conditions that may be encountered during atmospheric entry of a

high-mass Mars capsule with PD and RCS jets.

Effects of Continuum Breakdown

The numerical results presented in this dissertation have indicated possible con-

tinuum breakdown in some regions of the flow around the capsule. A previous study

showed that the effects of these breakdown regions were not significant with respect

to the deceleration performance calculated by LeMANS for the central PD jets [87].

The analysis can be extended to peripheral propulsive deceleration and reaction con-

trols systems to identify and quantify the effects of continuum breakdown on the

numerical results calculated by LeMANS. This can be achieved by using a hybrid

particle-continuum technique, which utilizes the CFD method in the continuum re-

gions of the flow and the DSMC method in the rarefied regions.

Further Comparisons with Experimental Data

The experimental results described in Chapter VI provide valuable data that has

been used to assess the physical accuracy of LeMANS. However, there is still a need

for more quantitative experimental measurements of the effects of propulsive deceler-

ation and reaction control systems to provide validation data for current CFD results.

This need is currently being addressed by on-going work at the University of Virginia

[56, 57, 63], which will provide flowfield measurements of several fluid properties, such

as density, temperature, and velocity, using the planar-laser induced iodine fluores-

cence technique for flows around Mars-entry aeroshells with propulsive deceleration

and reaction control systems. Quantitative comparisons with these experimental

measurements will be crucial in the continued assessment of the numerical method in

capturing the effects of PD and RCS jets on the properties of Mars-entry aeroshells.
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Effects of PD and RCS Jets on the Heat Transfer to the Vehicle

A major focus of this dissertation has been to examine the effects of propulsive

deceleration and reaction control systems on the aerodynamic characteristics of Mars-

entry capsules. The freestream conditions that have been used in this work are

based on wind tunnel conditions at the University of Virginia that can replicate the

high Mach numbers achieved during atmospheric entry. However, the freestream

enthalpy levels achieved in the experimental facility and simulated in this work are

approximately two orders of magnitude smaller than the enthalpy levels experienced

during Mars entry. As a result, the heat transfer from the flow around the aeroshell

to the capsule walls experienced in this work is significantly smaller than what is

typically encountered during flight. However, propulsive deceleration and reaction

control systems may have important effects on the heat transfer to the aeroshell, which

may increase the temperature on the surface beyond acceptable limits. Therefore,

these effects can be examined by matching the enthalpy in the freestream for the

numerical simulations to levels similar to those experience in flight.

Implementation of Automatic Mesh Adaptation Techniques in LeMANS

Manual grid generation for flows around a Mars-entry capsule with PD and RCS

jets can be difficult and very time-consuming due to the complexity of the flowfield.

Uniform mesh refinement may also be inefficient since it can increase the grid resolu-

tion in regions of the flow that have small effects on the overall CFD solution. There-

fore, automatic grid adaptation techniques present an attractive option to efficiently

and accurately capture the flow features and interactions produced by propulsive de-

celeration and reaction control systems. These techniques can be divided into two

main categories. Feature-based automatic grid adaptation techniques typically target

local errors in the CFD solution due to gradients of a specific flow variable. Output-

based grid adaptation methods refine the mesh based on error indicators that use the
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adjoint solution of an output functional, such as lift or drag coefficient, to account

for the effects of local errors as well as their transport throughout the computational

domain to improve the calculation of that output functional [94]. The implementa-

tion of automatic grid adaptation techniques in LeMANS can significantly reduce the

time spent on grid generation for these types of complex flows.

System-Level Studies

System-level studies can identify and estimate the requirements for the perfor-

mance of propulsive deceleration and reaction control systems for future, high mass,

Mars missions. These requirements include estimating the thrust force that the

propulsive decelerator or the moment that the RCS must provide to decelerate or

control a capsule with a certain mass under specific trajectory constraints. Such

system studies can also identify key performance parameters, which are defined as

capabilities that are considered most essential for successful mission accomplishment

[95], to track the maturity of propulsive deceleration and reaction control systems.

Reference [27] provides a preliminary list of key performance parameters for propul-

sive deceleration, which include the PD engine thrust to weight ratio and the ability

of the PD thruster to start in the expected environments. These studies are an im-

portant aspect of maturing and raising the technology readiness levels of propulsive

deceleration and reaction control systems.

Mars Entry Simulations

Once key performance requirements have been identified from system-level stud-

ies, numerical investigations of representative high-mass Mars entry systems with PD

and RCS thrusters can be performed to evaluate the fluid interactions induced by

these jets during Mars atmospheric entry. The freestream conditions in these simula-

tions can be determined from EDL trajectory studies, and should account for the CO2
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atmosphere that will be encountered during Martian entry, and reacting gas mixtures

for the PD and RCS thrusters. Such numerical simulations, however, can be very

complex because they need to include the effects of several other fluid phenomena,

such as turbulence and chemical reactions. The conditions simulated in this disserta-

tion represent flows in which viscous effects are important due to the relatively low

densities and small length scales (i.e. small Reynolds numbers). These viscous effects

can stabilize some flowfield features, such as the PD jet shock, which causes the flow

to be overall steady. However, as the size of the entry-vehicle increases, the flow

around the capsule with PD and RCS jets may become unsteady. As a result, fu-

ture numerical simulations of Mars-entry vehicles with PD and RCS jets may require

time-accurate solutions to capture the unsteady features of the flow, as well as the

effects of PD and RCS engine-startup. Therefore, significant CFD code development,

along with experimental testing, may be required to accurately simulate the fluid

interactions induced by propulsive deceleration and reaction control systems during

Mars atmospheric entry.
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APPENDIX A

Species Data

Blottner Curve Fit Constants

Table A.1 presents the constants used in Equation 2.11 to determine the coeffi-

cients of viscosity for molecular nitrogen [66] and molecular iodine [96].

Table A.1: Blottner constants for molecular nitrogen and iodine.

A B C

N2 0.027 0.318 -11.32
I2 -0.087 2.089 -17.99

Rotational Relaxation Coefficients

Table A.2 lists the coefficients used in the rotational relaxation model to calculate

the rotational collision number, Zr,s, given in Equation 2.5 and the mean collision

rate, νs, given in Equation 2.6 for molecular nitrogen [69] and iodine [97].
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Table A.2: Rotational relaxation coefficients for molecular nitrogen and iodine.

Z∞r T ∗, K Tref , K ω dref , m

N2 18.1 91.5 273 0.740 4.17× 10−10

I2 50.0 557 273 0.945 8.80× 10−10
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APPENDIX B

Manual Grid Adaptation Process

This appendix describes the process to manually adapt the computational grid

to simulate hypersonic flow over Mars-entry aeroshells with propulsive deceleration

(PD) and reaction control system (RCS) thrusters. This process is required to ac-

curately capture the fluid interactions induced by these jets, as well as their effects

on the properties of the aeroshell using the computational fluid dynamics (CFD)

code LeMANS. Systematic grid convergence studies (i.e. mesh refinement until the

solution becomes independent of the computational grid) are conducted for the simu-

lations of the aeroshell without PD or RCS thrusters. However, such studies are very

difficult and time consuming for the simulations of the aeroshell with PD and RCS

jets due to the complexity of these flows. Therefore, the process described in this

appendix provides an appropriate approach for manually generating suitable grids

for such complex flows. Although this appendix mainly focuses on the sonic central

PD jets, a similar process is used to generate the grids for all of the PD and RCS jet

simulations investigated.

The grid adaptation process begins by generating a relatively coarse mesh with

a large computational domain in order to adequately capture all of the flowfield

features (e.g. the bow shock). Figure B.1 presents the preliminary grid for the sonic
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central PD jets. This grid contains approximately 88,000 cells with clustering near

the aeroshell surface in order to capture the sharp gradients in the boundary layer.

The grid also uses quadrilateral elements because the numerical solution is sensitive to

the alignment of the cells with the bow shock that develops around the aeroshell [66].

The grid contains 300 cells along the axial direction (i.e. along the z/Dmodel axis) and

approximately 100 cells along the aeroshell forebody (i.e. along the radial direction,

r/Dmodel). This corresponds to a resolution of 190 and 200 cells per aeroshell diameter

in the forebody region along the axial and radial directions, respectively.

(a) Overview (b) Forebody details

Figure B.1: Computational grid used to obtain preliminary numerical solutions for
sonic central PD jets.

The grid presented in Figure B.1 is used to obtain the preliminary solutions for the

sonic central PD jets at all of the thrust coefficients investigated in this work. These

solutions are then used to manually adapt the upstream boundary of the computa-

tional domain and add grid points near flow features, such as the PD jet shock. The

upstream boundary is aligned with the bow shock that develops around the aeroshell
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based on the variation of the gradient-length local Knudsen number (KnGLL), as

shown in Figure B.2 for the sonic central PD jet at CT = 0.5. The local Knudsen

number is used because it provides a more conservative estimate of the bow shock

profile since it is based on the density, temperature, and velocity distributions in the

flowfield. The upstream boundary can be extracted from the preliminary solution as

shown by the dashed line in Figure B.2.

Figure B.2: Preliminary numerical solution (KnGLL contours) for sonic central PD
jets at CT = 0.5.

Figure B.3 presents the adapted computational grid for the sonic central PD jet

at CT = 0.5. Even though the grid contains approximately 86,000 cells, the mesh

resolution for the adapted grid is higher than the resolution for the preliminary grid

due to the smaller computational domain. For instance, the resolution for the adapted

grid is approximately 500 and 300 cells per aeroshell diameter in the forebody region

along the axial and radial directions, respectively. Figure B.4 presents comparisons of
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Mach number contours and surface pressure and skin friction coefficients between the

preliminary solution and the adapted grid for the sonice central PD jet at CT = 0.5.

The figure shows overall good agreement between the two solutions, even though the

resolutions for the two grids are different.

(a) Overview (b) Forebody details

Figure B.3: Adapted computational grid for the sonic central PD jet at CT = 0.5.

This grid adaptation process is repeated for sonic and supersonic central and pe-

ripheral PD jets, as well as for the RCS jets at all of the thrust coefficients investigated

in this work. For the central PD configuration, the size for the adapted grids increases

from 84,000 cells for CT = 0.5 to 110,000 cells for CT = 2.5 for both sonic and super-

sonic jets in order to maintain a roughly constant mesh resolution. The difference in

the drag and total axial force coefficients between the solutions for the preliminary

and adapted grids is less than 14% and 0.6%, respectively, for the central configura-

tion (both sonic and supersonic jets). For the peripheral PD configuration, the mesh

size for the preliminary grid is approximately 800,000 cells. The size for the adapted

grids varies from about 4.3 million cells for CT = 0.5 to approximately 5.3 million
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(a) Mach number (b) Surface properties

Figure B.4: Comparison of Mach number contours and surface properties between the
preliminary and adapted grids for the sonic central PD jet at CT = 0.5.

cells for CT = 2.5. The difference in the drag coefficient between the preliminary and

adapted grids increases with thrust coefficient from approximately 4% for CT = 0.5 to

about 25% for CT = 2.5. The difference in the total axial force coefficient, however,

does not exceed 6%. Similar to propulsive deceleration, the computational grids for

the simulations of the aeroshell with the RCS jet are also adapted using this process.

The preliminary and adapted grids for the RCS simulations contain approximately

4 million and 9 million cells, respectively. The difference in the aerodynamic forces

between the preliminary and adapted grids does not exceed 4%, and the difference in

the aerodynamic moment is less than 5%.
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