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[1] The influence of the reference time selection when conducting a superposed epoch
analysis is examined for intense geomagnetic storms at solar maximum. The events were
selected according to the minimum pressure-corrected Dst, Dst*, being less than —100 nT.
Solar wind data from ACE are used, along with near-Earth data from the magnetospheric
plasma analyzer (MPA) instruments on the Los Alamos National Laboratory—operated
geosynchronous spacecraft. Numerous choices for the zero epoch time are used, ranging
from the storm sudden commencement (SSC), the peak of the ring current enhancement
(minimum Dst* slope), to the time of the storm peak (minimum Ds¢* value). When
doing superposed epoch analysis (SEA), the choice of the time stamp can be very
important; for different choices, different storm characteristics are evident in the averaged
data. In the superposed ACE data we find that when using the SSC as a time reference, the
SSC-related jump in solar wind parameters is very well defined, but near the storm
peak, B, does not apparently follow the well-known criteria for intense storms (B, <
—10 nT for more than 3 h), even though this criterion is met by most of the individual
storms selected for this study. When the zero epoch time is chosen near the storm peak, the
jump in solar wind parameters is less distinct (and eventually lost), but the criterion for B,
is met. Regarding the MPA data, there are certain parameters that require the choice of a
specific epoch time in order to produce a systematic behavior in the SEA analysis and
others that are less sensitive to this choice of epoch time, since they appear to be less
distinct in their temporal and spatial location. For instance, the nightside and morningside
hot-ion density and temperature are main phase traits, and a zero epoch time near the peak

of the ring current enhancement is required to make these features distinct.
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1. Introduction

[2] Magnetic storms and their solar wind drivers have
been extensively investigated throughout the years. Because
of the great amount of data available in recent years, a large
variety of studies of these space weather events were
performed in order to relate solar wind features to the
corresponding geomagnetic responses [e.g., Gonzalez and
Tsurutani, 1987; Gonzalez et al., 1994; O’Brien and
McPherron, 2000; Huttunen and Koskinen, 2004; Zhang
et al., 2006a]. Plasma observations at geosynchronous orbit
are extremely advantageous for the study of storms and, in
particular, for studying ring current sources since at this

"Department of Atmospheric, Oceanic and Space Sciences, University
of Michigan, Ann Arbor, Michigan, USA.

?Los Alamos National Laboratory, Los Alamos, New Mexico, USA.

3Physics and Astronomy Department, Rice University, Houston, Texas,
USA.

Copyright 2008 by the American Geophysical Union.
0148-0227/08/2008JA013241

location the transition from plasma sheet to ring current is
observed to take place [Denton et al., 2005, 2006].

[3] The plasma sheet is the source of high-energy plasma
injected into the inner magnetosphere by strong magneto-
spheric convection during magnetic substorms and storms,
considered responsible for the ring current enhancement
during times of high geomagnetic activity. Plasma sheet
density has a direct influence on the strength of the ring
current [e.g., Thomsen et al., 1998; Kozyra et al., 1998].
During the main phase of the storm, the plasma sheet can
have access to geosynchronous orbit and to the inner
magnetosphere [Friedel et al., 2001; Denton et al., 2005].
Statistical studies of the plasma at geosynchronous orbit
showed that there is a correlation between plasma access
and the Kp index [Korth et al., 1999; Thomsen, 2004], and it
varies with local time and particle energy. Denton et al.
[2005] performed a superposed epoch analysis of storms in
order to correlate the storm phase with the temporal varia-
tion of plasma found at geosynchronous orbit and showed
that the solar cycle is one of the main controlling factors for
the plasma sheet density. Moreover, the ion composition is
found to be dependent on the solar cycle [Young et al.,
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1982] and plasma properties at geosynchronous orbit have
been shown to be well correlated with solar wind plasma
properties [Borovsky et al., 1998].

[4] The tool of superposed epoch analysis was previously
used to investigate these complex magnetospheric distur-
bances, by categorizing the events according to several
different characteristics. Zhang et al. [2006a, 2006b] and
Liemohn et al. [2008] examined the features of magnetic
storms relative to their intensity and time of occurrence
(intense versus moderate versus superstorms, solar maxi-
mum versus solar minimum). Distinguishing the events by
their solar wind drivers (e.g., CME versus CIR-driven
storms) is another way to categorize them [Pulkkinen et
al., 2007; Denton et al., 2006; Borovsky and Denton, 2006;
Huttunen et al., 2006, Zhang et al., 2007]. It has been
shown that corotating interaction regions (CIRs) and inter-
planetary coronal mass ejections (ICMEs) are the biggest
contributors to magnetic disturbances at Earth [Gosling et
al., 1991; Tsurutani and Gonzalez, 1997]. Feynman [1980]
found that CIRs predominately disturb Kp but not Dst,
unlike CMEs, which perturb both Kp and Dst. Denton et al.
[2006] showed that geosynchronous plasma responds dif-
ferently during CME-driven storms than during CIR events;
that is, during CME events, the plasma sheet density is one
of the parameters that is preferentially enhanced, while CIR-
driven storms produce an enhancement in the plasma sheet
temperature.

[5] Most of the time, for statistical studies, the natural
choice of the epoch time seems to be the peak storm
intensity [Zhang et al., 2006a, 2006b; Liemohn et al.,
2008; Denton et al., 2005, 2006]. Pulkkinen et al. [2007]
used the storm onset along with the minimum Dst as the
epoch time when studying the differences between distinct
drivers for magnetic storms, showing that the sheath storms
develop faster at the storm onset and the main phase is
shorter than in the case of cloud driven events. The storm
sudden commencement was used as the epoch time by
Elphic et al. [1996] as well, to look at the behavior of cold
ions at geosynchronous orbit.

[6] It has been acknowledged that in order to describe the
temporal variation of certain parameters, the choice of the
time stamp might be important, but so far, there has been no
systematic examination of the influence of this choice. In
this paper we investigate how the choice of epoch time
affects the average behavior of the storm time solar wind
and geosynchronous plasma when doing superposed epoch
analysis. For this study we selected seven distinct time
stamps somewhat evenly distributed throughout the dura-
tion of the storm main phase.

2. Methodology
2.1. Data Coverage

[7] Solar wind IMF and plasma in situ observations are
obtained from the ACE spacecraft in orbit around the L1
Lagrange point 1.5 million km upstream of the Earth. The
data set, obtained from the National Space Science Data
Center, consists of 4-min interplanetary magnetic field
(IMF) data (from the MAG instrument) and 64-s solar wind
plasma parameters (from the SWEPAM instrument). The
plasma data were then averaged to 4 min temporal resolu-
tion, taking any 64 s value whose start minute fell between
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the start minute of the IMF data and 4 min later. The
observations are converted from the GSE to GSM coordi-
nate system and time propagated from the satellite location
to (17Re, 0, 0), using the minimum variance analysis
technique [Weimer et al., 2003; Weimer, 2004]. Along with
the ACE data, the 1 h resolution Ds¢ index, provided by the
World Data Center at Kyoto University, is used to study the
geomagnetic responses to solar wind conditions.

[8] For the second half of this work, data are obtained
from the magnetospheric plasma analyzers (MPA) on seven
Los Alamos National Laboratory (LANL) geosynchronous
satellites, which provide good local time coverage for most
of the events. Each MPA instrument is a spherical sector
electrostatic analyzer capable of measuring three-dimensional
distributions of ions and electrons from ~1 eV to ~45 keV,
on time scales of ~86 s. A detailed description of the
instrument is given by Bame et al. [1993] and McComas
et al. [1993]. The present study extends the work of
Zhang et al. [2006a, 2006b]. The hot-ion fluxes ranging from
100 eV to 45 keV are used for the moments calculations, and
since the MPA measurements do not contain any composi-
tion information for the positively charged particles, the
calculation of the moments assumes that all ions are pro-
tons. For most conditions, this assumption is reasonable to
within a factor of ~2 since Young et al. [1982] showed that,
for energies below 17 keV at the geosynchronous orbit, 7./
ny 1s rarely greater than unity. However, during storm
times the contribution of O" is known to increase substan-
tially. In the case of np./ngy > 1 the plasma density would
be four times higher than would be calculated under the
assumption that np./ny. < 1 [Liemohn et al., 1999]. Also,
because of the fact that MPA measures energy per charge,
the temperature measurements are not biased by the all-
proton assumption. In the present paper we study the average
nature of three derived bulk hot-ion parameters: number
density (Npp), total temperature (7p = (1) + 27,)/3) and
entropy density (Syp = Trp/Nip', where the polytropic
index v = %). To ensure that the measurements are taken
in the plasma sheet, a limitation is set on the data such that
0.3cm > <Nyp<6cm > and Tup, > 2 keV, excluding any
measurements from the magnetosheath, low-latitude bound-
ary layer and magnetotail lobes [Korth et al., 1999]. The
superposed epoch analysis technique enables us to illustrate
the dependence of these plasma sheet parameters on local
time and epoch time.

2.2. Event Selection

[9] According to the monthly averages of sunspot numb-
ers, for this study we selected intense storms during the last
solar maximum, i.e., from July 1999 to June 2002 (see
Table 1). The pressure-corrected Dst index (Dst*) is used to
identify the intense storm, choosing events for which Dst*
< —100 nT. The motivation for using (Dst*) instead of the
Dst index in defining the storms is that the former contains
mainly the contribution of the ring current and other near-
Earth currents, while the magnetopause current input is
removed. To compute the Dst* we use the formula of
O’Brien and McPherron [2000]:

Dst* = Dst —7.26 - \/Pgn + 11.0 (1)
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Table 1. List of Events Used for This Study

Year Month Day Hour (UT) Minimum Ds#* (nT)
1999 Sep 22 2300 —178.45
1999 Oct 22 0700 —251.76
1999 Nov 13 2200 —104.01
2000 Jan 23 0300 —105.47
2000 Feb 12 1100 —141.49
2000 Apr 7 0000 —306.42
2000 May 24 0800 —147.73
2000 Aug 12 0900 —236.44
2000 Sep 17 2300 —215.12
2000 Oct 5 1300 —192.15
2000 Oct 14 1400 —105.15
2000 Oct 29 0200 —124.29
2000 Nov 6 2100 —168.38
2000 Nov 29 1300 —120.65
2001 Mar 20 1500 —147.82
2001 Mar 31 0800 —401.21
2001 Apr 11 2300 —278.33
2001 Apr 18 0600 —127.62
2001 Apr 22 1500 —103.20
2001 Aug 17 2100 —115.82
2001 Oct 1 0800 —149.97
2001 Oct 3 1400 —164.23
2001 Oct 21 2100 —202.63
2001 Oct 28 1100 —159.92
2001 Nov 1 1000 —102.28
2002 Mar 24 0900 —103.65
2002 Apr 20 0600 —156.91
2002 May 11 1900 —102.85
2002 May 23 1700 —116.35

where P, is the solar wind dynamic pressure in nPa. Out
of the 34 events that occurred during this period, only 29
were analyzed in this work; 5 storms were excluded because
of lack of solar wind data.

2.3. Data Analysis Technique

[10] Superposed epoch analysis (SEA) is a statistical
method that combines data from similar but distinct events
by defining a reference time (also called epoch time, time
stamp and time mark) within each event in order to be used
as a mark in the computation of means for each parameter
within the selected category. Time marks for each event are
chosen in such a way so that # = 0 (the so-called epoch time)
corresponds to some common feature in the superposed
data. In the present study we choose seven distinct time
references within the development of the storms, ranging
from the storm sudden commencement (SSC) to the peak
development of the storm (minimum Dsf). The SSC was
defined as the time corresponding to the maximum slope of
Dst closest to the SSC, except for the cases when there is no
obvious jump in solar wind pressure when the SSC time
mark was manually chosen to correspond with the south-
ward turning of the IMF B, component. The slope of the Dst
index was defined as:

1
Dst slope <tn + 5) = Dst(ty+1) — Dst(t,) (2)

such that the maximum value of the slope corresponds to an
increase in the index itself while the minimum value of the
slope coincides to the steepest decrease in Dst. We choose
the slope of the Dst index as opposed to the slope of Dst* to
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define our reference times mainly because Dst index
includes the effect of the dynamic pressure change at the
shock associated with SSC while the storm sudden
commencement is removed from the Dst* index. The peak
enhancement of the ring current was defined as the
minimum Dst¢ slope (corresponding to the maximum
negative slope). The minimum slope search was performed
from the location of the maximum slope to the location of
the minimum Ds¢ (except 4 events for which it was
manually chosen).

[11] Aside from the obvious choice of minimum Dst as a
reference time and the ones mentioned above, four addi-
tional marks were chosen: median,, median,, median; and
median, defined below:

1
median; = 3 (time of minimum Dst — time of minimum slope)

+ time of minimum slope (3)
. n—1
median, = 1
- (time of minimum slope — time of maximum slope)
+ time of maximum slope (4)
forn =2, 3, 4.

[12] To illustrate these choices, Figure 1 shows the
dynamic pressure (first panel), B, component of the inter-
planetary magnetic field (second panel), the Dst index
(black dotted line) along with the pressure corrected Dst*
(black continuous line) (third panel), and on the fourth panel
the computed slope of the Dst index for the 17 April 2001
event. This storm is a typical example of the data set we are
studying (but it has a short main phase), given that it shows
a clear jump in solar wind dynamic pressure, followed by a
southward turning of the IMF B_, and the maximum slope of
Dst corresponding to the storm sudden commencement.

[13] To be quantitative, we define the main phase as the
time interval between the storm sudden commencement
(maximum Dst slope) and the peak development of the
storm corresponding to the minimum Dst index. Within the
main phase we defined the early main phase as the time
period starting at the SSC and ending at the location where
the ring current has its maximum intensification (minimum
slope of Dst). The late main phase is defined as the period of
time that starts at the peak enhancement of the ring current
and ceases where the recovery phase starts (when the Dst
returns to its quiet time value).

[14] For this event, the main phase lasted for 5.5 h, the
early main phase and the late main phase having durations
of 3 and 2.5 h, respectively. The vertical dashed lines in
Figure 1 show all the epoch choices for our study. The plots
represent 12 h worth of data.

3. Results
3.1. Storm duration

[15] As an initial study for our work, we looked at the
average duration of the main phase of the storms. Statistical
analysis of these periods (Figure 2) of time yielded the
following results: the average main phase duration of a
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Figure 1. Event of 17 April 2001. The first panel plots the dynamic pressure (Pg,,), the second panel
plots the z component of the interplanetary magnetic field (B,), the third panel plots the pressure-corrected
Dst index (Dst*) (continuous line) along with Dst index (the dotted line), and the fourth panel plots the
slope of the Dst index. Vertical lines indicate the position of different epoch time choices: SSC, maximum
slope of Dst index (line 1); median, (line 2); medians (line 3); mediany (line 4); minimum slope of Dst¢
index (line 5); median, (line 6); and minimum Ds¢ (line 7). Symbols are added to show the slope and Dst¢

data points.

storm is 13.2 h with a median (the 50th percentile) of 11.5 h
while the average duration of the early main phase is 7.2 h
with a median of 7 h. Also the average duration of the late
main phase is 6 h with a median of 4 h.

[16] Three additional time stamps (equally spaced in
time), during the early main phase and of just one during
the late main phase were selected for our study. That is, for
an average length storm, the 7 reference times are equally
spaced about every 2 h throughout the main phase.

3.2. Solar Wind Data

[17] Superposed epoch means of selected parameters for
the 29 storms at solar maximum are presented in Figure 3.
Figures 3a and 3b show the superposed average values of
solar wind dynamic pressure (Pg,), Figures 3c and 3d
present the z component of the interplanetary magnetic field
(B.), and the Figures 3e and 3f show the pressure-corrected
Dst index (Dst*). The three differently colored lines corre-

spond to the results obtained using distinct time stamps: the
red line corresponds to maximum Dst slope, i.e., the SSC as
the epoch time; the blue line corresponds to the minimum
Dst slope; and the black line corresponds to minimum value
of the Dst index. Figures 3a, 3c, and 3e show the means
plotted against the time relative to the epoch time. The
vertical dashed line corresponds to the location of the time
stamp (zero epoch time). The plots show results for within
1.5 days before and after the epoch time. The horizontal
dashed lines in the B, and Dst* panels denote the 80%
occurrence level thresholds for intense storms (for intense
storms with a measured Dst less than or equal to —100 nT,
80% occur when the z component of the interplanetary
magnetic field is less or equal to —10 nT for a time interval
of more than 3 h) as defined by Gonzalez et al. [1994] and
Gonzalez and Tsurutani [1987]. When using maximum
slope as the epoch time (red curves), the SSC-related jump
in solar wind dynamic pressure is very well reproduced,
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Figure 2. Histogram of the storm phase durations: (top) late main phase, (middle) early main phase, and

(bottom) main phase.

with the pressure ramping up and jumping from about
2.25 nPa just before the 0 time to about 8.5 nPa just 1 h
after. Near the storm peak, however, B, for this choice of the
epoch time does not follow the well-known criterion for
intense storms (B, < —10 nT for more than 3 h), having
values not lower than —8 nT. Note that most of the
individual events used in this study were selected to follow
this criteria. The averaged Dst shows a slow drop, taking
about 12 h until it reaches the minimum value of approx-
imately —120 nT.

[18] When the time stamp is set at the storm peak (black
curves), the jump in solar wind dynamic pressure is less
distinct (and eventually lost) with the solar wind dynamic
pressure gradually increasing, but the standard criterion for
B, is met. The averaged minimum Dst for this case is less
than —165 nT and the Dst decreases rapidly prior to
minimum.

[19] For the situation when the minimum slope of Dst is
set as the time stamp (blue curves), the superposed means
show B. < —10 nT for more than 3 h, with a minimum
value similar to the previous case. The jump in dynamic

pressure is not sharp at all and we see that the superposed
ram pressure peaks at the moment when the intensification
of the ring current is maximum. This is due to the averaging
of a few storms that happened to have a high pressure a few
hours after the storm SSC. The Ds¢ index shows again a
sharp decrease, having a comparable slope as in the previ-
ous case, peaking at about —140 nT this time. Also, the B,
in both situations has similar traits, reaching almost the
same minimum value. We note that at the beginning of the
storm, the Ds¢ averaged relative to the peak of the storm
descends at a slightly slower pace than the one averaged at
the peak enhancement of the ring current, mainly because
the B, turns southward in a more gradual manner than in the
latter case when the gradient of B, is higher. Therefore, as
previously shown, the controlling factor in the rate of
change of Dst is the southward component of the IMF
[e.g., Burton et al, 1975]. In Figure 3e, the minimum
averaged Dst occurs at different epoch times for different
zero-epoch choices.

[20] Figures 3b, 3d, and 3f show the same mean values
shifted relative to the location of the means when averaged
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Figure 3. Superposed epoch means for 29 intense storms at solar maximum. (a and b) The superposed
averaged values for the dynamic pressure (£g,,), (c and d) the z component of the interplanetary magnetic
field (B.), and (e and f) the pressure corrected Dst index (Dst*) for three different choices of the time
stamp: red line, maximum Dst slope; blue line, minimum Ds? slope; and black line, minimum value of
Dst index. Figures 3a, 3¢, and 3e are plotted relative to the epoch time while Figures 3b, 3d, and 3f show
the same mean values shifted relative to the location of means when averaged at the Dst minimum.

at the Dst minimum. The time shift of the blue and red lines
relative to the black ones is 4 and 12 h, respectively. This is
in good agreement with our findings regarding the duration
of the main phase. Note that we only choose one zero-epoch
time in our superposed epoch analysis, therefore the means
are not normalized with respect to the duration of the
storms. Consequently, it is expected that the minimum
averaged Dst when superposing our data at the minimum
Dst slope (maximum Ds¢ slope) does not occur exactly 6
(13.2) h from the location of minimum averaged Dst when
superposing at the minimum Dst. This is due to the fact that
phase lengths of the individual storms are variable. Please
note that the closer to the storm peak the epoch time is
selected, the shorter the length of main phase gets with the
late main phase following the B, ramp of the storm. Thus,
by changing the epoch time in our analysis, not only the
average intensity of the set changes but also certain features
used to identify the events are no longer reproduced by the
superposed data. The Gonzalez et al. [1994] criterion to
produce an intense storm is met only if the superposition of
the data is done in the interval between the median, (which
is, on average, 6 h before the storm maximum and not
shown in Figure 3) and storm peak.

3.3. MPA Data

[21] Figure 4 presents the superposed epoch analysis of
geosynchronous plasma parameters for the 29 intense

storms for just three choices of the epoch time (maximum
Dst slope, minimum Ds¢ slope and minimum Dsf?). For each
choice of the epoch time, the hot-ion density (Nyp), tem-
perature (Typ) and entropy density (Syp = T/N*?) [Birn et
al., 2006] values, as a function of universal time versus
local time, are grouped into bins of 1 h temporal resolution
and averaged essentially in the same manner as described by
Zhang et al. [2006b]. The color scale is linear and showed
only in Figures 4i—4l (as in the work by Zhang et al.
[2006b]). Purple (black) bins correspond to values exceed-
ing the maximum (minimum) value on the color scale.
When the time stamp is set at the peak enhancement of
the ring current (minimum slope of Dst, Figures 4e—4h), the
density peaks around storm maximum and the entropy
density shows a minimum a few hours into the recovery
phase on the dayside. When the epoch time is chosen at the
beginning of the storm (maximum slope of Dst, Figures 4a—
4d), the density at the storm peak is not as high as for the
case when the time stamp is set at the peak of the storm
(minimum Dst, Figures 4i—41). An interesting feature is that
we see little to no variation in the temperature behavior for
all three situations, with a temperature intensification in the
afternoon sector in the early main phase of the storm and a
minimum at the peak of the storms. We conclude that the
late main phase of the storm has the highest concentration of
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[llustration of the motion of density peak during the development of the storm. The view is in

the equatorial plane of the Earth, looking down from over the North Pole. The green arrows show
the dawn to dusk convection electric fields, and the dashed arrows show the £ x B drift. The regions of
the field aligned currents (FAC) are denoted by the black sectors. The “® peak’ and “® well” refer to the
potential peak and well that form when plasma from the magnetotail moves toward the inner
magnetosphere. The labels median 1—4, MinSlope, and MinDst at various LTs show the location of the
peak when the averaging is done using these epoch times.

particles, when the ring current is at its peak, while the early
main phase is dominated by temperature enhancements.

[22] If no losses to the plasma occurred, then adiabatic
convection from the nightside to the dayside during a storm
would produce a density increase and a temperature in-
crease with the specific entropy density being constant. As
can be seen in Figures 4c, 4g, and 4k, before the storm and
during the early phase of the storm the entropy density
increases from midnight to noon. This is as expected for the
flow of the hot ions from the nightside to the dayside
through the hydrogen geocorona, where charge exchange
loss creates an ion distribution that is hotter and less dense
on the dayside. As can be seen in Figure 4c, during the
storm main phase the entropy density increase from the
nightside to the dayside is even larger, and the density
decrease from the nightside to the dayside is even larger.
This may be an indication of pitch-angle-scattering loss of
ions to the atmosphere in addition to charge exchange losses
during the storm main phase. During the recovery phase
(Figure 4k) the density, temperature, and entropy density
trends from the nightside to the dayside are not consistent
with adiabatic convection plus charge exchange. In partic-
ular, the entropy density is lower on the dayside than it is on
the nightside. Future work using computer simulation is
needed to determine what produces this entropy density
gradient.

[23] The entropy density increases from midnight to the
dayside, and the low entropy density in the morning region
is a feature seen in all three cases, but the transient, very low
entropy density, morning features are captured only when
the superposition is done close to the peak of the storm.

[24] To quantitatively investigate these results, Figure 5
presents line plots of the average hot-ion density (Nyp),
temperature (7Typ) and entropy density (Syp) for each of the
epoch times used in this study. These values were extracted
from Figure 4 at seven local times. Again, the mean values
for all parameters are shifted relative to the location of
means when averaged at the Dst minimum. In order to
reduce the statistical error in our bins, we have smoothed
the data for all the MPA line plots by performing running
averages with a window of 5 h. We see that at different local
times, the densities peak at different times during the storm,
i.e., at different epoch times, and therefore we observe a
motion of the particle peak density from the afternoon
sector toward the morningside as the storm progresses. This
progression might seem counterintuitive given the fact that
ions drift in the opposite direction. Liemohn and Brandt
[2005] provide a possible scenario to explain this motion
(Figure 6): When the hot plasma is moved into the inner
magnetosphere, the ion drift around the pressure peaks
alters the local flow of material. Subsequent injections
generate new vortices and the flow is diverted eastward.

Figure 5. Superposed epoch data from the MPA instruments showing epoch time profiles extracted from the results in
Figure 4. (a—g) The hot proton density (cm ), (h—n) the hot proton temperature (keV), and (o—u) the entropy density
(keV ecm?) for different choices of epoch time. Each row corresponds to a certain local time while the color lines represent
the distinct time marks: maximum slope of Dst (blue), median, (light blue), minimum slope of Dst (red), median, (yellow),
mediany (green), medians (purple), and minimum Dst index (black).
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This motion accounts for the spatially varying inflow of
fresh particles from the plasma sheet.

[25] The averaged temperature, seen in Figures Sh—>5n,
shows strong temporal variations only in the afternoon
sector, with the noon hot-ion temperature having the max-
imum value at the peak development of the storm while the
1500 LT and 1800 LT temperatures peak just before the
storm maximum. This dayside peak in temperature, seen
only with an epoch time early in the main phase of the
storm, is an observation of the loss of the prestorm hot ions
out of the inner magnetosphere as they are convected out
past geosynchronous orbit. In all the other local times, the
temperature is relatively constant. The peak otherwise is lost
when the averaging is done using a time stamp later in the
storm development. Therefore the flow of the preexisting
ring current is seen best with early epoch time choices.

[26] The superposed entropy density, seen in Figures 50—
Su, shows minimum values at the epoch time in the
afternoon and night sector. The noon and 1500 LT entropy
density shows some variation with the noon entropy density
peaking at the zero-epoch time. This is to be expected since
the entropy density is a derived parameter, therefore its
behavior is determined by that of density and temperature.

[27] Figure 7 shows a presentation similar to that of
Figure 5, except that each row corresponds to a different
zero epoch, and the colored curves correspond to different
local times. The 0600 LT density peaks at the peak of the
storm with a maximum value of 1.65 cm73, the 0300 LT
density peaks at median; with a maximum value of
1.49 cm ™, midnight density peaks somewhere around the
minimum Dst slope with a maximum value of 1.4 cm >, the
2100 LT peaks at median, with a maximum value of
1.64 cm >, the dusk density peaks close to the start of the
storm with a maximum value of 1.2 cm ™, while the dayside
local time densities peak sometime during the recovery
phase of the storm. The 1200 LT and 1500 LT densities
are the lowest, independent of the epoch time choice, while
the density at dawn shows the highest values. Also, inde-
pendent of the time stamp, the 0600 LT temperature has the
lowest values, while the 1800 LT and 1500 LT hot proton
temperatures have the highest values in all seven cases.
These findings are in good agreement with Denton et al.
[2005], who showed that the hot proton density is mostly
enhanced on the dawnside and duskside, while the temper-
ature on the dawnside is lower than the temperature on the
duskside.

[28] We notice a westward enhancement of the densities,
starting with high values at dawn and decreasing peak
densities westward through the nightside. This corresponds
to an enhancement of the proton density in the morning
sector. The nightside temperature (midnight, 2100 LT,
0300 LT, 0600 LT) shows little to no variation while the
dayside hot-ion temperature has maximum values during
the main phase of the storm, followed by a drop of about
20% of its value at the peak of the storm. Similarly to the
temperature, the entropy density has minimum and maxi-
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mum values on the dayside and almost no variation on the
nightside. The average drop in the entropy density is of
approximately 17%. This is in agreement with the findings
for density and temperature.

[20] In order to quantify the effects of choosing different
reference times when doing superposed epoch analysis, it is
useful to perform a statistical test on some of the moments
values from the different epoch time results. Figure 5 is
particularly useful for this, in which the averaged moments
from the different reference time choices are directly com-
pared. It can be seen that there are certain times and places
within the plots of Figure 5 when there is a large amount of
spread between the moments values. It is these places that
will be systematically considered to identify when the
reference time choice is important.

[30] Specifically we conducted significance tests for some
of the maximum and minimum values within Figure 5. For
the hot-ion density column, the maximum value within the
plot was compared against the minimum value at the same
epoch time. That is, a vertical line was drawn straight down
from the peak value within any one density panel, and the
peak value was compared against the minimum value along
that vertical line, from whichever other reference time result
is the lowest there. So, for example, for the hot-ion densities
at 1200 LT (Figure 5a), the peak value is from the curve for
the minimum Ds¢ reference time (black curve, ~1.35 cm™>
at ET = 0.4 days), which was compared with the
corresponding value from the minimum slope reference
time at ET = 0.4 days (red curve, ~0.95 cm>). For the
hot-ion temperature results in Figure 5, again the peak
temperature value was found and compared with the min-
imum temperature at the same epoch time, from whichever
reference time result is lowest at that place in the plot. For
the entropy density results, the procedure is reversed: the
minimum value of each plot was compared with the
maximum value at the same epoch time.

[31] Using these values, the Student ¢ test statistics and
significance were calculated for the hot-ion density, tem-
perature and entropy density means using all seven choices
of epoch times. ¢ test statistics 7 of two populations x = (xo,

X1, - ., Xy_1) With mean x and y = (yo, ¥1, - .., Yar—1) With
mean y is computed in the following way:
T= uint4 (5)
S e S )
\/ S v ' (ﬁjLﬁ)

i.e., the ratio of the means difference to the standard error
of differences. The series elements are all of the real data
that contributed to the average values for the two specific
points from Figure 5 that are being compared. For example,
for the hot-ion densities at 1200 LT (Figure 5a), the two
points being compared (from the red and blue curves at ET
= 0.4 days) contain 342 and 303 observations (which are
summation ranges N and M in equation (5)).

Figure 7. Superposed epoch data from the MPA instruments showing local time profiles extracted from the results in
Figure 4. (a—g) The hot proton density (cm ), (h—n) the hot proton temperature (keV), and (o—u) the entropy density
(keV cm™°) for different choices of epoch time. Each row corresponds to a certain epoch time while the color lines
represent the distinct local times: noon (blue), 1500 LT (light blue), 1800 LT (red), 2100 LT (yellow), midnight (green),

0300 LT (purple), and 0600 LT (black).
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Table 2. Significance Values for Hot-lon Density, Temperature,
and Entropy Density Correlations Between Data Points Contained
by the Maximum and Minimum Values at the Corresponding
Epoch Time®

LT Nmax Twmax SmiNn
1200 8.9 x 1071° 4.8 x 1073 3.8 x 107*
1500 5.0 x 1072 1.7 x 107" 2.6 x 107%
1800 1.9 x 1073 9.2 x 108 0.3

2100 0.1 4.2 x 1072 0.3

2400 1.4 x 1074 3.5 x 1072 1.4 x 1077
0300 7.2 x 10°¢ 0.5 1.9 x 107°
0600 3.8 x 1071 2.6 x 107° 0.7

“Boldface numbers indicate values below the 5% correlation limit.

[32] The significance of the ¢ test represents the proba-
bility that the two samples of populations have significantly
different means. The significance is a value in the interval
[0.0, 1.0], and a small value of less than 0.05 is indicative of
the fact that x and y have significantly different means,
while a value of 1.0 corresponds to 100% correlation
between the samples.

[33] The ¢ test statistics were calculated between the
points that make up the maximum value of each averaged
quantity and the points that account for the minimum value
at the same universal time. The results are shown in Table 2.
These statistics were calculated using the averaged quanti-
ties shown in Figure 5. Each of the numbers represents the
significance value for different populations. We note that
when superposing at maximum Dst slope, the peak in noon
density is not as sharp as when we superpose the data at
minimum Ds¢ slope. When the epoch time is chosen close to
the start of the storm (median,), we note a peak in the noon
temperature, a peak that is lost when the epoch time is set at
close to the maximum intensification of the storm, meaning
that the numbers that go into the peak value of temperature
are significantly different than the ones that go into the
averaging at the minimum Ds¢ at the same epoch time. For
the 2100 LT density and entropy density, 0600 LT entropy
density and 0300 LT temperature, the maximum and the
minimum values are not significantly different, meaning
that most likely, they come from the same populations. For
all the other local times, all parameters have significantly
different means. Therefore, the choice of the epoch time
matters primarily in accurately depicting the size of the peak
in all of the averaged quantities. Qualitatively, the presence
and shape of the peaks is unaltered by the time stamp used
in the analysis.

4. Discussion and Conclusions

[34] We have reported on the importance of epoch time
selection when doing statistical studies using the superposed
epoch analysis. We have performed the averaging of 29
solar maximum intense storms using both solar wind data
from ACE and geosynchronous observations by the MPA
instruments from LANL satellites. The results presented
above show clearly that certain parameters require a certain
epoch time in order to reproduce an accurate behavior, and
others are less sensitive to the epoch time choice when
doing superposed epoch analysis, since they exhibit less
spatial and temporal variation. The Gonzalez et al. [1994]

ILIE ET AL.: INFLUENCE OF EPOCH TIME SELECTION WHEN DOING SEA

A00A14

convention commonly used to illustrate intense storm be-
havior is met by superposed storm profiles, only if the
superposition of the data is done at the median, or later, i.c.,
no earlier than about 6 h before the storm peak for an
average length storm. In addition, when the zero epoch time
is set near the minimum Ds¢ index, the storm sudden
commencement features are lost.

[35] The average duration of the main phase is found to
be 13.2 h. This result is somewhat in agreement with
Pulkkinen et al. [2007], who found that the average duration
of sheath storms is of about 8 h while the main phase in the
case of cloud storms lasts for about 14 h. Note that in our
study we do not differentiate between the storm drivers and
we only study storms that occurred during the solar max-
imum. However, CME-driven storms occur with predilec-
tion during solar maximum [Richardson et al., 2001], so our
data set is probably dominated by such storms, thus our
claim that our result for the main phase duration is in
agreement with the findings of Pulkkinen et al. [2007] is
justified. Moreover, the ring current takes about 7.2 h on
average to reach maximum enhancement while the late
main phase lasts for approximately 6 h, in agreement with
her CME main phase duration findings of 14 h.

[36] We have investigated the characteristics and the
temporal evolution of geosynchronous plasma parameters
as a function of local and epoch time. Our results show an
eastward motion of the particle peak density with different
local time densities peaking at different moments during the
development of the storm. These findings lead us to
conclude that this motion describes the inflow of fresh
plasma sheet particles into the inner magnetosphere. Con-
versely, flow-out of the preexisting ring current is seen best
with early epoch times. Thus the noon temperature is one of
the bulk ion parameters that requires a time stamp closer to
the start of the storm in order to be resolved in the
averaging.

[37] Furthermore, our findings indicate that a distinct
epoch time is needed to accurately resolve certain solar
wind features; when looking at the hot protons at geosyn-
chronous orbit, the choice of the epoch time primarily
matters in accurately depicting the size of the peak in all
averaged quantities while the presence and shape of the
peaks is unaltered by the time stamp used in the analysis.
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