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Validation of SWMF magnetic field and plasma
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[1] The Space Weather Modeling Framework (SWMF), using the coupled BATSRUS model, the Rice
Convection Model, and an ionosphere electrodynamics solver, is used to simulate 10 space weather
events. The simulations are completed in near real time using a limited amount of computational
resources. Satellite‐specific magnetic field, plasma energy‐density spectra, and integrated particle
density and temperature are compared against in situ measurements to validate the coupled system.
Results are examined both qualitatively and quantitatively to assess model performance. The results
show that the system is adept at reproducing large‐scale magnetic field variations and predicts plasma
temperature and density at values near to the measured mean. Smaller‐scale features, such as
dipolarizations of the magnetic field at geosynchronous locations, are not reproduced well. Lack of cold
particle sources in the inner magnetosphere causes the particle results to suffer. This work is part of a
larger effort to thoroughly validate the SWMF.
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1. Introduction
[2] Numerical modeling of the near‐Earth space envi-

ronment has become a broad and important field. Models
range from empirical codes [Papitashvili and Rich, 2002;
Tsyganenko, 2002a, 2002b; Weimer, 1996] to large, first
principle based systems [Powell et al., 1999; Gombosi et al.,
2002; Raeder et al., 2001; Lyon et al., 2004]. These codes are
invaluable tools for learning more about the near‐Earth
environment. Because spaceweather conditions can impact
communications, ground based utilities, and even airlines
[Baker, 2000; Feynman and Gabriel, 2000; Horne, 2001; Pirjola
et al., 2005], numerical models of the space environment
are becoming as equally vital as operational forecast tools
as they are scientific tools.
[3] The University of Michigan’s Center for Space En-

vironment Modeling (CSEM) has recently developed the
Space Weather Modeling Framework (SWMF), a flexible
system that allows many models of the space environment
to be run concurrently and coupled together easily [Tóth et
al., 2005]. It accomplishes this by dividing the Sun to upper
atmosphere system into 11 physical components or
“modules.” Each module contains a numerical model
whose execution is controlled by the SWMF in order to
synchronize the entire system. Coupling between modules
through the SWMF is configured to simulate the interac-
tions between the different physical systems. The frame-
work has been used to perform complicated studies of

the Sun to Earth system that are easily performed by
several coupled models working together [Tóth et al.,
2007; Ridley, 2007].
[4] As models mature, it becomes increasingly neces-

sary to validate the results against measurements of
the environment being modeled. Thorough validation
expands the understanding of models and aids in the
interpreting of their results. It also allows code developers
to track the impact that changes in the code have on the
results. Validation is necessary for operational applica-
tions of numerical models, as users rely on the code’s
accuracy.
[5] This paper presents validation results of the SWMF,

using three components, against in situ magnetic field and
plasma measurements. The validation is performed over a
wide range of magnetospheric conditions, and the simu-
lations are run in the same manner as they would under
operational conditions. Performance of the SWMF to
predict these measurements is assessed both qualitatively
and quantitatively. These results will serve as a baseline to
compare to future validation as the SWMF’s capabilities
are expanded.
[6] To increase the operational relevance of this study,

the system’s capability to predict satellite crossings of the
magnetopause at geosynchronous orbit is investigated.
These events cause a rapid change in the near‐spacecraft
plasma environment and can trigger a spacecraft anomaly.
Prediction of such crossings would help fulfill the list of
user requirements listed in the European Space Agency’s
2001 survey [Horne, 2001].
[7] This work is the first intensive validation of magne-

tospheric magnetic field and plasma properties as pre-
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dicted by the SWMF when using the coupled models
described below. Each module has been validated indi-
vidually to varying degrees [Powell et al., 1999; Ridley et al.,
2001; Tóth et al., 2007], and limited data‐model compar-
isons of the system have been made in the past [Ridley et
al., 2002]. This study expands upon this previous work
and is part of a larger validation effort of the SWMF,
whose results are described by Yu and Ridley [2008] and
Wang et al. [2008].

2. Procedure
[8] Ten events, listed in Table 1, were selected for sim-

ulation. The events were selected to provide a broad range
of space weather conditions. Each event is simulated using
the Space Weather Modeling Framework (SWMF) with
three physical modules activated (details below). Satellite‐
specific magnetic field and particle data is extracted to
make one to one comparisons with several different sci-
entific satellites. To further demonstrate the operational
capabilities of the system, magnetopause crossings of
geosynchronous satellites are treated as binary events,
with contingency tables constructed to quantify predictive
performance of these events.

2.1. Model Description and Setup
2.1.1. SWMF
[9] In this study, the SWMF was configured to use three

components: Global Magnetosphere (GM), Inner Magne-
tosphere (IM), and Ionospheric Electrodynamics (IE). The
system is configured to achieve near real time run speeds
using 32 processors on NASA’s “Columbia” SGI Altix
machine. Simulation parameters are constant throughout
the study; inputs and parameters are not tailored to
individual events. Coupling of the components occurs
every 5 s of simulation time for GM‐IM and every 10 s for
GM‐IE and IM‐IE.
2.1.2. Global Magnetosphere
[10] The GM component simulates the magnetosphere,

from the bow shock to the distant tail. It is responsible for
processes such as the transfer of energy and mass from
the solar wind to the magnetosphere and magnetospheric

convection. It provides the IE module with the field
aligned current location and strength and the IM module
with magnetic field structure and plasma density and
temperature at the IM boundary [De Zeeuw et al., 2004].
[11] The GM component is modeled by the single fluid

version of the Block Adaptive Tree Solar wind Roe‐type
Upwind Scheme (BATSRUS) code. BATSRUS is detailed
by Powell et al. [1999] and De Zeeuw et al. [2000]. It solves
the three‐dimensional ideal magnetohydrodynamic
(MHD) equations for mass, momentum, and energy
density as well as magnetic field. It uses an adaptive
Cartesian grid in Geocentric Solar Magnetospheric (GSM)
coordinates. The inner boundary is a sphere of radius 2.5
Earth radii (RE); the outer boundary is 32RE in the upstream
direction, 224 RE downstream, and 128 RE in each other
direction. Observed upstream solar wind conditions (either
from the ACE or Wind spacecraft measurements) are
imposed as the upstream boundary conditions.
[12] The resolution in this study is coarser than what is

typically used for scientific studies in order to achieve near
real time simulation completion. Toward the inner
boundary, the resolution is the finest (1/4 RE). Cell size
increases to 1/2 RE at geosynchronous locations and to 1 RE
for the outer magnetosphere and plasma sheet region.
This grows, by factors of 2, to a maximum cell size of 8 RE.
[13] The BATSRUS model provides the magnetic field

values that are compared against in situ measurements.
To simplify the comparison, “virtual satellites” are flown
in BATSRUS. Satellite orbits are given to the code as part
of the input. Then, as the event is simulated, the MHD
solution is interpolated to the satellite’s position and
saved. In this way, one‐to‐one comparisons of measured
and predicted values can be made easily.
2.1.3. Inner Magnetosphere
[14] The inner magnetosphere domain is the region that

is characterized by closed magnetic field lines and parti-
cles of keV energies. To simulate this region, the Rice
Convection Model (RCM) [Harel et al., 1981; Sazykin, 2000;
Toffoletto et al., 2003] is used. This model treats the inner
magnetosphere plasma as an isotropic, slowly flowing
(V � Vthermal and V � VAlfven [Wolf, 1983]) fluid that is
electromagnetically drifting due to corotation and electro-
magnetic fields. The plasma is divided into many inde-
pendent populations of varying energy and species, whose
flux tube averaged characteristics are advected through
the magnetosphere. The IM component receives flux tube
volumes from the GM component and returns pressure
values to correct those calculated in GM [De Zeeuw et al.,
2004]. It receives the ionospheric electric potential from
the IE component. The density and temperature initial and
boundary values are computed from the GM solution.
[15] Because the IM component yields more complete

information about the inner magnetosphere particle dis-
tribution than the other components used, its solution is
used for the plasma density and temperature compar-
isons. Extraction of this information along a satellite orbit,
as done in BATSRUS, is more complicated because of

Table 1. List of Events Chosen for This Study With Start,
Duration, and a Short Description

Event Date
Start Time

(UT)
Duration

(h) Quick Description

9 December 1996 1800 30 high‐speed stream
4 May 1998 0200 12 strongly driven storm
15 July 2000 1400 12 Bastille Day event
31 March 2001 0200 12 CME‐driven storm
4 August 2001 1200 12 steady Bz IMF
31 August 2001 1200 12 pressure triggered substorm
17 April 2002 0800 24 sawtooth storm
29 October 2003 0200 28 first Halloween CME
20 November 2003 0400 20 strong storm
2 September 2004 1600 6 untriggered substorm
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RCM’s 2‐D ionospheric grid. To determine a satellite’s
position on this grid, the magnetic field line passing
through the satellite’s location is traced down to the
ionosphere. This tracing is performed by the BATSRUS
code (detailed in the work by De Zeeuw et al. [2004]), and
the ionospheric footprint of the satellite is passed to RCM
when the codes are coupled together. The RCM solution is
then interpolated to this position to provide satellite‐
specific particle distribution information.
2.1.4. Ionospheric Electrodynamics
[16] The IE component calculates height integrated

ionospheric quantities at an altitude of about 110 km. It
currently is handled by the ionosphere electrodynamics
solver described by Ridley and Liemohn [2002] and Ridley et
al. [2004]. This model receives field‐aligned currents from
the GM component and uses them to calculate particle
precipitation and conductance patterns. The conductance
and field‐aligned currents are used to calculate the electric
potential, which is in turn mapped back to the inner
boundary of the GM module. The ionospheric potential is
also used by the IM component as described above.

2.2. Data‐Model Comparisons
[17] Satellite specific data, extracted as described by the

GM and IM modules, is compared to several in situ
sources to assess model performance. Magnetic field
results are compared to fluxgate magnetometer mea-
surements aboard the Polar, Geotail, GOES 8 to GOES 12,
Wind, and Cluster satellites. Particle density and energy
results from the RCM model are converted to energy flux
and compared to measured spin‐averaged energy flux
values from the Magnetospheric Particle Analyzer (MPA)
instrument aboard the LANL geosynchronous spacecrafts.
The instrument and data are described by McComas et al.
[1993]. Quantitative assessments of plasma density and
temperature are made by comparing to density and
temperature moments of the MPA measured distribution
function for ∼100 eV to 40 keV (ions) and ∼30 eV to
40 keV (electrons) energy windows. RCM results are inte-
grated over equivalent energy ranges to ensure proper
comparisons.
[18] Two mathematical tools are used to quantify the

SWMF performance: normalized root mean squared error
(nRMSE) and correlation coefficient. Correlation coeffi-
cient is discussed further by Jolliffe and Stephenson [2003],
while nRMSE is also applied in the work by Ridley et al.
[2002], Yu and Ridley [2008], and Wang et al. [2008]. The
correlation coefficient ranges from −1 (data and model are
anticorrelated) to +1 (perfect correlation), with 0 indicatingFigure 1. Comparison between Geotail measured

(blue dashed lines) and SWMF forecasted (black solid
lines) magnetic field (nT) in three orthogonal compo-
nents in GSM coordinates. The satellite’s position
during the event is displayed in the top two plots, with
the star, diamond, and triangle symbols used on both
the orbit and magnetic field plots to help coordinate
the two.

Figure 2. Similar to Figure 1 but for the GOES 9 geo-
synchronous satellite.
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no correlation. nRMSE ranges from 0 (model is perfect
prediction of data) to ∞. A value of 1 indicates that the
predicted values are similar to predicting a constant value
of zero. The formulas for both metrics are presented in
equations (1) and (2), where x is the measured value, y is
the predicted value, and n is the number of data‐model
pairs used in the calculation.

Corr: Coeff : ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i
xiyi � nxy

� �2

Xn

i
x2i � nx

� � Xn
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� �

vuuuut ð1Þ

nRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
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ðxi � yiÞ2Xn

i
x2i

vuut ð2Þ

2.3. Magnetopause Crossings
[19] At geosynchronous orbit, magnetopause crossings

can be detected in both magnetic field and particle data. In
magnetic field data, a sudden change from magneto-
spheric field to solar wind field (typically, a sharp drop in
Bz in GSM coordinates) indicates a crossing [Rufenach et
al., 1989]. In MPA spectrograms, a sudden change in the
particle distribution is observed as the spacecraft moves
from the magnetosphere to the magnetosheath [McComas
et al., 1994]. In RCM data, a crossing appears as a period of
missing data because the spacecraft no longer resides in
the RCM domain (closed field lines.) All crossings cap-
tured in the model are due to BATSRUS results, as this
model provides the magnetic field configuration for RCM.
[20] Magnetopause crossings are treated as binary

events where a useful forecast would be an unqualified
statement that the event will or will not happen. A dis-
cussion on the handling of binary events can be found in

Figure 3. Results from the 31 August 2001 event, where an observed substorm is reproduced by
the coupled models. (top) The model (solid black) and data (blue dashed) comparison of the
X component of the magnetic field for a single Cluster satellite. The vertical red line marks
1700 UT. (middle and bottom) Shown are Y = 0 slices of the magnetotail taken from the simulation
results. Field lines are traced in black, the contours show pressure (nPa), and the red dot indicates
the location of the Cluster satellite used in the top plot. At 1700 UT, the plasma sheet is thin and
elongated before a plasmoid quickly forms and travels downtail. At 1710 UT (bottom plot), the
plasmoid has passed the Cluster constellation. This behavior is reflected in both the measured
and modeled data shown in the top plot.
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the work by Jolliffe and Stephenson [2003]. The ability of the
coupled system to predict these crossings is examined on
two time scales: whole event and hourly. For each time
increment, there are four possible outcomes: a “hit” (event
was predicted and occurred), a “miss” (event occurred but
was not predicted), a “false alarm” (event was predicted
but did not occur), and a “true negative” (event was nei-
ther predicted or occurred.) The results are tallied into
contingency Tables 4 and 5, and several basic metrics are
calculated: probability of detection (POD, hits divided by
number of observed crossings), false alarm rate (number
of false alarms divided by total number of non-
occurrences), and critical success index (CSI) (number of
hits divided by total number of occurrences plus false
alarms). CSI is especially suited for scoring predictions of
rare events because it neglects nonoccurrences. The
Heidke skill score (HSS), shown in equation (3), is also
used to measure performance. For this calculation, PC is
the proportion of correct forecasts to total number of
intervals while E is the proportion correct if the forecasts
and observations were truly independent and assuming
the same proportion of forecasts of occurrences to non-
occurrences. An HSS of 1 is a perfect score while an HSS

of zero indicates no improvement compared to a random
forecast.

HSS ¼ PC � E

1� E
ð3Þ

3. Analysis and Discussion
[21] Figure 1 displays the data‐model comparison for the

Geotail satellite during the 4 May 1998 event. The top plots
of Figure 1 show the satellite’s position during the event in
the X‐Y and X‐Z planes. The second, third, and fourth
plots of Figure 1 show the measured (blue dashed) and
forecast (black solid) magnetic field in three components.
During this event, the Geotail satellite is residing in the
dusk flank magnetosheath region. As demonstrated by the
data‐model comparison, BATSRUS does a good job at
folding the Interplanetary Magnetic Field (IMF) through

Figure 4. (top) The position of the LANL 97A geosyn-
chronous satellite in three planes (GSM coordinates).
Proton energy flux comparison for the 4 May 1998
event at the LANL 97A geosynchronous satellite, (mid-
dle) as simulated by the coupled codes and (bottom) as
measured by the LANL MPA instrument. The color bar
is in units of energy flux Log10 (eV cm−2 s−1 str−1 eV−1).

Figure 5. Solar wind drivers during the 4 May 1998
event as measured by the ACE spacecraft. Shown, from
top to bottom, are the X, Y, and Z components of the
IMF (nT); proton number density (1/cm3); and Earth-
ward flow velocity (km/s).
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the bow shock and around the magnetopause. Toward the
end of the event, the differences between the data and
the model are due to discrepancies in the location of the
magnetopause. With an extremely coarse grid at this
location, such a discrepancy is not surprising. This com-
parison is a typical example of outer magnetosphere
results.
[22] Similar to Figure 1, Figure 2 displays the data‐model

comparison for the GOES 9 geosynchronous satellite
during the 4 May 1998 event. Typical of all geosynchro-
nous magnetic field comparisons in this study, the large‐
scale features of the magnetic field are captured well.
However, the Z component is consistently over predicted,
while the X and Y components are consistently under
predicted. This demonstrates that the SWMF magnetic
field is less stretched than the measured field. Remedying
this issue requires a stronger ring current. Despite this
shortcoming, the metric scores are still favorable (as dis-
cussed in section 4).
[23] Two dipolarizations of the magnetic field, caused by

events such as substorms and sawteeth, are observed in
the Z component of the measured data at 0800 and 0900
universal time (UT). Small time and spatial features such
as these are nearly always missed, but do not hamper the

metrics significantly because of their brevity. Although the
geosynchronous results would imply that the coupled
codes are incapable of reproducing such events, this is not
the case. Figure 3 displays results from the 31 August 2001
event, where a plasmoid forms and releases both in the
modeled and observed magnetotail. Figure 3 (top) shows
the X component of the magnetic field as measured by a
single Cluster satellite (blue dashed line) and as predicted
by the SWMF (black line). The middle and bottom plots of
Figure 3 show Y = 0 slices of the magnetotail. Field lines
are traced in black; the contours show pressure. At 1700 UT
(Figure 3, middle), the plasma sheet is thin and elongated
before a plasmoid quickly forms and travels down tail. At
1710 (Figure 3, bottom), the plasmoid has passed the
cluster constellation. This behavior is reflected in both the
measured and modeled magnetic field in Figure 3 (top).
The differences between the two indicate a difference in
plasmoid size and location, but the timing of the event is
correct.
[24] While substorms such as the one observed in

Figure 3 form frequently in the model results, they are not
observed in the model results at geosynchronous orbit. An
explanation for this may be that the reconnection rate in
the tail is too fast, thus not allowing for enough energy to

Figure 6. A data‐model comparison similar to Figure 2
but for integrated proton temperature and density at
the LANL 97A satellite. The simulation result (black
line) was obtained by integrating the RCM result from
Figure 4 over the same energy window that is used to
generate the LANL MPA moment data (blue dashed
line). Typical of results throughout the study, RCM
plasma for this energy range is too warm and less
dense than the in situ measurement.

Figure 7. Same as Figure 5 but for the 4 August 2001
event.
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build up in the tail before the plasmoid is released. This
hypothesis requires further investigation, which, using the
events selected for this study, is hampered by limited data
coverage in the tail region.
[25] Examining magnetopause crossings may provide

further information about the above issues. Figure 4 dis-
plays the proton results from the LANL 97A satellite
during the 4 May 1998 event. The top plots of Figure 4
show the position of the satellite in three planes (GSM
coordinates). During the event, the satellite spent a sig-
nificant time on the dayside of the magnetosphere. Also
displayed is proton energy flux (Log10 (eV cm−2 s−1 str−1

eV−1)) as simulated by the coupled codes (Figure 4, mid-
dle) and as measured by the LANL MPA instrument
(Figure 4, bottom). Several distinct magnetopause cross-
ings are observed in the in situ measurement: a persistent
crossing from approximately 0300 to 0530 UT, followed by
three short, well‐pronounced crossings starting at 0545 UT.
The SWMF correctly predicts the first, prolonged crossing
as indicated by the drop out in the RCM results. The next
three, however, are not captured. During these periods, the
virtual satellite is so close to the RCM outer boundary that
the recorded distribution is boundary plasma provided by
BATSRUS, but the magnetopause is not crossed. Figure 5

displays the solar wind drivers for this event, originally
measured by the ACE spacecraft and time shifted from the
Lagrangian point to the upstream boundary of the GM
component. The IMF was strongly southward during the
first magnetopause crossing observed in Figure 4. This
crossing was clearly driven by magnetic erosion of the
dayside magnetosphere. The next three crossings corre-
spond to strong pressure pulses in the solarwind, as seen in
the number density in Figure 5 (fourth plot). The model’s
increased sensitivity to dayside reconnection over pressure
pulses as drivers for magnetopause crossings, a consistent
pattern in the results, supports the conclusion that the
reconnection rate in the code may be faster than the real
world rate.
[26] There are numerous other factors that affect the

magnetopause crossing results. Although the BATSRUS
model takes into account the tilt of the Earth’s intrinsic
dipole field, it neglects the offset from the center of the
Earth. This has the effect of artificially strengthening the
field on the American sector of the Earth and weakening it
on the opposite side. The low resolution used, chosen to
allow the simulations to finish quickly, also plays a role. At
1/2RE cell size, one grid point can be the difference between
well inside or outside of the magnetosphere. This is seen
in Figure 4, where the satellite is a single cell away from
being in the magnetosheath. Although these near misses
stand out qualitatively, they are counted as misses in

Figure 9. Similar to Figure 4 but for the LANL 1994‐
084 satellite during the 4 August 2001 event. The
modeled particle distribution is quickly accelerated to
resemble the measured distribution due to the south-
ward IMF imposed during the event.

Figure 8. Same as Figure 5 but for the 2 September
2004 event.
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the magnetopause crossing contingency Tables 4 and 5
discussed in section 4.
[27] Figure 4 exemplifies the model’s particle perfor-

mance during storm time conditions. Because the RCM is
initialized with single‐fluid MHD plasma, during the first
moments of the simulation, the simulated plasma distri-
bution at all locations is a Maxwellian determined from
the BATSRUS solution. Southward IMF imposes a con-
vection electric field capable of drawing in fresh plasma
from the tail boundary of the RCM, which is quickly
accelerated to keV energies and begins to circulate around
the Earth. This creates a more favorable data‐model
comparison of the warmer (keV energies) plasma, as is
observed starting at 0800 UT in Figure 4. Any southward
turning leads to a fresh injection of plasma from the tail

and a corresponding dispersion pattern in the RCM
results (e.g., 0800 UT, 0900 UT, 1000 UT, etc. in Figures 4
and 5). This pattern is observed in the in situ data for
longer, stronger southward IMF turnings (e.g., 1045 UT),
but overall dynamics are not captured accurately. There
is a clear void in the simulated cold plasma distribution
due to the lack of cold, ionospheric sources of particles
in the version of RCM used in this study.
[28] Figure 6 shows the results from Figure 4 integrated

over the 100 eV to 46.5 keV energy window to yield a single
proton density and temperature. The effects described
above are clearly observed in the integrated results.
Notably, the lack of a direct cold particle source from the
ionosphere into the RCM drives up the predicted proton
temperature while keeping the predicted density too low.
After 0800 UT, dynamics are captured poorly. These are
persistent features of the data‐model comparisons and
are reflected in the statistics outlined in section 4.
[29] Results from the 4 August 2001 and 2 September

2004 event demonstrate the importance of IMF Bz in the
particle results. The driving solar wind conditions for the
2001 event are displayed in Figure 7. The IMF Bz is steadily
southward for the greater portion of the event (third plot),
while the density and velocity remain relatively steady
throughout. The solar wind drivers for the 2004 event
(Figure 8) are similar, but with Bz northward. Data‐model
proton energy flux comparisons are shown in Figures 9
and 10. As during the 1998 event results, both RCM par-
ticle distributions are initialized as Maxwellians using the
MHD solution. The model results from the 2001 event
(Figure 9) are quickly energized with fresh plasma that has
been accelerated through the plasma sheet and into the

Table 2. Average Performance Measures of In Situ Magnetic Field Separated by Orbit Typea

Orbit Type

nRMSE Correlation Coefficient

nBx By Bz ∣B∣ Bx By Bz ∣B∣

Polar 0.362 0.339 0.343 0.156 0.947 0.931 0.941 0.980 9
Geosynchronous 0.538 0.493 0.573 0.284 0.770 0.866 0.701 0.442 15
Outer magnetosphere 0.794 0.736 0.669 0.476 0.638 0.666 0.607 0.532 6

aListed are the normalized root mean square errors (nRMSE) and correlation coefficients between the forecast and measured value of the
three components of the magnetic field (in GSM coordinates) and the total field magnitude. The value n is the number of comparisons used
to generate the average. A data‐model pair was discarded if there was little data available or if the measurement was made upstream of the
magnetosphere.

Table 3. Average Performance Measures of Forecasted and
Measured In Situ Particle Propertiesa

H+ (>100 eV) e− (>30 eV)

Density Temperature Density Temperature

nRMSE 0.961 0.990 1.096 1.208
Correlation coefficient 0.274 0.177 0.266 0.096

aNineteen comparisons were made from the 10 events studied. All
particle data was taken from the MPA instruments aboard the LANL
geosynchronous satellites. Density and temperature from the model
are taken from an energy range that matches the range of the MPA
instrument used in the comparison.

Figure 10. Proton energy flux comparison for the 2
September 2004 event. While both distributions show
little evolution throughout the event, the model popu-
lation, which changes little from the initial MHD Max-
wellian, poorly resembles the observations.
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inner magnetosphere. Although the dynamics are lacking,
the average warm plasma characteristics are captured
reasonably well by the coupled codes. In stark contrast,
the model plasma from the 2004 event (Figure 10) remains
stagnant throughout. Neither the cold or warm popula-
tions are captured well, even though the in situ mea-
surements show that the real plasma is equally unexciting.
Because of this, plasma results are less dependable during
periods of steadily northward IMF Bz.
[30] The observed plasmadistribution in Figure 9 exhibits

a feature that may exacerbate the discrepancy between the
measured and modeled integrated plasma properties. As
warm electrons build up on the spacecraft’s body, cold ions
are accelerated toward the sensor, raising their measured
energy. This generates a “cold ion line,” as observed from
1600 UT to the end of the event. This draws cold particles
into the warm plasma integration window (>100 eV),
causing the overall measured density to rise and temper-
ature to fall. This effect cannot be properly removed from
the MPA data at the present time.

4. Summary of Results
[31] Table 2 displays the average nRMSE and correlation

coefficient scores for the data‐model comparisons. They
are divided up into three orbit categories: polar orbit
(consisting of the Polar satellite), geosynchronous orbit
(GOES satellites), and outer magnetosphere orbits (Geo-
tail and a single Cluster satellite). For the outer magne-
tosphere category, any satellite that was upstream of the
bow shock was discarded as it was merely mirroring the
upstream solar wind input of the simulation. Performance
measures were calculated for the three orthogonal com-
ponents of the magnetic field in GSM coordinates as well
as the total magnitude. The number of comparisons
included in each average (n) is also listed.
[32] Overall performance of the coupled models to

predict magnetic field values was good. All average
nRMSE scores were well below 1, showing that forecast
values are closer to the measured values than the average
magnitude of the measured quantity. Average correlation
coefficients are greater than 0.6 for all components of the
magnetic field, indicating that the model is trending with

the data. In every case, the nRMSE for the total field
strength was far lower than any of the components,
implying that the field strength is represented well, while
the field orientation is not as accurate. The opposite is true
for the correlation coefficients, where correlation drops
significantly for field magnitude (with the exception of
the Polar satellite). This is because, at geosynchronous
orbit, the field magnitude has less variation than the
individual components, so smaller variations have a large
effect on correlation.
[33] Performance of the coupled models decreases as

grid resolution decreases (equivalently, as distance from
the Earth increases.) The data‐forecast comparisons using
Polar data performed the best (Table 2), as the field is
often dominated by the intrinsic dipole as the satellite
passes close to the Earth. Correlation coefficients are
especially strong (average of >0.9) for this orbit type. The
framework does not perform as well at geosynchronous
orbit (Table 2), but average nRMSE is still low (<0.6) and
there is a strong correlation for all three components of the
magnetic field (average >0.7). Forecasts for satellites in the
outer magnetosphere/sheath or downstream solar wind
have the weakest performance, however all average
nRMSE values remain well below one. The forecasts and
data values are weakly correlated; coefficients for each
component ranges from 0.607 to 0.666.
[34] The particle comparison results are presented in

Table 3. The second and third columns correspond to
density and temperature results of >100 eV protons; the
fourth and fifth columns correspond to >30 eV electron
density and temperature. The first row is average nRMSE
values, and the second row is average correlation coeffi-
cient. nRMSE values for the particle comparisons are near
one, while the correlation coefficient results show that
there is little to no correlation between the forecasts and
data. While there is negligible difference between electron
and proton density performance, on average the predicted
proton temperature is more accurate than the electron
temperature. Initial investigations found no apparent
correlation between magnetic field performance and
particle density or temperature performance.
[35] The results of the magnetopause crossing binary

event study are presented in Tables 4 and 5. Each entry in
Tables 4 and 5 represents one evaluation of a time window
from a single satellite’s data‐model comparison. For
example, in Figure 4, a magnetopause crossing was both
observed and predicted. For the whole‐event time scale,

Table 4. Contingency Table for Magnetopause Crossings
Using Whole‐Event Time Resolutiona

Forecast

Observation

Yes No

Yes 13 0
No 1 22

aEvents that were both observed and forecasted are hits, events
that were observed but not forecasted are misses, events that were
forecasted but not observed are false alarms, and events that were
not forecasted and not observed are correct rejections. The analysis
of the 36 data‐model comparisons yielded a probability of detection
(POD) of 92.9%, a false alarm rate of 0%, a critical success index
(CSI) of 92.9%, and a Heidke skill score (HSS) of 0.941.

Table 5. Contingency Table for Magnetopause Crossings
Using Hourly Time Resolutiona

Forecast

Observation

Yes No

Yes 32 6
No 31 412

aSimilar to Table 4. The analysis of the 481 h of data‐model com-
parisons yielded a POD of 50.8%, a false alarm rate of 1.4%, a CSI of
46.4%, and HSS of 0.594.
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this would add one to the “yes‐yes” cell of Table 4. For the
hourly time scale, the first hour (0200 UT to 0300 UT) of
Figure 4 would add one to the true negative (“no‐no”) cell,
the fifth hour (0600 UT to 0700 UT) would increase the
number in the miss (“yes‐no”) cell by one. This data‐
model comparison would contribute only one value to
Table 4 and twelve values to Table 5.
[36] When examining magnetopause crossings on a

whole‐event time scale (Table 4), the SWMF yields a very
high POD and CSI (both 92.9%) and produced zero false
alarms in all 36 satellite data‐model pairs examined in the
10 event study. The HSS is 0.941, a nearly perfect score
indicating a high improvement in skill compared to a
random forecast. Increasing the time resolution to hourly
(Table 5) nearly halved the POD (50.8%) and CSI (46.4%).
HSS drops to 0.594, indicating a loss of skill for this time
resolution but still a substantial increase compared to a
random forecast. The false alarm rate rose only a negli-
gible amount, from 0% to 1.4%. The low false alarm rates
show that the SWMF can provide value as a magneto-
pause crossing predictor for geosynchronous satellites
because it rarely predicts a crossing that does not occur.
The number of missed crossings, however, is still an issue
that needs to be addressed.

5. Conclusions
[37] This study demonstrates the capabilities of the

SWMF to predict satellite‐specific magnetic field, plasma
energy distribution, and geosynchronous magnetopause
crossings. The model predicts large‐scale magnetic per-
turbations reasonably well, even in regions of low reso-
lution. Integrated plasma density and temperature values
predicted by the model are poor. All simulations were
completed at near real time run speeds using a limited
amount of computing resources, demonstrating the
SWMF’s operational capabilities.
[38] The coupled codes also proved competent at pre-

dicting magnetopause crossings for satellites in geosyn-
chronous orbits. The exceptionally low false alarm rates
provide operational users confidence that a modeled
crossing nearly always correctly predicts a real crossing.
Missed crossings may still be a problem, especially those
driven by solar wind pressure pulses. These results must
be expanded upon in the future by investigating the
crossings with finer time resolution and applying a full
signal processing analysis to the binary results as outlined
by Jolliffe and Stephenson [2003].
[39] Several deficiencies need to be addressed in order

to improve the results presented here. The most important
problems are the large magnetic reconnection rates, under
stretched field lines in the inner magnetosphere, and lack
of cold particle sources in the inner magnetosphere. These
issues may be treated by improving and expanding upon
the physics used in the various models. For example, a
nonideal version of the BATSRUSMHD code that includes
the Hall resistive term in the induction equation [Tóth et al.,
2008] could be used in place of the version used here in

order to improve reconnection physics. More SWMF
components can be added as well, such as the Polar
Wind Outflow Model [Glocer et al., 2007], which would
act as a cold plasma source for the inner magnetosphere.
Such changes may improve the nRMSE and correlation
coefficient scores, but require additional computational
resources.
[40] Future work will also include comparisons between

SWMF predictions and rudimentary prediction methods
and computationally inexpensive empirical codes. Such
comparisons test for “skill,” or the improvement in quality
of one prediction method over another. Such work
quantifies the advantage of using the computationally
expensive SWMF over other predictive methods.
[41] The results presented here will serve as a baseline

to compare to future validation results of similar quanti-
ties. This allows model developers to track code perfor-
mance as the system evolves, and observe the impact new
codes have on the coupled system. It also provides oper-
ational users with quantitative assessment of the system’s
performance. This and future studies are vital for scientific
and operational users of the SWMF, who need to fully
understand the model’s capabilities.

[42] Acknowledgments. The authors would like to thankMichelle
Thomsen fromLos AlamosNational Laboratory and RichardWolf and
Stanislav Sazykin for their input.We acknowledge the use of data from
the ACE, Wind, Geotail, Cluster, GOES, and LANL Geosynchronous
satellite missions. This work was supported by grants from the NSF
(grants ATM0639336 and ATM0325332) and AFOSR (grant FA9550‐
07‐1‐0434).

References
Baker, D. (2000), The occurrence of operational anomalies in space-
craft and their relationship to space weather, IEEE Trans. Plasma
Sci., 28, 2007–2016.

De Zeeuw, D. L., T. I. Gombosi, C. P. T. Groth, K. G. Powell, and Q. F.
Stout (2000), An adaptive MHD method for global space weather
simulations, IEEE Trans. Plasma Sci., 28, 1956–1965.

De Zeeuw, D. L., S. Sazykin, R. A. Wolf, T. I. Gombosi, A. J. Ridley,
and G. Tóth (2004), Coupling of a global MHD code and an inner
magnetosphere model: Initial results, J. Geophys. Res., 109, A12219,
doi:10.1029/2003JA010366.

Feynman, J., and S. Gabriel (2000), On space weather consequences
and predictions, J. Geophys. Res., 105, 10,543–10,564, doi:10.1029/
1999JA000141.

Glocer, A., T. I. Gombosi, G. Toth, K. C. Hansen, A. J. Ridley, and A.
Nagy (2007), Polar wind outflow model: Saturn results, J. Geophys.
Res., 112, A01304, doi:10.1029/2006JA011755.

Gombosi, T. I., G. Tóth, D. L. De Zeeuw, K. C. Hansen, K. Kabin, and
K. G. Powell (2002), Semi‐relativistic magnetohydrodynamics and
physics‐based convergence acceleration, J. Comput. Phys., 177,
176–205.

Harel, M., R. A. Wolf, P. H. Reiff, R. W. Spiro, W. J. Burke, F. J. Rich,
and M. Smiddy (1981), Quantitative simulation of a magnetospheric
substorm: 1. Model logic and overview, J. Geophys. Res., 86, 2217–
2241.

Horne, R. (2001), Space weather parameters required by the users,
Contractor Rep. WP1300 and WP1400, Eur. Space Agency, Paris.

Jolliffe, I., and D. Stephenson (2003), Forecast Verification: A Practi-
tioner’s Guide in Atmospheric Science, John Wiley, Hoboken, N. J.

Lyon, J. G., J. A. Fedder, and C. M. Mobarry (2004), The Lyon‐Fedder‐
Mobarry (LFM) global MHD magnetospheric simulation code,
J. Atmos. Sol. Terr. Phys., 66, 1333–1350.

WELLING AND RIDLEY: SWMF VALIDATION S03002S03002

10 of 11



McComas, D. J., S. J. Bame, B. L. Barraclough, J. R. Donart, R. C.
Elphic, J. T. Gosling,M. B.Moldwin, K. R.Moore, andM. F. Thomsen
(1993), Magnetospheric plasma analyzer: Initial three‐spacecraft
observations from geosynchronous orbit, J. Geophys. Res., 98,
13,453–13,465.

McComas, D. J., R. C. Elphic, M. B. Moldwin, and M. F. Thomsen
(1994), Plasma observations of magnetopause crossings at geosyn-
chronous orbit, J. Geophys. Res., 99, 21,249–21,255.

Papitashvili, V. O., and F. J. Rich (2002), High‐latitude ionospheric
convection models derived from Defense Meteorological Satellite
Program ion drift observations and parameterized by the interplan-
etary magnetic field strength and direction, J. Geophys. Res., 107(A8),
1198, doi:10.1029/2001JA000264.

Pirjola, R., K. Kauristie, H. Lappalainen, A. Viljanen, and A. Pulkkinen
(2005), Space weather risk, Space Weather, 3, S02A02, doi:10.1029/
2004SW000112.

Powell, K., P. Roe, T. Linde, T. Gombosi, and D. L. De Zeeuw (1999), A
solution‐adaptive upwind scheme for ideal magnetohydrodynamics,
J. Comp. Phys., 154, 284–309.

Raeder, J., R. L. McPherron, L. A. Frank, S. Kokubun, G. Lu, T. Mukai,
W. R. Paterson, J. B. Sigwarth, H. J. Singer, and J. A. Slavin (2001),
Global simulation of the Geospace Environment Modeling sub-
storm challenge event, J. Geophys. Res., 106, 381–395.

Ridley, A. J. (2007), Alfvén wings at Earth’s magnetosphere under
strong interplanetary magnetic fields, Ann. Geophys., 25, 533–542.

Ridley, A. J., and M. W. Liemohn (2002), A model‐derived storm time
asymmetric ring current driven electric field description, J. Geophys.
Res., 107(A8), 1151, doi:10.1029/2001JA000051.

Ridley, A. J., D. L. De Zeeuw, T. I. Gombosi, and K. G. Powell (2001),
Using steady state MHD results to predict the global state of the
magnetosphere‐ionosphere system, J. Geophys. Res., 106, 30,067–
30,076.

Ridley, A. J., K. C. Hansen, G. Tóth, D. L. De Zueew, T. I. Gombosi,
and K. G. Powell (2002), University of Michigan MHD results of
the Geospace Global Circulation Model metrics challenge, J. Geo-
phys. Res., 107(A10), 1290, doi:10.1029/2001JA000253.

Ridley, A. J., T. I. Gombosi, and D. L. De Zeeuw (2004), Ionospheric
control of the magnetosphere: Conductance, Ann. Geophys., 22,
567–584.

Rufenach, C. L., R. F. Martin Jr., and H. H. Sauer (1989), A study of
geosynchronous magnetopause crossing, J. Geophys. Res., 94,
15,125–15,134.

Sazykin, S. Y. (2000), Theoretical studies of penetration of magneto-
spheric electric fields to the ionosphere, Ph.D. thesis, Utah State
Univ., Logan.

Toffoletto, F., S. Sazykin, R. Spiro, and R. Wolf (2003), Inner magne-
tospheric modeling with the Rice Convection Model, Space Sci. Rev.,
107, 175–196.

Tóth, G., et al. (2005), Space weather modeling framework: A new tool
for the space science community, J. Geophys. Res., 110, A12226,
doi:10.1029/2005JA011126.

Tóth, G., D. L. De Zeeuw, T. I. Gombosi, W. B. Manchester, A. J.
Ridley, I. V. Sokolov, and I. I. Roussev (2007), Sun‐to‐thermosphere
simulation of the 28–30 October 2003 storm with the Space Weather
Modeling Framework, Space Weather, 5, S06003, doi:10.1029/
2006SW000272.

Tóth, G., Y. J. Ma, and T. I. Gombosi (2008), Hall magnetohydrody-
namics on block adaptive grids, J. Comput. Phys., 227, 6967–6984,
doi:10.1016/j.jcp.2008.04.010.

Tsyganenko, N. A. (2002a), A model of the near magnetosphere with
a dawn‐dusk asymmetry: 1. Mathematical structure, J. Geophys.
Res., 107(A8), 1179, doi:10.1029/2001JA000219.

Tsyganenko, N. A. (2002b), A model of the near magnetosphere with
a dawn‐dusk asymmetry: 2. Parameterization and fitting to obser-
vations, J. Geophys. Res., 107(A8), 1176, doi:10.1029/2001JA000220.

Wang, H., A. J. Ridley, and H. Lühr (2008), Validation of the Space
Weather Modeling Framework using observations from CHAMP
and DMSP, Space Weather, 6, S03001, doi:10.1029/2007SW000355.

Weimer, D. R. (1996), A flexible, IMFdependentmodel of high‐latitude
electric potential having “space weather” applications,Geophys. Res.
Lett., 23, 2549–2552.

Wolf, R. A. (1983), The quasi‐static (slow‐flow) region of the magne-
tosphere, in Solar Terrestrial Physics, edited by R. L. Carovillano and
J. M. Forbes, pp. 303–368, D. Reidel, Hingham, Mass.

Yu, Y., and A. J. Ridley (2008), Validation of the Space Weather
Modeling Framework using ground‐based magnetometers, Space
Weather, 6, S05002, doi:10.1029/2007SW000345.

A. J. Ridley and D. T. Welling, Department of Atmospheric, Oceanic,
and Space Sciences, University of Michigan, 2455 Hayward St., Ann
Arbor, MI 48109, USA. (dwelling@umich.edu)

WELLING AND RIDLEY: SWMF VALIDATION S03002S03002

11 of 11



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


