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A new multidisciplinary effort is linking re­
search in the upper atmospheric and space, 
computer, and behavioral sciences to de­
velop a prototype electronic environment for 
conducting team science worldwide. A real-
world electronic collaboration testbed has 
been established to support scientific work 
centered around the experimental opera­
tions being conducted with instruments from 
the Sondrestrom Upper Atmospheric Re­
search Facility in Kangerlussuaq, Greenland. 

Such group computing environments will 
become an important component of the Na­
tional Information Infrastructure initiative, 
which is envisioned as the high-performance 
communications infrastructure to support na­
tional scientific research. 

Because the upper atmosphere and space 
plasmas are influenced by diverse regions 
and processes, progress in understanding re­
quires a synthesis of information from a 
variety of experimental data and interaction 
among scientists in many disciplines. The 
computing infrastructure to support such ac­
tivity should facilitate collaborative efforts to 
acquire and synthesize information. The 
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technology to enable these interactions is 
now developing rapidly, and the United 
States is making a major commitment to de­
velop and deploy such technology. 

A step in this direction is the National Col-
laboratory, which will support interaction 
between people, access to remote informa­
tion sources and digital libraries, and access 
to remote and unique facilities. The National 
Collaboratories Report, prepared by the Na­
tional Research Council, describes the 
National Collaborator as a "...center without 
walls in which the nation's researchers can 
perform research without regard to geo­
graphical location—interacting with 
colleagues, accessing instrumentation, shar­
ing data and computational resources, and 
accessing information from digital libraries." 

The report concludes,"...collaborator 
testbed programs have the potential to ad­
dress important scientific needs, while 
simultaneously representing a key step to­
ward developing national and global 
infrastructure." 

The Upper Atmospheric Research Col-
laboratory (UARC) prototype was designed 
to incorporate these interactive aspects and 
has been cooperatively funded by the Com­
puter Information Science and Engineering 
Directorate (CISE) and the Atmospheric Sci­
ences Directorate of the National Science 
Foundation since September 1992. To de­
velop this approach as rapidly as possible, 
the UARC has been formed around the ongo­
ing research activities of a group of space 
scientists who use the Sondrestrom Upper At­
mospheric Research Facility in 
Kangerlussuaq, Greenland. 

The UARC employs a user-oriented, rapid 
prototyping approach at the University of 
Michigan, SRI International, and the other 
testbed sites—the Danish Meteorological In­
stitute, the University of Maryland, and the 
Lockheed Palo Alto Research Laboratory. 

The project supports a multidisciplinary 
group of investigators who conduct experi­

mental research toward creating and evaluat­
ing distributed environments to support team 
science. A goal is to build a networked envi­
ronment to support the coordinated 
collaborative research and interactive obser­
vational campaigns that use multiple 
instruments and are conducted by a distrib­
uted group of investigators located at home 
institutions. An early public demonstration of 
the UARC was given at the AGU's Spring 1993 
AGU Meeting special session "Applications of 
Advanced Data Handling and Visualization 
Tools to Complex Problems in Space and At­
mospheric Sciences." 

The Sondrestrom UARC Testbed 

The instruments participating in the 
UARC testbed include the incoherent scatter 
radar, imaging riometer, magnetometers, 
Perot interferometer and optical spectrome­
ters and photometers, and an all-sky imaging 
television camera. 

The testbed will evolve from a "wire serv­
ice" to a fully shared electronic collaboration 
environment; we have completed the wire 
service phase, using existing technology to 
provide the underlying testbed foundation. 
In this phase the instruments can generate a 
stream of data that is collected, stored, for­
warded, and displayed at all user sites. The 
wire service phase has now evolved to a 
"point and talk" phase, which allows re­
searchers located at several distributed sites 
to interact using a set of simple communica­
tions windows that broadcast discussion to 
all interactive users. New developments in 
this phase will include shared windows, 
shared annotation to data and graphics, elec­
tronic blackboards (drawing windows), and 
voice communications. 

Collected data will have to be reviewed 
and discussed at various times because of 
the group's time zone distribution. Thus tools 
that support synchronous real-time interac­
tions are being designed to also support 
asynchronous collaboration. Such tools 
could, for example, permit a researcher to 
play back data collected from various instru­
ments during a previous data collection 
interval, annotate the data, discuss the results 
using voice, and encapsulate this into a file 
that could be sent to a colleague who could 
play back the discussion on his own worksta­
tion. The colleague could edit the file by 
including his own comments and annota­
tion, and send the file back. Because the 
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UARC prototype project is composed of few 
individuals and sites, we have chosen to de­
velop the project within a homogenous 
computing environment to limit problems of 
interoperability issues among computers and 
operating systems. We are using NeXT work­
stations and the NeXTStep Interface Builder 
and operating system because it integrates 
the operating system, supporting software, 
and development environment under a unify­
ing object-oriented software library. 

NeXTStep also allows software objects 
running on one workstation to be easily ac­
cessed from other workstations on the 
Internet. This system is an example of the 
type of computing environment that will be­
come common in the future. The use of the 
interface building tools, distributed object 
support, and object-oriented computing envi­
ronment allows us to pursue a rapid 
prototyping approach to system design, de­
ployment, and evaluation. As an example of 
the rapid progress, we have implemented 
four major versions of the system in 1 year. 

Figures 1 and 2 show screen displays from 
the current software captured from past op­
erations. In Figure 1, the various windows on 
the display show the data acquired by the ra­
dar: line-of-sight velocity (bottom right) and 
electron density (top right) from an azimuth 
scan. In these displays, geodetic north is at 
the top of the plot, south at the bottom, and 
data values are displayed as a function of 
range and azimuth. For the velocity plot, 
away and toward velocities are coded by red 
and blue vectors, respectively. 

Also shown are the communications win­
dows: one for entering messages (top left) 
and one that displays messages sent by all us­
ers (bottom left). While threads of different 
conversations develop in the message win­
dow, this has not been a problem; users can 
choose whether to participate in conversa­
tions. Another data display window showing 
ionospheric plasma density as a function of 
time and altitude is partially visible under­
neath the two azimuth scan data display 
windows. The control menu window for the 
program is shown in the upper left corner 
and icons for other NeXT tools and applica­
tions are shown at right. 

Figure 2 shows a display of the IRIS imag­
ing riometer data and Sondrestrom 
magnetometer data. The upper right window 
shows a sequence of 7 x 7 images that corre­
spond to the 7 x 7 imaging riometer array. 
Images are acquired every minute; the most 
recent image is in the bottom right corner. 
The bottom right window shows the last four 
images smoothed to give a 36 x 36 pixel dis­
play. The traces in the windows to the left of 
the images are from the magnetometer (top), 
the second column of imaging riometer 
beams (middle), and the first row of imaging 
riometer beams (bottom). These data are dis­
played as a function of time. The message 
window appears in the background. Addi­
tional displays for these and other 
instruments are also available. 

An important aspect of this multidiscipli­
nary effort is a behavioral science 
component. Behavioral scientists are direct­
ing the object-oriented design 
methodologies and monitoring the software 
usage to assist in the iterative redesign of the 
system. 

The behavioral scientists are also docu­
menting the effect of this new technology on 
the scientific practice of the testbed users. 
Concurrent with the startup phase, the behav­
ioral scientists surveyed the current work 
practices of the space scientists at various 
sites and of those who have undertaken re­
search at the Greenland facility. These 
measurements will help assess the effects of 
the new technology and help quantify the 
project's benefits to the space science com­
munity. 

Two Greenland observational campaigns 
were supported during the initial develop­
ment of the UARC in April and June 1993. 
Between the campaigns, the collaborator 
was altered on the basis of feedback from us­
ers and analyses by the behavioral scientists. 
The effectiveness of the changes can be stud­
ied through the messages exchanged by 
users in April and June. Exchanges were 
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coded into several categories representing 
major topics of conversation, including sci­
ence—such as discussion of upper 
atmospheric phenomena; technology—such 
as discussion about features and bugs in the 
collaborator system; coordination— discus­
sion about choosing a common data display 
across distributed sites; and socializing— 
such as jokes and friendly banter. 

It was predicted that as the collaborator 
evolved toward a scientifically useful system, 
science content communication would in­
crease over technology content following the 
collaborator modifications. Comparison of 
the plots in Figure 3 confirms that this hap­
pened; the top of the figure shows that 27% of 
the words exchanged in April had technol­
ogy content, while 28% of the words had 
science content. The bottom of the figure 
shows that the percentage of words with 
technology content dropped slightly to 22% 
in June, while the percentage of words with 
science content increased to 49%. This result 
not only validates the design philosophy, 
but shows that the system and user interface 
developers were able to rapidly and ef-
ficently respond to the needs of the space 
science users. 

Fig. 3. Numbers of 
words within UARC 
message utility 
categorized accord­
ing to subject dur­
ing the April 1993 
radar campaign 
(top) and during 
the June 1993 cam­
paign (bottom) us­
ing a radically 
revised version of 
the UARC software. 
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Future Development 

The UARC is unique in several ways. We 
are developing design specifications that will 
be appropriate for the computing environ­
ments envisioned for the future, in say 5 or 10 
years. A design goal is to yield a software 
product that users can tailor to suit their pur­
poses—even a user not sophisticated in 
programming should be able to tailor the sys­
tem to the source of data input and the types 
of data displays desired. 

The project is coupled with a real-world 
user community where users provide immedi­
ate feedback in a rapid prototyping design 
environment. This enables software to be 
developed that meets user needs much more 
effectively than the typical design and 
development scheme for software packages. 
While the software is shaped by the commu­
nity and is customized in many ways, generic 
principles of design are being developed. 

This collaborative technology should be 
widely applicable to the space science 
community as well as to other scientific 
communities. Since much of the collabora­
tion technology is expected to also have 
generic value, development here may 
also benefit future technology in other 
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Earthquake hazards are commonly 
treated independently by Earth scientists, yet 
when a large earthquake occurs, property 
losses are seldom totaled separately for each 
earthquake hazard. Four years after the 1989 
Loma Prieta earthquake rolled through north­
ern California, a quantitative answer to the 
following question is not yet available: How 
much damage was caused by ground shak­
ing, liquefaction, landslides, tectonic ground 
rupture, or tsunami? 

Although the consequences of one earth­
quake do not necessarily follow for others, 
an answer to this question will help guide 
public policy and set research priorities. The 
cost effectiveness of earthquake hazard miti­
gation can be improved when the relative 
significance of earthquake hazards is known 
because it enables public agencies to con­
centrate mitigation efforts on the most 
portentous hazards. 

U.S. Geological Survey, 345 Middlefield Road, 
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areas, such as education, engineering, 
and business. 

As we consider the possibilities for exten­
sion of the UARC, issues of interoperability 
become more important. Since NeXTStep is 
now available to install on Intel 486 proces­
sors, it is relatively easy and inexpensive to 
join the homogenous UARC development en­
vironment. Hewlett Packard and SUN have 
announced that they will support NeXTStep 
or similar environments on their high per­
formance RISC workstations. Still, we realize 
that this is not optimal for general expansion. 

A more general way to address the in­
teroperability issue is to view the UARC 
software under the NeXTStep environment as 
a formal, evolving design specification. Such 
a specification could then be used to imple­
ment collaboration software on other 
platforms. The NeXTStep version of the 
UARC software provides an demonstrative ex­
ample of the specification for the 
user-interface, and the functionality re­
quired, on other platforms. Toward this end, 
we have begun to provide access to the 
UARC system from the X Windows environ­
ments. A UARC client with X Window-based 
display software could initially continue to 
run using the NeXT UARC server and its dis-

An answer also encourages cost-effective, 
problem-focused research by providing a ra­
tional basis for allocating research dollars. 
This is particularly timely because congres­
sional reauthorization of the National 
Earthquake Hazards Reduction Program is 
currently under debate. A congressionally 
mandated review of the program criticized 
its lack of coordinated programmatic strate­
gic planning, which would direct its 
resources into efforts that are priority-ranked 
and problem-focused. The program review 
also emphasized a need for greater incen­
tives to implement earthquake risk reduction 
measures. Identifying the relative impor­
tance of earthquake hazards helps set 
priorities for both problem-focused research 
and implementation. 

The 1989 Loma Prieta Earthquake 
The moment magnitude 6.9 Loma Prieta 

earthquake, which hit at 5:04 p.m. PDT on 
October 17,1989, was the largest earthquake 
to shake the San Francisco and Monterey Bay 

tributed-object technology for communica­
tion. Other strategies for extending and 
scaling the testbed are also being researched 
in addition to access to archival data for col­
laborative team investigation. 
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areas since the great San Francisco earth­
quake of 1906 (Figure 1). 

Ground shaking from the earthquake was 
felt over an area of more than 1,000,000 km2, 
and damaging ground motions were ob­
served at epicentral distances of 
approximately 100 km along selected azi­
muths [Plafker and Galloway, 1989]. 
Damaging liquefaction and landsliding were 
triggered at similar epicentral distances. 
Large ground cracks—not related to shallow 
downslope movements—occurred in the 
epicentral region and damaged houses, 
roads, and underground utilities. In addition, 
a small, but nondamaging, tsunami was ob­
served at Moss Landing on Monterey Bay. 

The earthquake caused sixty-three fatali­
ties and 3757 injuries [McNutt, 1990]. At least 
12,000 people were displaced from their 
homes. Physical losses included damage to 
23,408 private homes and the destruction of 
1018. In addition, 3530 commercial buildings 
were damaged and 366 were destroyed. 
Three bridges suffered collapses of one or 
more spans, and major port and airport facili­
ties experienced significant damage. 
Electrical service was interrupted to approxi­
mately 1.4 million customers, and normal gas 
service was interrupted to 150,000 customers, 
about 90% of whom turned off their gas sup­
ply after the earthquake. 

Cost of the Earthquake 

The California State Office of Emergency 
Services (OES) estimated that the losses asso­
ciated with direct property damage and 

Loma Prieta Damage Largely 
Attributed to Enhanced Ground 
Shaking 
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