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[1] The ion drift velocities and electric field derived from the Assimilative Mapping of
Ionospheric Electrodynamics technique (AMIE) are compared with the same parameters
observed by the Defense Meteorological Satellite Program’s (DMSP) Special Sensor–
Ions, Electrons, and Scintillation (SSIES) instrument. In addition the along-track cross
polar cap potential, the correlation between the curves, and other metrics are compared
and those results are binned by various criteria. The criteria include spacecraft, year,
season, and magnetic activity level. We observed a reasonable correlation between the
AMIE results and DMSP data with respect to the along-track potential, though the AMIE
results tend to show a lower potential by some 30–50 percent, depending on spacecraft
and orbit. Spacecraft in the same general orbits show similar relations with AMIE,
implying that there is good intersatellite calibration for the DMSP array. There is a great
deal of variability in the correlation, depending on season and activity level, and
correlations with some of the spacecraft show a solar cycle dependance. It is further
found that when we set a multifaceted criteria on each orbit for a DMSP-AMIE match,
including along-track potential, Vy correlation, and peak potential locations, the results
correspond between 35% and 55% for the dawn-dusk spacecraft, while they only
correspond 7%–12% of the time for noon-midnight satellites.
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1. Introduction

[2] The high-latitude ionospheric electrostatic potential
field represents a basic signature of the interaction between
the solar wind and the interplanetary magnetic field (IMF).
It is now fairly well documented how the convection
electric fields vary with changing IMF conditions, and a
set of expected patterns have been derived for a wide range
of solar wind and magnetospheric conditions. Maps of high-
latitude convection electric fields are derived from numer-
ous data and models. The models developed to describe
these patterns can be broken down into a class of empirical
models such as Heppner and Maynard [1987], Rich and
Hairston [1994], Papitashvili et al. [1994], Ridley et al.
[2000], and Weimer [1996, 2001] and data assimilation
models such as Kamide et al. [1981] and Richmond
[1992]. The empirical models are useful for describing the
basic convection features and often have the advantage that

using the upstream IMF conditions they can be truly
predictive as opposed to the nowcast/hindcast provided by
the assimilative models. However, empirical models can
only provide an ‘‘average’’ pattern for a given set of inputs
and the actual pattern observed is likely to be different from
the statistical Bekerat et al. [2003] in ways that carry
operational impacts. Currently, the best approach for pre-
senting a realistic modeled field is to use the assimilative
models to ingest a comprehensive collection of observations
while using statistical background models to fill in data
gaps. The next step in the process is to understand how well
the modeled output represents the observed environment.
This type of study has been done for the Institute of
Terrestrial Magnetism, Ionosphere and Radiowave Propa-
gation electrodynamic model (IZMEM) in work such as
Dremukhina et al. [1998] and Kustov et al. [1997]. In
particular, Kustov et al. [1997] was able to show reasonable
agreement between IZMEM and SuperDARN with respect
to ion drift velocities for specific events. Taking this further,
Winglee et al. [1997] intercompared AMIE, IZMEM,
Weimer [1996], and a three-dimensional global simulation.
They found that all four types of models show essentially
the same features with respect to the auroral convection
cells and were similar in their response in the cross polar
cap potential with changing solar wind conditions. A body
of work similar to this study was done by Papitashvili et al.
[1999] and Papitashvili and Rich [2002] for the IZMEM
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model; however, they were using Defense Meteorological
Satellite Program (DMSP) observations to calibrate the
model rather than a strict intercomparison of the results.
With respect to AMIE several studies have focused on the
performance of the AMIE model over specific intervals [Lu
et al., 1996], but very little work has been done comparing
the performance over extended periods [Kihn and Ridley,
2005]. We believe this is a significant oversight for a model
used extensively in the scientific community.
[3] We present the results of a multiyear comparison

between AMIE model output and DMSP satellite observa-
tions of ion cross track velocity. A quantification of the
errors in AMIE and possible errors in DMSP measurements
is presented. These results can be used to evaluate AMIE as
a tool for operations and where the AMIE outputs are being
linked to other models.

2. Data Description

[4] This section contains brief descriptions of the AMIE
archive employed in the evaluation, the DMSP Special
Sensor–Ions, Electrons, and Scintillation (SSIES) instru-
ment, and of the filtering required to use that data for
comparison.

2.1. AMIE

[5] The AMIE output used in this project was created as
part of the Space Weather Analysis (SWA) program at the
National Geophysical Data Center. The SWA project is an
attempt to link several data driven models with historical
archives to create a complete 11-year record of the near-
Earth space environment. The SWA used 11 years (1992 to
2002) of cleaned and quality-controlled global magnetom-
eter data, as well as the available IMF, solar wind, HPI,
F10.7, and Dst data to produce an archive of AMIE runs at
1-min resolution [Ridley and Kihn, 2004]. The reasoning
behind using these inputs for the period is that the data
availability across the period is quite stable for these
particular input parameters meaning there is less chance
of a bias due to inconsistent observations. Because of the
uneven station coverage between hemispheres, we have
chosen to compare only the northern hemisphere (which
has more complete data coverage) AMIE outputs with
DMSP. The northern hemisphere ground station data
available in this period is very stable and approximately
90 high-latitude and midlatitude stations were used in the
calculation of the electric potential pattern presented here.
It is worth noting that in this study we are using AMIE
runs that were completed using a minimal and commonly
available set of input data that more closely matches the
operational environment than a postevent research run.
[6] Restricting our study to AMIE driven primarily by

magnetometers imposes a limit on the scope of the study.
However, when using magnetometers to determine the
potential pattern, we do derive some advantages: (1) mag-
netometers offer a consistency in location of measurement
that many other techniques (such as in situ satellite and
SuperDARN radar measurements) do not offer; (2) Sun-
synchronous satellite measurements sample only a cut
through the pattern, while magnetometers offer a semiglobal
view of the convection pattern all day, every day; (3) this
technique allows a determination of the global electric

potential for many years on a 1-min timescale, which cannot
be done by any other technique with nearly the same global-
scale coverage; and (4) because there are magnetometer
stations available in near-real-time and since AMIE can be
run using solely the ground magnetic disturbance data, this
mode of operation has an impact on operational evaluation
of the model.
[7] Using the data as described above, we applied no

further filters, transforms, or modifications to the archive
and used the data directly for comparison with DMSP
SSIES.

2.2. DMSP SSIES

[8] An observational comparison was made using the
Defense Meteorological Satellite Program’s (DMSP) satel-
lites. The DMSP spacecraft carry an array of space envi-
ronmental sensors that record along-track plasma densities,
velocities, composition, and drifts [Rich and Hairston,
1994].
[9] For independent comparison with the AMIE results

described above, we use the ion drift meter (IDM) data,
which is a subcomponent of the SSIES carried on the
DMSP satellites starting with F-8 in June 1987 [Rich and
Hairston, 1994]. The IDM measures the horizontal and
vertical angles of arrival of ions with a 6 Hz sample rate
(we are using 4-s binned averages derived from this), and
given this angle and the known speed of the spacecraft, the
particle cross-track speeds can be deduced. We indirectly
make use of the retarding potential analyzer (RPA) which
can determine the total ion density and ratio of O+ to H+ or
He+, among other parameters. The O+ ratio is required
because when H+ or He+ represent more than 20% of the
ambient plasma the IDM measurements are affected and
considered bad. This is more often observed near solar
minimum and in the winter hemisphere. We also remove the
corotation component of the cross-track velocity from the
DMSP observations because the AMIE patterns are derived
in a rotating coordinate system, while DMSP is measuring
the corotation velocity.
[10] In order to convert the DMSP measured cross-track

flows to a convection electric field (E), the topside iono-
sphere is assumed to be a collisionless plasma. Then given
that

E
!¼ �V

!� B
! ð1Þ

and that DMSP measures Vy (where x is along the satellite
path and z is radially away from the center of the
Earth), Ex

�!
=�VyBz + VzBy. We neglect Vz and By, since they

are significantly smaller than Bz and Vy in the polar region,
meaning thatExffi�VyBz. In this paper we are using the IGRF
as our B field. In addition to ion velocity, we are interested in
computing the along-track electrostatic potential, derived by
integrating the DMSP observed electric field along the
spacecraft track. To do this, it is assumed that at some
latitude, the potential drops to zero. In our case we chose 50�
as the zero boundary on the ascending part of the orbit. We
then check that on the descending crossing of 50� that the
calculated potential returns to zero. The case is which it fails
to return is described in the next section.
[11] In this study we were fortunate to have multiple

years of data available both from AMIE and DMSP. This
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allows us to perform our comparisons across multiple years,
seasons, and solar conditions. Specifically, SSIES data from
the spacecraft as listed in Figure 1 is used over the 5-year
period. This amounts to over 70,000 potential comparisons;
however, that number was greatly reduced by filtering on
the SSIES data as described in the following section.

2.3. Data Filters

[12] As is typical for a scientific data set, there are several
filters that must be applied when using the IDM data for
comparison. The first filter we applied is that on a particular
orbit at least 70% of the data above 50� is labeled good. All
of the IDM data are quality flagged either as good, bad,
caution, or unknown based on the RPA values. If we do not
have at least 70% good data in the region of interest, the
orbit is excluded. We also require that there be greater than
100 data points above 50� in the northern hemisphere to
assure a reasonable number of comparison points or we
exclude the orbit. Next, we allow a maximum of 3 min
between good data points in the auroral zone or the orbit is
excluded. We check the SSIES data for several time
parameters including that time is always increasing, that
there are no out of range time values for the orbit, and that
IDM times provide a reasonable split between duskside and
dawnside values. Finally, we calculate the along-track cross
polar cap potential for each orbit and require that the
calculated end value for the potential be within the range
0 ± 25% of the observed maximum for the orbit. There are
several possible reasons why this might occur including
sunlight contamination of the IDM, the presence of a
penetration electric field, a rapidly varying convection
pattern, or expansion of the auroral oval to latitudes lower
than 50�. Given the large amount of data, it is outside the
scope of this study to check each case, so orbits that fail to
return to zero (within 25% of maximum potential) are
discarded as bad. After all these filters have been applied,
a significant number of comparison points remain as shown
in Figure 2. This figure further illustrates that the DMSP
coverage is primarily in the 0600–2000 MLT sectors with
gaps around 1200–1500 MLT and 2200–0400. The uneven
coverage could bias the results by over sampling the dusk
potential cell and missing entire components of the dawn-
side but is unfortunately unavoidable.

3. Comparison Techniques

[13] Every orbit of DMSP IDM data that passes the
filtering described in the previous section is compared with
the archived AMIE data. A sample comparison is shown in
Figure 3. We are comparing the AMIE output and IDM data
averaged to 1.0 min and evaluating three primary quantities:

(1) along-track polar cap potential (AT-PCP), (2) the mag-
nitudes of Vy, and (3) the general shape of the patterns. First,
we convert the IDM measured Vy to electric field using
equation (1), then integrate along the orbital track from 50�
to 50� to get an AT-PCP from both AMIE and the IDM. For
the IDM data, we linearly adjust the values so that the end
points correspond to a zero potential. In the AMIE case, for
each time step, we take the closest data file in time and
interpolate in space to the spacecraft location. The potential
pattern shown as part of Figure 3 is taken from the time
nearest the midpoint of the pass, but the comparison data
does vary in time.
[14] Next, we are interested in how the curves correspond

in shape. For that metric we could have chosen to use the
cross-correlation coefficient, but instead we choose to
present the normalized mean square error. Normalized mean
square error (NMSE) comes from the field of neural forecast
modeling and was introduced by Casdagli [1989] for cross-
comparison of the quality of a predictor for different output
signals and time windows. NMSE is defined as

NMSE Nð Þ ¼ 1

s2T � N
X
keT

xk � x̂kð Þ2; ð2Þ

where xk is the true value, x̂ is its prediction, T is the test
data containing N points, and sT

2 is its variance.
[15] In our case, the DMSP observation is taken as xk, the

AMIE prediction is taken as x̂k, and the summation is over
the set of points in a given orbit. The advantage of NMSE
over cross-correlation is that it is intended as a measure of
the information content between signals and we can more
easily assign a value that represents an acceptable correla-
tion. The NMSE also has the advantage that a value of 1.0
or higher implies no information content between signals
and therefore serves as a reference boundary.
[16] In addition to the three primary comparisons de-

scribed above, we record for each orbit, for both AMIE and
the DMSP data the maximum and minimum potential, the
location of the maximum and minimum, and the cross
correlation coefficients on the dawnside and duskside orbits.
The resulting statistics are binned by activity level, space-
craft, time of year, and season.

4. Results

[17] The results are binned according to different criteria
and we identify the significant trends detected. The first set
of the results are those shown in Figure 4. The interesting
elements to note from these plots are that (1) for all of the
spacecraft the AMIE values of AT-PCP tend to be lower

Figure 1. The DMSP SSIES data range used in this study.
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than DMSP observations, (2) the satellites in the ‘‘noon-
midnight’’ orbits all have similar AT-PCP trends and they
are much lower than the F-13 result, (3) despite having a
much longer observing period, F-12 has relatively few data
points left after filtering. In several of the other results in
this section we observed that the ‘‘noon-midnight’’ satellites
display common characteristics with respect to each other,
but not necessarily to F-13.
[18] Next, we were interested in any solar cycle effect

and binned the data by year to derive the results in Figures 5
and 6. It is interesting to note here that (1) the correlation for
F-13 is nearly unchanged from year to year, (2) the
correlation for F-12 improves significantly from year to
year, (3) the 1997 data from F-12 had virtually no orbits

which passed our check criteria, and those few which did
seemed almost random with respect to the AMIE result.
[19] Here we note that both F-14 and F-15 showed the

same trend as F-12, though they are not shown in a figure.
[20] Subsequently, we looked for seasonal effects in the

data, taking both summer and winter to be the appropriate
northern hemisphere seasons corresponding to our area of
study. Figure 7 shows a clear difference in the AT-PCP ratio
between the summer and winter data for all satellites. We
attribute this result primarily to a problem with the AMIE
minimum winter conductance; this is covered further in the
discussion section.
[21] When looking at the activity level correlation, using

AL as a measure, we see in Figure 8 that there is a slight

Figure 2. This plot shows the frequency of DMSP observation in a given AMIE grid cell. The values
are for the data which has passed all the quality filters and not every orbit.
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Figure 3. A plot showing a typical comparison between the AMIE output and DMSP observations. The
top row is a plot of DMSP Vy, AMIE Vy, and DMSP Vz (black) over the AMIE potential. The spacecraft
ID label marks the start of the orbit. The second panel is the DMSP Vy (solid) versus the AMIE calculated
(dashed) with a color coding for the DMSP quality flags. The bottom panel shows a running potential IES
(black) versus AMIE (orange) AT-PCP calculated from the respective Vys.
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trend toward better correlation with AT-PCP magnitude with
increasing activity level for F-13. However, the plot also
shows an increased scatter across activity levels so the
individual orbits may be less well coupled. Interestingly,
the other spacecraft show differing trends, with F-12’s AT-
PCP becoming less well correlated with increasing activity,
while F-14 and F-15 both correlate slightly better.
[22] Finally, we used the NMSE-Vy calculated on the

entire sample to calculate the percentages in Table 1. It is
interesting to note that despite the difference in the AT-PCP
calculations between satellites the NMSE scores are fairly
similar. The exception being F-14 which is 60% of the time
virtually uncorrelated with the AMIE data.
[23] While these statistical summaries give a feel for the

correlation of model and observation, they do not give a
sense of how well one might expect the two to correlate
from orbit to orbit as might be needed in an operational
setting. For that we follow the style of Bekerat et al. [2003]
and define a set of criteria for a matching orbit. Specifically,
we define a successful match as (1) the AMIE calculated
along-track polar cap potential is within 50% of the SSIES
value, (2) the minimum and maximum potentials are within
two degrees MLAT of each other, and (3) the NMSE for the
orbit is less than 0.5.
[24] There are significant differences between the Bekerat

et al. [2003] criteria used to evaluate the Weimer [2001]
model and our results. For example our filtering criteria

eliminates over 60% of the F-13 orbits from consideration
based on runaway potentials, whereas Bekerat et al. [2003]
used these. We vary our AMIE pattern in time with the orbit
where Bekerat et al. [2003] used a fixed time for compar-
ison and varied the input parameters. We believe these are
significant issues which should be considered when using
the result. The results of our comparison are summarized in
Table 2.
[25] The next section provides comments on each of the

trends observed in the study.

5. Discussion

[26] As we presented in the introduction section, this
paper is meant as an intercomparison between two different
data sets and not as an absolute validation of either. Of
course when the two independent observations agree, it
promotes confidence in both. In the preceding sections we
have seen that in this case the two have some significant
differences. Where there is an important difference, ideally
we would turn to a third data source and use that as an
arbiter. So, though we do not answer in an absolute sense
the question of which observation or model output is
correct, we do derive some interesting results on their
own. For example, when considering the three satellites in
the noon-midnight orbit, we can observe using AMIE as the
comparison basis between the three that they are reasonably

Figure 4. A plot of the along-track polar cap potential as observed by DMSP and calculated from the
AMIE results. The data are for the full time range used in the study and all orbits which passed our
criteria as described in the data description section.
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well calibrated. The spacecraft have nearly identical rela-
tions to AMIE with respect to AT-PCP and respond very
similarly with respect to changing year and season as well.
Clearly, it is of interest that the F-13 spacecraft compares
quite differently to AMIE than the others. Unfortunately, we
do not have access to another spacecraft in this orbit to see if
it is a function of the orbit, the instrument itself, or possibly
some property of the AMIE model in the given MLTs.
Looking first at DMSP, we see one possible explanation in
the northern polar regions for the F12, F14, and F15 data.
The IDM data from these three spacecraft show anomalous
high-speed horizontal sunward flows at certain times of the
season and solar cycle in the northern polar region that we

do not believe are real. Because of the orientation of the
IDM’s aperture to the Sun angle in this orbit, it is possible
the Sun is hitting at just the right angle as the spacecraft
comes over the north polar region (heading sunward) to
light up one of the edges of the IDM that is behind all the
suppressor grids. This would cause photoemissive electrons
to be produce inside the IDM just above the collectors. The
repellers grids that are supposed to keep the outside elec-
trons from entering the IDM would then keep these photo-
emissive electrons in. Such electrons then end up on the
collectors and give an erroneous current reading that makes
it appear there is an excess cross-track flow. In the case of
these three satellites where the IDM faces sunward as the

Figure 6. A plot as in Figure 4. The data are binned by year for F-12. Notice the improving AT-PCP
ratio and decreased scatter between AMIE and F-12 as the data approach solar maximum.

Figure 5. A plot as in Figure 4. The data are binned by year for F-13. Notice there appears to be no
significant yearly trend in the F-13 data.
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spacecraft comes up over the dusk-to-midnight quadrant of
the northern polar region heading toward the dawn-to-noon
quadrant, the sunlight hits the right inside edge (when
looking out of the IDM in the direction of the spacecraft’s
velocity vector), so the electrons hit the right-side collectors
primarily. Because of the negative sign of the electron
current, this gets read as excess positive current on the
left-side collectors and the IDM reports a large cross-track
flow to the left (+y or roughly sunward side). This expla-
nation for an excess +y ion flow for a short period on this
sunward leg matches the observations seen on F12, F14,
and F15. This anomaly in these three spacecraft is more
pronounced in the winter than summer and disappeared as
we approached solar maximum conditions; in other words,
the anomalous flows disappeared as the average plasma
density increased. Since the amount of current from the
photoemissive electrons is roughly constant over the solar
cycle, once the current from the ions becomes large enough
to dominate the electron current, the horizontal IDM flow
data would return to normal. It should be emphasized that
this is only our working hypothesis to explain this anomaly
and that no direct test of this idea has been attempted yet. Of
course since we have filtered all the orbits in which the
cross polar cap potential fails to return to zero, in theory we

should not see this effect, but it may be a lingering bias in
all the data driving the potential higher. The best evidence
for this perhaps comes from the yearly changes in AT-PCP
for the spacecraft in the noon-midnight orbits. While there is
little or no change in the F-13 data, the others show better
correlation with AMIE, perhaps as the percentage contribu-
tion from the light contamination decreases.
[27] Another possibility for the discrepancy between F-13

and the other spacecraft is that the along-track velocity (Vx)
of the ions is neglected in the processing of the IDM data.
Typically, the correction for this is small because of the low
ratio of the ion velocity to the spacecrafts own 	7.5 km/s
velocity. However, it is possible that because the F-13 orbit
cuts through the dusk convection cell more perpendicularly
than the other spacecraft, thereby minimizing Vx, that there
is less error introduced. However, even in a worst-case
scenario this cannot account for the full difference observed.
[28] Of course, DMSP instrumentation is unlikely to be

the only cause of the difference. A spacecraft in a noon-
midnight orbit has the possibility to come up the boundary
between the dusk and dawn convection cells. In this case, if
the AMIE pattern is slightly rotated from the actual pattern,
then the model may be giving near-zero fields, when in fact,
there are reasonably large fields present. In part, this points

Figure 8. A plot as in Figure 4. The data are binned by the minimum AL calculated by AMIE during
the time of the DMSP pass.

Figure 7. A plot as in Figure 4. The data are binned by satellite and season. There is a clear difference
between the summer and winter correlations for all satellites.
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out the problem with taking a line sample of spatial output
but is the best possible approach with the currently available
data resources. Since the F-13 orbit is sampling more
through the ‘‘heart’’ of the pattern, a slight rotation has a
far less dramatic effect on the final potential leading to
better correlation with the observation. It could also be that
something in the background conductance model is off for
these particular MLTs. The background models used in
these AMIE runs [Ahn et al., 1998; Fuller-Rowell and
Evans, 1987] were shown by Kihn and Ridley [2005] to
be quite low with respect to DMSP Precipitating Electron
and Ion Spectrometer (SSJ/4) observations for example. In
this case, that makes matters worse because too low a
conductance implies too high a potential. This type of
effect, where a background model which strongly drives
the AMIE result is poorly calibrated, is illustrative of the
potential for error in AMIE. Of course, as AMIE is a data
assimilation model when improved background models
become available they can be simply plugged in to get an
improved result.
[29] With regard to the seasonal variations, we see in

Table 3 that our results correspond with those of Papitashvili
and Rich [2002] quite well. That is to say, for both F-12 and
F-13 we see a relatively flat AT-PCP with a 10%
enhancement in the winter. Conversely, with AMIE we see
a flat AT-PCP with a 10% decrease in the winter. The
Papitashvili and Rich [2002] result is more consistent with
de la Beaujardiere et al. [1991], which leads us to suspect a
problemwith AMIE.We suspect theAMIEmode’sminimum
value for conductance of 2mhos is too high. If this value were
too high for the winter data, it would show up as too low a
potential. We are unaware of any published value for appro-
priate minimumwinter conductance values. Another factor to
consider is that the AMIE model does use a solar-induced
conductance model, which perhaps is incorrectly accounting
for the change of seasons. Both of these possibilities should
be investigated. As with the other cases, the strong differ-
ences can be explained two ways. Clearly, because of the
seasonal dependance of the O+/H+ mixing ratio, the DMSP
data will see some effect. It is possible remnants of this effect
are present in the winter data even after filtering with the
RPA. One could conceivably develop an algorithm to remove

this trend from the data possibly using the AMIE data as a
comparison data set.
[30] The lack of a strong correlation with activity level is

slightly surprising. We had expected improvement because
at higher activity levels as the auroral oval is pushed lower
and takes a more definite shape giving few ‘‘skimmer’’
passes where the satellite does not fully sample the oval. In
experiments where we looked only at orbits where the
maximum MLAT obtained by the DMSP spacecraft was
greater than 80, we noted significant improvement in the
DMSP-AMIE correlation. A possible explanation for the
discrepancy is that the more active oval is changing rapidly
on time scales AMIE does not reflect, thereby counter-
mining the effects of the better DMSP sample.
[31] One of the most important questions we face in this

study is why are such a large percentage of the runs failing
to match, even given the fairly liberal criteria as described in
the preface to Table 2? One obvious answer is that the
electric field in the auroral zone is highly variable over very
short timescales. In the work of Matsuo et al. [2003] they
found that the electric field is highly variable and dependant
on MLT and season which are relevant to our study. So,
even though we have AMIE runs at a high cadence (1.0
min), there may be significant changes intrasample detected
by DMSP’s 4-s sample rate but not AMIE. This effect
should be minimized by our filtering criteria and smoothing
and certainly does not account for all of the large difference
between the two. Another explanation for some passes at
least is shown in Figure 9.
[32] Here (in Figure 9a) we observe that despite very

good northern hemisphere station coverage there are cases
where the track passes through with little or no observed
data directly below. In that case, AMIE is presenting a mix
of empirical models [Weimer, 1996] and observation which
Bekerat et al. [2003] have already established as inadequate
for describing the instantaneous convection pattern. In
Figure 9b we see that even when there is reasonable
coverage on the majority of the pass, the main flow peaks
can still be off in both magnitude and location. The very
significant falloff for matches in the noon-midnight space-
craft is interesting in that it is not primarily driven by the
AT-PCP difference. That is to say, if we relax the success
criteria to say allow for 100% variance in the observed cross
polar cap potential, we still only get a match 12% of the
time for F-12. This means the two are not in agreement in
the location of the flows in addition to the magnitude. By
going back further in time to another dawn-dusk DMSP
satellite, it should be possible to determine if this is a
characteristic of spacecraft or orbit. One factor that leads
us to suspect it may be a property of the orbit is evident in
Figure 4. Here we see that the noon-midnight satellites all
have proportionally less data make it through the filtering
process than does F-13. In fact, in the final step of the filter,
checking that the potential returns to zero, F-13 passes 31%

Table 2. Percentage of DMSP Orbits Which Match the AMIE

Data According to the Criteria Defined in the Results Sectiona

Satellite All Data 2000 Data Only Summer Only AL < �400

F-12 9.7% 10.6% 12.7% 6.8%
F-13 35.4% 35.6% 40.4% 55.5%
F-14 8.9% NA 9.7% 15.6%
F-15 7.1% 9.0% 9.2% 9.3%
aThe column heading lists the subset of the data examined.

Table 1. Percentage of DMSP Orbits Which Match the AMIE

Data According to the Specified NMSE Criteriaa

Satellite NMSE < 0.5 0.5 < NMSE < 1.0 NMSE >1

F-12 38.3% 37.0% 24.7%
F-13 43.3% 30.7% 26.0%
F-14 10.6% 28.6% 60.8%
F-15 34.7% 46.7% 18.6%
aThe result is for all samples which passed the specified filtering.

Table 3. Average AT-PCP, kV, Binned by Spacecraft and Season

Season F-12 F-13 AMIE (F-13 Track)

Spring 36.6 40.5 33.3
Summer 38.5 40.4 34.3
Fall 37.9 40.3 34.3
Winter 41.9 44.7 30.6
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of the time, where F-12 is less than 15%, F-14 less than
10%, and F-15 less than 12%. This leads us to believe that
whatever is causing the failure is leaving some sort of a bias
in the data even in those passes marked good. The fact that
we see some improvement with season and year is evidence
that the O+/H+ mixing ratio plays a part, but again restrict-
ing the sample to only summer around solar max does not
produce as good a correlation as with F-13. A large part of
this could be attributed to the variability in the 18–23 MLT
sector as compared to those sectors in F-13’s orbit.

6. Summary and Conclusions

[33] Describing the high-latitude convection patterns is
very important in many domains including the ionosphere,
thermosphere, and magnetosphere. More and more of these
applications are being transitioned to near-real time support
and the convection pattern is used as a key input allowing
for accurate forecast and specification of a given domain.
Because of the strongly variable nature of the high-latitude
ionosphere, the current best approach for describing it
seems to be the use of data assimilation models like AMIE
but it is important to understand how well the output of
these techniques corresponds with observational data.

[34] In this paper we have compared the ion drift veloc-
ities and electric field derived from the AMIE data assim-
ilation model using primarily ground magnetometer input
with the same parameters observed by DMSP’s SSIES
instrument. We have binned the results according to various
criteria, including satellite, year, season, and activity level
and find significant differences among them. While the
study does not attempt to validate the results of either
model or data, it does raise some interesting questions with
respect to their use and stability. We find that the best
correlation between model and data is between F-13 and
AMIE. It is not clear if this is a property of the orbit, which
is unique in this study, or the instrument. When we apply a
set of evaluation criteria for successfully matching over an
orbit, we find that F-13 matches the AMIE result between
35% and 55% of the time depending on the criteria
mentioned above. We find that the other satellites have a
self-similar and much lower correlation ranging from 7% to
13%. The spacecraft in the noon-midnight orbit do correlate
well with each other, which implies the instruments are
similarly calibrated. While not directly comparable, it is
interesting to note that Bekerat et al. [2003] using their
criteria obtained a result for the empirical Weimer [2001]
model of 6–17% using F-13 only.

Figure 9. A and B show DMSP passes (solid line) through a corresponding AMIE potential pattern
with diamonds representing ground stations used in the calculation. The bottom panel shows a
comparison of the AMIE and DMSP Vys as in Figure 3.
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[35] The most significant result from our data is that the
AMIE calculated AT-PCP is low compared with DMSP
observations. We also find that season is a strong influence
across all spacecraft. The summer data correlates much
better with AMIE than the winter data, which may be
attributed to AMIE’s background conductance. The criteria
of year, reflecting the changing solar cycle, is a strong
influence on the noon-midnight spacecraft, while showing
no significant effect for the F-13 spacecraft which is in a
dawn-dusk orbit. We attribute a large percentage of this
effect to residuals left in the DMSP data but allow that parts
of the AMIE model contribute as well.
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