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The effect of smoothed solar wind inputs on global modeling
results
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[1] This study investigates the role of fluctuations in the solar wind parameters in
triggering a magnetic storm and assesses the storm simulation ability of the Space Weather
Modeling Framework (SWMF) through a model–data comparison. The event of
22 September 1999 is examined through global magnetosphere simulations, using as input
Advanced Composition Explorer (ACE) observations (4 min temporal resolution) along
with running averages of this data with windows of 60, 120, and 180 min. It is noted that
for this storm the model produces a two phase, fast then slow recovery phase due to a
sudden drop in plasma sheet density during the interval of southward interplanetary
magnetic field (IMF). Also, smoothing the input with a window larger than 60 min
changes the entire magnetosphere and reduces the plasma sheet density and pressure,
therefore a less intense storm develops. It is worth mentioning that the main phase
(measured from Storm Sudden Commencement to minimum Dst) for this magnetic storm
lasted about 3 h. This explains the change in the Dst profile for the 120 and 180 min
averaged input. Averaging only IMF Bz or solar wind density reveals that all input
parameters are important for the development of the storm, but Bz is the most significant.
Also, comparison with Dst predictions (using the formula of O’Brien and McPherron
(2000)) are presented and discussed. For all cases studied, there are no significant
differences for Cross Polar Cap Potential (CPCP) in both hemispheres, while the nightside
plasma sheet density shows a sharp drop when the input is averaged over 60 min or more.
Our results indicate that the magnetosphere responds nonlinearly to the changes in the
energy input, suggesting the need for a threshold in the amount of energy transferred to the
system in order for the ring current to develop. Further increase of the energy input leads to
a saturation limit where the inner magnetosphere response is no longer affected by any
additional amount of energy contained within high‐frequency oscillations, because the
magnetospheric system acts as a low‐pass filter on the interplanetary magnetic field.
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1. Introduction

[2] Magnetospheric dynamics are mainly controlled by
the two external drivers of the solar wind and the interplan-
etary magnetic field (IMF). Dungey [1961, 1963] was the
first to propose that the solar wind energy input into the
Earth’s magnetosphere is controlled by the solar wind plasma
and the IMF, which in turn determines the dayside recon-
nection rate. The reconnection process is responsible for
enhancing the mass and magnetic flux transport from the
dayside magnetosphere to the magnetotail when the IMF
is southward. During times when the IMF is in the same
direction as the geomagnetic field, the plasma convection

at high latitudes is more complex, and the transport of mag-
netic flux can be from the magnetotail to the dayside.
[3] The result of a magnetic storm is the formation of an

intense, westward toroidal current that encircles the Earth in
the equatorial plane [e.g., Tsurutani and Gonzalez, 1997].
This ring current occupies geospace from 2 to 7 Earth radii
and is formed through convective transport and drift of ions
(mainly H+ and O+) in the energy range of 10–200 keV.
[4] While magnetospheric disturbances are highly com-

plex phenomena, it is common practice to use the Dst index
(disturbance storm time) as a measure of the ring current
intensity. The Dst index is based on measurements from
ground‐based magnetometers placed close to the magnetic
equator [Sugiura and Kamei, 1991] and contains contribu-
tions from the magnetopause currents, both partial and
symmetric ring current, magnetotail currents along with
Earth‐induced currents and possibly the substorm current
wedge when it is very strong. In spite of being “contaminated”
by various current systems, numerous studies [e.g.,Greenspan
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and Hamilton, 2000; Siscoe et al., 2005] showed that the
partial and symmetric ring currents are the main contributors
to the magnetic perturbation in the horizontal component of
the geomagnetic field. Furthermore, throughout the litera-
ture, it has been shown that a strong relationship between
the variation of the Dst index during storms and the energy
content of the ring current exists [e.g., Jorgensen et al.,
2001; Liemohn and Kozyra, 2003].
[5] There are still things we do not know about the storm‐

time ring current and plasmasphere, especially with regard
to the ring current’s nonlinear feedback on the energy input.
Ebihara et al. [2005] suggested that the ring current
response is nonlinear with respect to changes in the plasma
sheet density, and this might be one factor responsible for
the ring current decay. On the other hand, a recent study
by Lavraud and Jordanova [2007] shows that the proton
ring current energy is increasing with increasing plasma
sheet density, predicting a linear relationship between the
two. Palmroth et al. [2003] used global magnetohydrody-
namic (MHD) simulations to investigate the solar wind
energy transfer to the magnetosphere and found that the dur-
ing the main phase of the magnetic storm the energy trans-
ferred is well correlated to the solar wind parameters while
during the recovery phase the correlation is lost. Also, the
majority of empirical models that provide a prediction for
the Dst index are linear with respect to the solar wind para-
meters [e.g., Burton et al., 1975, O’Brien and McPherron,
2000; Temerin and Li, 2002, 2006]. Nonlinear dependence
on the dynamic solar wind pressure is considered by some
models [e.g., Wang et al., 2003], while Siscoe et al.
[2005] suggested that nonlinearity of the system should be
based on the eastward component of the interplanetary elec-
tric field, rather than the ram pressure.
[6] There are many mechanisms that are responsible for

the particle energization in the inner magnetosphere but
the two most important are the ionospheric electric potential
and the properties of the near‐Earth plasma sheet. The for-
mation of an intense ring current requires significantly high
values of both of these drivers [Liemohn and Kozyra, 2003],
while a decrease in any of them will lower the amount of
energy entering the ring current, independent of the nature
of the driver [Kozyra et al., 2002; Liemohn and Kozyra,
2005].
[7] Transient spikes in the solar wind parameters are

observed during most magnetic storm events, leading to
considerable changes in the convection strength in the Earth
magnetosphere, therefore altering the flow of plasma sheet
particles that contribute to the total energy content of the
ring current.
[8] A study by Chen et al. [1993, 1994] showed that

spikes added to the magnetospheric convection produce
enhancement of the ring current, because of an increase in
diffusive transport of ions with energies over 160 keV.
Ganushkina et al. [2000, 2001] suggested that the short‐
lived intense electric fields are responsible for the observed
ion flux enhancements inside the plasmapause during
storms. Furthermore, inner magnetosphere simulations
[Khazanov et al., 2004] using time averages of the electric
potential show that temporal resolution higher than 5 min
is needed in order to correctly estimate the energization
and injection of the high‐energy plasma sheet electrons.
Similarly, Ganushkina et al. [2006] found that the short‐

lived pulses in the near‐Earth electric field had a profound
influence on the enhancement of the energetic tail of the ring
current ion population.
[9] Conversely, many studies have shown that there is a

time delay of few minutes between the time the IMF reaches
the magnetopause and the ionosphere starts to react [i.e.,
Ridley and Clauer, 1996; Ridley et al., 1998; Ruohoniemi
and Greenwald, 1998; Slinker et al., 2001; Lu et al.,
2002]. Further, the ionospheric potential takes 10–20 min
to fully change from one state to another. Goldstein et al.
[2003] found that the electric potential response time from
solar wind to the inner magnetosphere is around 30 min.
Tsurutani et al. [1990] describeed the magnetosphere as a
low‐pass filter, i.e., the existence of a break in the IMF
Bz–AE coherence spectrum at about 5 h period. Moreover,
the statistical study of Murr and Hughes [2007] suggests
the ionosphere is insensitive to frequencies higher than
0.8 mHz in the IMF, meaning that the magnetosphere‐
ionosphere system naturally acts as a low‐pass filter of the
interplanetary magnetic field. Similarly, Takalo et al.
[2000] showed that the low frequencies in the AE index
are correlated to the low frequencies in the rectified eastward
component of the interplanetary electric field, while the high
frequencies are associated with the intrinsic dynamics of the
magnetosphere.
[10] The question still remains: If the ring current shows a

linear response with respect to its drivers, then the presence
of the transient spikes alone in solar wind parameters should
have no extra contribution to the energization and loss of the
ring current population. Smoothing the solar wind plasma
and IMF, therefore reducing the solar wind energy trans-
ferred to the magnetosphere, should yield a linear response
of the inner magnetosphere with respect to the energy input.
[11] Understanding how the morphology of the plasma-

sphere and ring current changes as a function of various
factors, processes, source terms, and conditions is critical
to our understanding of the geospace domain. While in situ
measurements of the inner magnetosphere broaden our
understanding of the dynamic processes that dominate this
region, the energization of the system is still a quite difficult
issue to examine using observations alone. Consequently,
global magnetohydrodynamic (MHD) simulations provide
an excellent alternative for investigating the large‐scale cou-
pling of the solar‐wind‐ionosphere‐magnetosphere system,
especially when such a model is combined with kinetic
physics models from various regions of the space where
coupling processes are important (like the inner magneto-
sphere). The presented work addresses this open issue by
examining the event of 22 September 1999 through global
magnetosphere simulations within the Space Weather Mod-
eling Framework (SWMF), using a variety of time‐averaged
solar wind inputs.

2. Space Weather Modeling Framework

[12] The Space Weather Modeling Framework (SWMF) is
a robust, high‐performance numerical tool that can be used
or customized to link together Sun to Earth modeling com-
ponents, capable of simulating physics from the solar sur-
face to the upper atmosphere of the Earth [Toth et al.,
2005]. The SWMF integrates numerical models for numer-
ous physics domains self‐consistently solving the physics
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within each region of interest and the coupling between
them. This includes models of the solar corona (SC), erup-
tive event generator (EE), inner heliosphere (IH), solar ener-
getic particles (SP), global magnetosphere (GM), inner
magnetosphere (IM), plasmasphere (PS), radiation belt
(RB), polar wind (PW), ionosphere electrodynamics (IE),
and upper atmosphere (UA) coupled into a complex model.
Each domain can be represented with alternative physics
models, and the coupling of these modules makes the
SWMF a unique and powerful tool in simulations that were
not possible with individual physics models. It has been
extensively used for scientific studies of the geospace by
many authors [i.e., Toth et al., 2007; Zhang et al., 2007;
Yu and Ridley, 2009]. In the following, we will briefly
describe the domains relevant to this study.
[13] The global magnetosphere (GM) domain describes

the magnetic field and plasma properties in the outer magne-
tosphere and encompasses the bow shock, the magneto-
pause, and the magnetotail of the planet. There is one
model for the global magnetosphere in the SWMF, the
Block Adaptive Tree Solar‐wind‐type Roe Upwind Scheme
(BATSRUS) global magnetohydrodynamic (MHD) model
[Powell et al., 1999; Gombosi et al., 2002; Toth et al.
2006]. This model solves the resistive magnetohydrodynamic
equations, everywhere outside an inner boundary near Earth,
taken here at 2.5 RE. In the regions close to the body, where
the grid overlaps with that of the Inner Magnetosphere com-
ponent, the MHD results are nudged toward the IM results.
For this study, we used as upstream boundary condition
measurements from the ACE spacecraft. An electric poten-
tial given by the Ionosphere Electrodynamics component
provides the velocity at the inner boundary for the GM
domain. The density is set to a fixed value of 28 cm−3, while
the temperature and themagnetic field are continuous through
the boundary.
[14] The inner magnetosphere (IM) domain consists of the

closed field line region, solving the energy‐dependent parti-
cle flows of hot ions and electrons. The Rice Convection
Model (RCM) [Harel et al., 1981; De Zeeuw et al., 2004]

is one of the IM models, and it was used for this study.
The GM domain provides the RCM outer boundary plasma
information along with the closed field line volumes for the
IM component, while IM computes the density and pressure
along those closed field lines and feeds this information to
GM in order to correct these values. Also, for these simula-
tions, all ions are considered to be protons, and charge
exchange collisions are not considered within the RCM
domain.
[15] Within the ionospheric electrodynamics domain, the

two‐dimensional electric potential and auroral precipitation
patterns are described. The SWMF uses an ionospheric
model that is a combination of an electric potential solver
and a model of the electron precipitation [Ridley and
Liemohn, 2002; Ridley et al., 2004], and is needed for
proper GM and IM domain simulations. Field‐aligned cur-
rents are provided by the global magnetosphere domain while
IE provides the electric potential to theGMand IM. The field‐
aligned currents are computed at 3.5 RE in the magnetosphere
and then mapped down into the ionosphere. An illustration of
the coupling is presented in Figure 1.
[16] In this study, the inner boundary of GM is set at

2.5 RE from the center of the Earth where the flows generated
by the ionospheric potential are set. The simulation domain is
defined by x ranging from [−224 RE, 32 RE], with y and z
ranging from [−128 RE, 128 RE]. The IM domain overlaps
with the GM domain and changes according to the open–
closed field line boundary information provided by BATSRUS;
the IM domain typically extends to 10 RE in x and y coordi-
nates in the equatorial plane, within the GM region. We ran
the model with refined spatial resolution, the smallest being
set to 1/8 RE in the shell region from 2.5 to 3.5 RE, and close
to the Earth (x: 16 RE, −32 RE, y: −8 RE, 8 RE, z: −8 RE,
8 RE) the resolution was set to 1/4 RE. Close to the tail
and bow shock the resolution was set to 1/2 RE, while every-
where else it was 2 RE. Coupling the three components
enables passing information back and forth between the
GM, IE, and IM. The GM and IE components are coupled
every 5 s, meaning that the electric potential from IE and
the field‐aligned currents from the GM are updated at this
frequency. The IM‐GM and IE‐IM couplings were set to
10 s (two time steps in the RCM). The IM obtains the field
topology and plasma information from the GM component,
while getting the electric potential from the IE and provides
the density and pressure corrections back to GM every 10 s.
Typically, each simulation domain contains about 2.5 million
cells and a BATSRUS time step of 0.7 s (RCM has a 5 s time
step). For this particular event, the 10.7 cm solar radio flux
(F10.7) was set at 140.1 Jy.

3. Solar Wind Inputs

[17] Solar wind observations from the ACE satellite,
orbiting around the Lagrange 1 point on the Sun‐Earth line,
were used as inputs in the SWMF simulation. Note that the
data are propagated from the satellite location to (32, 0, 0)
RE in the geocentric solar magnetospheric (GSM) coordinate
system using the Minimum Variance Analysis method of
Weimer et al. [2003] and Weimer [2004].
[18] To assess the role of small‐scale fluctuations in the

solar wind plasma, we averaged the input data (4 min tem-
poral resolution) with running average windows of 60, 120,

Figure 1. Coupling schematic of the GM‐IM‐IE coupling
within SWMF.
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and 180 min, in this way decreasing the energy input into
the magnetosphere. Figure 2 shows solar wind plasma and
interplanetary magnetic field (IMF) parameters for the
22 September 1999 event. The different colored lines corre-
spond to different input data: Red lines show the 4 min tem-
poral resolution ACE observations, while purple, green, and
blue lines correspond to 60, 120, and 180 min running
averages, respectively.
[19] The event chosen for this study is an intense, inter-

planetary coronal mass ejection (ICME) driven magnetic
storm, showing a large disturbance of the geomagnetic field
with an observed Dst index minimum of −178 nT. A well‐
defined shock is observed in the solar wind, showing a tre-
mendous increase in solar wind particle density at about
1252 UT, from approximately 15 cm−3 to 60 cm−3. The

Bz is mostly northward until 1952 UT when it becomes neg-
ative and stays negative until 0032 UT on 23 September,
with a minimum value of approximately −22 nT. When
we smooth the data with a window of 3 h, the shock in solar
wind plasma density is not as sharp as before, showing a
maximum value of 36.5 cm−3, while the Bz southward turn
happens a few minutes earlier than seen in the 4 min data
and only reaching a minimum of −13 nT. The X component
of the solar wind velocity is one parameter for which the
effect of averaging is not as significant, mostly because vx
is quite steady, showing very little temporal variation.
[20] Geomagnetic activity is powered by the solar wind

energy injected into the magnetosphere; therefore, we use this
quantity as an indication of inner magnetospheric activity.
Integration of the rectified eastward component of the inter-

Figure 2. Averaged Inputs for the 22 September 1999 event. Red lines show the ACE observations with
a temporal resolution of 4 min, and the running averages with windows of 60 min (purple line), 120 min
(green line), 180 min (blue line). From top to bottom are presented the input parameters: Bx (nT), By (nT),
Bz (nT), vx (km/s), density (cm−3), and eastward component of the electric field Ey (mV/m). The vertical
dashed line in the Bz plot indicates the northward or southward turning of the field.
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planetary electric field over the time yields a total energy
input into the Earth’s magnetosphere, and it is defined as
follows:

IEy ¼
Z t2

t1

E*y;swdt; ð1Þ

where E*y,sw is

E*y;sw ¼
0 if Bz � 0

vx � Bzð Þ if Bz < 0;

8<
: ð2Þ

and t1 corresponds to the start time of the simulation
(22 September 1000 UT), while t2 is the end time of the sim-
ulation (23 September 0300 UT). Note that Ey for all cases
was computed using the smoothed values of vx and Bz and
not by smoothing the high‐resolution Ey time series.
[21] Percent differences were calculated between energy

input when the temporal resolution of the upstream solar
wind was 4 min and energy input for the 60, 120, and
180 min averaging of the data and shown in Table 1, the
first two rows. The smoothing of the data cuts the power
input into the system by about 38%, when the averaging

is done with a window of 3 h. It is worth mentioning that
the bulk of the energy input is transferred during the storm
main phase (from 2000 UT to 2300 UT), therefore including
the quiet time in our integration of Ey does not change its
value significantly (not shown here). Rows 3 and 4 show
the simulated Dst index values and percent differences
between the observed value and the ones produced by our
simulations. We note that the 180 min smooth‐density‐only
run produces a ring current closest to the observations, while
the 3 h smooth data produce the weakest Dst index.

4. Smoothing All Input Parameters

4.1. Magnetospheric Response

[22] The Dst index results are shown in Figure 3 for all
cases. The modeled Dst index is calculated by solving the
Biot‐Savart integral for all the electric currents encompassed
by the BATSRUS simulation domain from the inner bound-
ary, and taking themagnetic field disturbance along the z axis.
Again, the colored lines show the results from the four differ-
ent temporal resolution inputs: 4 min (red), 60 min (purple),
120 min (green), and 180 min (blue), while the black dashed
line shows the observed Dst, and the black continuous line
corresponds to the SYM‐H index. The comparison with
the observed indices provides us with a measure of the ability
of the model to accurately represent the inner magneto-
spheric response. The 60, 120, and 180 min averaging runs
were started from the same common restart file (obtained
from the 120 min run) just before 1800 UT as opposed to
1000 UT for the case of 4 min averaging. The reasoning
behind this was to use less computer resources, and it was
motivated by the fact that this time was still several hours
before the main phase of the storm (during the very quiet
pre‐storm interval).
[23] We see that when the 4 min and 60 min temporal res-

olution is used in our simulation, the modeled Dst profiles

Table 1. Values of the Time‐Integrated Energy Input Into the
System for Different Simulations and the Percent Difference
Between the Energy Input Produced by the 4 min Resolution Input
Data and 60, 120, and 180 min Averaged Solar Wind Inputs

Input Resolution
4

min
60
min

120
min

180
min

180 Bz

Only
N

Only

I (V s/m) 120738 106959 92124 82039 83042 120738
Percent difference 0 12.1 26.9 38.2 36.9 0
Dst (nT) −265 −254 −131 −42 −138 −201
Percent difference 39.3 35.2 30.4 123.6 25.3 12.1

Figure 3. Dst index simulation results for all the runs using averaged inputs for the 22 September 1999
magnetic storm. Each colored line corresponds to different simulation results using different time resolu-
tion input data: 4 min (red line), 60 min (purple line), 120 min (green line), 180 min (blue line). The black
dashed line shows the observe Dst index, while the black continuous line corresponds to the SYM‐H
observations.
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are quite similar, peaking within the same hour and drop-
ping to about the same value, then recovering very fast dur-
ing the first 2 h and slower after that. For both of these
cases, the simulated Dst index is dropping sooner and lower
(more intense) than the observed value, indicating a stronger
ring current and a shift in the peak of the storm. It is worth
mentioning that smoothing the input with a window of 1 h
does not make a significant difference in the Dst profile.
[24] For the case when the inputs are smoothed with a

window of 2 h, the Dst index is less negative (less intense)
than the observed one, recovers quickly for 2 h and after that
the recovery is slow, as noted in the previous cases as well.
Similar behavior is seen in the case of the simulation that
used Kp‐like (3 h) averaged data, only this time the Dst
index did not go below −40 nT. Please note that the main
phase of the 22 September 1999 event only lasted about
3 h; therefore averaging over 180 min, the Bz southward
magnitude has been greatly decreased, implying that the
magnetic convection will be significantly weaker.
[25] Interestingly enough, for all cases, the Dst profile

showcases a two‐phase recovery. There are a few hypothe-
ses that are trying to explain this fast and then slow‐recovery
phase. Liemohn et al. [1999] postulated from numerical sim-
ulation results that the fast‐early‐recovery phase is due to
particle flow out of the inner magnetosphere toward the day-
side magnetosphere. Also, Jorgensen et al. [2001] suggested
that different processes are responsible for the fast‐ and the
slow‐recovery phase, that is, during the early fast recovery
the lifetime of trapped ring current particles is considerably
shorter compared with the late‐slow‐recovery phase.
[26] Many authors [e.g., Liemohn et al., 1999, 2001;

Jordanova et al., 2003] argued that charge exchange pro-
cesses are primarily responsible for the decay of the ring
current during the late‐recovery phase, because of the reac-
tion’s slow timescale compared with the loss of ions to the
dayside due to large‐scale plasma convection. In our study,
we cannot conclude anything about the charge exchange
losses since these losses are not explicitly included into
our global magnetospheric simulations. Yet, our simulation
results suggest that such behavior is reproducible without the
charge exchange mechanism explicitly taken into account.
[27] Figure 4 presents the BATSRUS pressure distribution

in the X–Y plane (as modified by the RCM) during the de-
velopment of the storm, for all our simulation runs. Pressure
is directly correlated with the current density and provides a
good measure of the current distribution. The ring current
develops at different times (UT) during the storm, depend-
ing on the averaging window, with the least intense value
of the Dst index occurring during the 3 h averaged input
with a ring current that grows and peaks sooner. In the 4,
60, and 120 min averaged inputs runs, the current becomes
symmetric around 2300 UT (weaker in the latter case), while
for the 180 min averaged inputs run, pressure is close to one
order of magnitude lower, resulting in a less‐disturbed geo-
magnetic field (as seen in Figure 3). In the last column of
Figure 4, the plasma sheet is very weak, while in the first
two columns, the plasma sheet shows an intensification dur-
ing the main phase and decays close to 2400 UT, at the same
time as the start of the slow‐recovery phase. Similar features
are seen in the case of 120 min averages; the drop in the near
Earth plasma sheet pressure is followed by the slow recov-
ery of the ring current. While the Dst decay is mainly mod-

ulated by the ring current, the recovery is controlled by both
the ring and the tail current systems [Feldstein et al., 2000].
A rapid decay of the tail current can cause a sudden recovery
in the Dst index. On the other hand, Ohtani et al. [2001]
argued that the contribution of the tail current to the Dst is
approximately 20%–25% of the total. So far it is worth con-
sidering that the two‐phase decay seen in the Dst index
might not be due only to the loss of trapped ring current
energy, but also to the early decay of the tail current system.

4.2. Midnight Plasma Sheet

[28] The major sources for the ring current population are
the ionospheric outflow and the injection of the plasma sheet
particle into the inner magnetosphere. Plasma sheet particles
are accelerated due to the convection electric fields and be-
come trapped and start gradient‐curvature drifting around
the Earth, forming the ring current. Therefore, we investi-
gate the contribution of the plasma sheet density to the
energization of the ring current. To do so, we have included
24 virtual satellites in our simulations located 1 h of local
time apart at the geosynchronous orbit and extracted values
throughout the simulations. Our model solves the MHD
equations for the mass density, and it provided us with a
measure of plasma sheet population expressed in atomic
mass units per cubic centimeter (amu/cm−3). Since composi-
tional information is not available, in order to convert it to
number density expressed in units of particles per cubic cen-
timeter, we are using the formulae of Young et al. [1982],
that is, empirical relationships between the densities of O+

and H+ as a function of Kp index and the solar flux
F10.7, as described below:

n Oþ� � ¼ 0:011 exp 0:24Kpþ 0:011F10:7ð Þ ð3Þ

n Oþ� �
n Hþð Þ ¼ 0:045 exp 0:17Kpþ 0:010F10:7ð Þ: ð4Þ

[29] The density provided by our model (nSWMF) was cor-
rected in such a way that accounts for the percentage of both
oxygen and hydrogen ions:

ncorrected ¼ nSWMF

n Hþð Þ þ n Oþ� �
n Hþð Þ þ 16n Oþ� � : ð5Þ

[30] Note that for this event, Kp was fluctuating between 2
and 8, with a maximum of 8 at the storm peak.
[31] Figure 5 presents the geosynchronous nightside plas-

ma sheet density (averaged over the whole nightside), the
radial component of the bulk velocity, and the sunward par-
ticle flux results for 4 min temporal resolution and 3 h aver-
aged solar wind input cases only, used in our study. The
radial velocity and the density were averaged across the
nightside around the geosynchronous orbit, from 18 LT to
06 LT. For the case of the high‐resolution solar wind input
(the red line in Figure 5), both the plasma sheet density and
the sunward velocity are steady up until 2000 UT, at which
time Bz becomes negative, and the plasma sheet density in-
creases and remains at elevated values for most of the dura-
tion of the main phase. The radial velocity is considerably
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enhanced, reaching a maximum of about 80 km/s for the
4 min simulation while the 3 h averaged input (the blue line
in Figure 5) yields a maximum velocity of under 30 km/s.
Interestingly, we note a sudden drop in the nightside plasma
sheet density just before the storm maximum, from about
4 cm−3 to approximately 2 cm−3 (the red line in Figure 5).
Similarly, the sunward velocity for the high‐resolution input
data is increasing considerably closer to the storm maximum
(2200 UT) only to decrease just before 0000 UT, at the same
time with the start of the slow‐recovery phase. Therefore, it
is suggested that fewer plasma sheet particles are accelerated
enough to gain access to the inner magnetosphere and be-
come trapped. The difference in the earthward particle flux

for the two cases is significant. Smoothing the input with a
window of 3 h yields a steady, less‐dense plasma sheet den-
sity on the nightside, along with weaker flux and lower
radial velocity. Therefore, removing the transient spikes in
the solar wind by smoothing the solar wind input data with
a window of 3 h yields a less‐dense and less‐energetic plas-
ma sheet population.
[32] The density drop might explain the rapid recovery of

the ring current, since the source of particles is depleted, and
there are very few additional particles injected into the ring
current. Smoothing the input with a 3 h window produces a
steady, low‐density plasma sheet, showing very little vari-
ability. Again, this is explained by the fact that the weak

Figure 4. Pressure distribution in the X–Y plane for all simulation results. From left to right, each col-
umn corresponds to a case study: 4 min, 60 min, 120 min, and 180 min running averages of input para-
meters. From top to bottom, we present snapshots of the pressure on a logarithmic scale at five times
during the event: 2000–2400 UT on 22 September 1999. The scale of the plot is logarithmic (base 10)
and is expressed in nPa.
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and smooth southward IMF Bz (as shown in Figure 2, the
blue line in the third plot from top) decreases the magneto-
spheric convection and produces a less variable plasma
sheet.
[33] A study by Takahashi et al. [1990] shows that both

particle energy and the length of recovery of the cross tail
potential are controlling the amount of plasma trapped on
closed field lines. These authors propose that the recovery
of the Dst index is due to a combination of decreased injec-
tion and charge exchange of trapped particles. Moreover,
they show that the drop in the plasma sheet density during
the early‐recovery phase is the main contributor to the fast
recovery of the simulated ring current. In addition, the late
slow recovery occurs when the IMF Bz becomes positive.
The particle injection rate is strongly dependent on the cross
tail potential difference, and therefore the variation in the
IMF Bz controls this potential. Liemohn et al. [1999] used
computer simulations to examine two distinct events, one
during solar minimum and one during solar maximum, con-

sidering the different oxygen contents during the stormtime
injections. They found that the drift losses out to the dayside
magnetopause are the major loss mechanism during the
main phase of the storms. Their study strengthens the belief
that the fast early decay of the ring current is dominated by
the “flow out” effect and not by the collisional losses. Kozyra
et al. [1998a, 1998b] also showed that the ion drift to
the compressed dayside magnetosphere is the main loss
mechanism that accounts for the fast recovery of the Dst
index. Moreover, Liemohn et al. [2001] stated that changes
in the inner magnetosphere plasma sheet density alter the
particle open drift paths, and in the case of steady convection,
an increase (decrease) in the plasma sheet density produces a
more (less)‐disturbed Dst index. A decrease in the cross tail
potential will produce a more symmetric ring current that
dominates the induced perturbance in the geomagnetic field.
[34] Our findings are also indicative of the fact that the

drop in the midnight plasma sheet density (seen in the higher
temporal resolution of the solar wind input runs) controls the

Figure 5. (middle) Nightside average of plasma sheet density extracted at the geosynchronous orbit,
(top) radial velocity, and (bottom) particle flux results for the 4 min (red line) and 180 min (blue line)
averaged solar wind inputs.
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beginning of the fast‐recovery phase, since the fast recovery
appears to start at the time the plasma sheet density drops
considerably. Also, the time when the Z component of the
IMF becomes positive corresponds to the time when the ring
current decay becomes slow.
[35] The question still lingers: What causes the sudden

loss of plasma sheet particles at the storm maximum, and
what mechanisms are responsible for this? Are the small
timescale fluctuations in the solar wind responsible for this
sudden decay of the ring current or is it just an artifact of the
computer simulation?
[36] Figure 6 shows the distribution of density and tem-

perature at the geosynchronous orbit, extracted from the vir-
tual satellites locations, as a function of local and universal
time. Once again, the density is corrected as previously
described. The black bins indicate values lower than the
minimum, while the purple bins indicate values greater than
the maximum.
[37] For the 4 min case (top left), the density increases

from the dayside to the nightside and shows enhancements
at midnight, and at the dayside, during the main phase of
the storm. These features are lost when the upstream solar
wind input is smoothed with a window of 3 h (top right).
The density profiles for both cases have very similar beha-
viors in the 1200–1800 UT time range. Please note that
up to 1800 UT, the density and temperature profiles for
the 3 h input data run were obtained from the 120 min aver-
aged input data, since the 180 min run was restarted from

about 1800 UT as previously stated. Therefore, the change
in density after this time, which corresponds to the actual
main phase of the storm, is what interests us. During the re-
covery phase, the 3 h input produces a significantly lower
density in the inner magnetosphere. The particle temperature
is enhanced in the morning‐afternoon sector for both cases,
but the low temporal resolution input (bottom right) reveals
an injection of a more energetic particle population on the
dawnside, although the density is low. The lower tempera-
tures during this time period throughout the inner magneto-
sphere are due to the lowered energy input into the system.
We note that for both cases, on the nightside, the density is
low, and the temperature is enhanced during the recovery
phase. The dense midnight plasma just before the peak of
the storm (2200 UT) has quite a low temperature, while
the dayside counterpart at the same universal time is made
up of more energetic particles. Also the dawnside shows a
larger depleted density region than the dusk side. Statistical
studies [e.g., Denton et al., 2005; Lavraud et al., 2006]
reported on the dawn‐dusk local time asymmetries. The
authors showed that during the main phase of magnetic
storms, a time when both convection and ring current
strength are high, the plasma density is enhanced primarily
in the dawn region. Moreover, cold dense plasma is
observed in the midnight sector, mainly during time periods
of northward IMF and associated with a cold dense plasma
sheet. Our results also indicate the presence of a cold and
dense particle population at dawnside during the main phase

Figure 6. (top) LT‐UT map of the density and (bottom) temperature for the (left) 4 min averages and
(right) 180 min averages of the input parameters simulation results. Data were extracted from the virtual
satellites included in the simulations at geosynchronous orbit.
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of the September 1999 event. Although the midnight dense
and low‐temperature plasma seen in our high‐resolution
input run occurs during a period of southward IMF, it is be-
cause it takes some time for the cold and dense plasma sheet to
convect inward during northward IMF but can rapidly move
in the inner magnetosphere when the IMF turns southward.

4.3. Ionospheric Response

[38] Because of the fact that the magnetic field lines of the
inner magnetosphere pass through the midlatitude iono-
sphere, the convection patterns and the cross polar cap po-
tential (CPCP) provide a great proxy to evaluate the ring
current dynamics.
[39] Figure 7 presents the variations in the cross polar cap

potentials in both southern and northern hemisphere pre-
dicted by our model over the course of 22 September 1999
magnetic storm. Again, the different colored lines correspond
to different simulation results using the averaged solar wind
input. It is interesting to note that the 120 min temporal reso-
lution run produced the highest peak potential for this interval.
Nevertheless, we can see that for all cases, the cross polar cap
potential has a very similar behavior. This is indicative of the
fact that the small timescale fluctuations in the solar wind
parameters do not appear to affect the cross polar cap poten-
tial, and so the flow generated by the change in transpolar
potential is not altered significantly by the input averaging.
[40] Since the ionospheric convection strength remained

approximately constant in all of the simulated cases, the
nightside plasma sheet density is the main parameter that
controls the differences in the intensity of the simulated ring
current. The loss of ring current particles is due to the lower‐

density plasma moving to lower‐radial distances along the
open drift paths. The role of the temporal variations in the
nightside plasma sheet inflow in developing a two‐phase de-
cay of the ring current is also assessed by Jordanova et al.
[2003]. Their study concluded that the fast early recovery of
the Dst is correlated with the sudden drop in the midnight
plasma sheet density. Moreover, the two‐phase recovery
phase results are consistent with the findings of Liemohn
and Kozyra [2005]. In their numerical study, the two‐phase
decay of the ring current energy was found to occur when
the plasma sheet density was suddenly reduced while the
ionospheric convection was kept constant for few hours
after the density drop. Suddenly reducing both ionospheric
convection and plasma sheet density or just decreasing the
convection first and then the density produced a one‐phase
recovery profile.
[41] Since, in our simulations, we do not include charge

exchange processes that are believed to be the ones respon-
sible for the slow decay of the ring current, we attribute the
slow‐decay phase to the fact that the source of the ring cur-
rent particles is completely depleted, and along with weaker
magnetospheric convection, fewer particles are accelerated
(at a less rapid rate) and moved inward to become part of
the ring current.

5. Smoothing Selective Input Parameters: Bz

and N

[42] Averaging all the input parameters might not give us
enough information to quantify which of them is primarily
responsible for the decay of ring current. To gain insight
into this issue, we smoothed only one parameter at a time:

Figure 7. Cross polar cap potential simulation results in the (top) northern and (bottom) southern hemi-
sphere, for all the runs using averaged inputs for the 22 September 1999 magnetic storm. Each colored
line corresponds to different simulation results using different time resolution input data: 4 min (red line),
60 min (purple line), 120 min (green line), 180 min (blue line).
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In the first case study, we smooth only the Z component of
the IMF with a window of 3 h and keep all the others para-
meters at 4 min temporal resolution, and in the second, we
only smooth the solar wind density. The choice of 3 h
averaging seemed reasonable since it showed the most dras-
tic response in the development of the storm. In the former
case, the energy input changes only by 1.2% from the
180 min energy input and 36.9% from the 4 min one, while
in the latter, the energy input is the same as in the case of
4 min averages (since Ey only depends on vx and Bz).
[43] The effect of smoothing only the Bz and density is

shown in Figure 8. The Dst profile for the first case is sim-
ilar with the one for which the input was averaged with a
window of 2 h. Dst minimum in this case is −138 nT. For
this case, the ring current shows more intensification that
in the case when all input parameters are averaged over a
3 h window. Even though the amount of solar wind energy
transferred to the magnetosphere is not significantly higher,
the response of the magnetosphere is definitely greater.
Therefore, together all other seven parameters (vx, vy, vz,
Bx, By, density, and temperature) that constitute the input
for our model have a considerable contribution to the ener-
gization of the ring current. On the other hand, when we on-
ly average density, the Dst index drops even lower, peaking
at −201 nT, though still higher than in the case of 4 and
60 min averages. These results show us that both IMF Bz

and the solar wind density control the energization of the
ring current in the SWMF simulations, but the IMF Bz car-
ries most of the contribution.
[44] Looking at the midnight plasma sheet populations

(Figure 9), the density from the smoothed‐Bz‐only run peaks
first, but this time delay seems to be due to the fact that the
3 h averaged Bz drops a few minutes before the 4 min tem-
poral resolution IMF Bz. Therefore, this is an artifact of the
averaging. Nevertheless, in both cases, we note the increase
during the main phase and the sharp drop just before the
slow recovery starts, although the size of the peak is larger

for the N only run. The sunward velocity for the smoothed‐
density‐only run is similar to the 4 min resolution run, but
the peak in velocity in the former case is considerably lower.
The velocity profile for smoothed‐Bz‐only run is similar to
the case of 3 h averaged input run. This is indicative of
the fact that the Z component of the IMF is the main param-
eter that controls the particle injection rate. The time the
near‐Earth tail sunward particle flux starts to decay is well
correlated with the start time of the slow‐recovery phase.
[45] Snapshots of the pressure distribution at five different

times during the storm (Figure 10) also reveal that when
only smoothing the solar wind density, a stronger ring cur-
rent develops along with a greatly enhanced tail plasma
sheet pressure. For the case when only the density is
smoothed, the tail plasma sheet pressure starts reducing in
intensity at about 2300 UT, the same time as when rate of
decay of Dst index becomes less steep. Similar but less dis-
tinct features (since the tail plasma sheet pressure seems to
be lower) are seen in the case of only smoothing the Bz.

6. In Situ Data‐Model Comparison

[46] During this event, the trajectories of the Geostation-
ary Operations Environmental Satellite GOES 8 and GOES
10 were included in the SWMF simulations, and MHD para-
meters were extracted along these orbit paths. The magnetic
field simulation results are compared to fluxgate magnetom-
eter measurements aboard these satellites and presented in
Figures 11 and 12. The satellite trajectories are shown in
the top two plots (the black disk shows the location of the
inner boundary, in our case 2.5 RE), followed by the mag-
netic field components Bx (nT), By (nT), and Bz (nT). Please
note that the data are in GSM coordinates and the Sun is on
the right. A diamond, an asterisk, and a triangle are used to
illustrate three sample data points both in the trajectory plots
(spacecraft location) and in the magnetic field panels. In all
three plots, the black lines show the satellite measurements

Figure 8. Dst index simulation results for the runs using averaged Bz only (light blue line), N only
(orange line), 4 min (red line), and 3 h averaging of all inputs (blue line) for the 22 September 1999 mag-
netic storm. Observed Sym‐H and Dst indices are shown in black, and black dashed lines, respectively.
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while the red and blue lines correspond to model runs using
4 min and 180 min averaged solar wind input, respectively.
Figure 11 displays the results from GOES 8. We note that
for this event, the spacecraft is located on the dayside at
the storm peak (2300 UT). For the case of high‐resolution
solar wind input, the magnetic field measurements are repro-
duced remarkably well, with excellent agreement with
respect to overall trends, but there are several discrepancies
in the details. The smooth rotation in the Y component of
the magnetic field is well reproduced by our model, a fea-
ture that is lost when the input is smoothed with a window
of 3 h. In this case, the magnetic field topology changes
greatly, revealing a magnetic field that is less stretched,
which in turn is correlated to a weaker ring current. For both
simulated cases, Bx is underestimated, while the other two
components of magnetic field vector are overestimated dur-
ing the main phase of the storm.

[47] Similar to Figure 11, Figure 12 shows the magnetic
field results for the GOES 10 satellite. In this case too, the
spacecraft was located on the dayside during the storm peak.
A sharp drop in Bz is observed in the GOES 10 data at about
2000 UT that is very well replicated in our 4 min resolution
simulation, while the coarser input data fail to completely
capture this feature. Similarly, the large‐scale features of
By are considerably better represented by the high‐resolution
run. The X component of the magnetic field is again under-
estimated during the main phase of the storm and even the
large‐scale features are not well represented for both cases.
[48] At 2100 UT GOES 10 goes out of the magneto-

sphere. In the 4 min run, this sudden compression of the
magnetosphere is well modeled, while in the 3 h run the sat-
ellite comes close to the magnetopause but never crosses it.
[49] We note that considerably reducing the energy input

into the magnetosphere by removing the transient spikes in
the solar wind also has the effect of changing the magnetic

Figure 9. Nightside average of (top) plasma sheet density, (middle) radial velocity, and (bottom) particle
flux results for the Bz‐only (light blue line) and density‐only (orange line) averaged solar wind inputs,
extracted at geosynchronous orbit.
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field topology. This, in turn, alters the particle energies and
trajectories while influencing the particle loss rate.

7. Comparison With the Empirical Model

[50] The geomagnetic effectiveness of the solar wind is a
complex problem. Predicting the inner magnetosphere re-
sponse, i.e., of the Dst index, from the solar wind parameters
has been extensively investigated, and it is usually done by
assuming the energy input rate is balanced by an empirical

ring current loss rate. Most of the energy input functions
are dependent on the southward component of the IMF and
the solar wind velocity. Such a global energy balance model
is the one of O’Brien and McPherron [2000] that determined
an empirical expression for the Dst index, relating the evolu-
tion of this geophysical activity parameter to the solar wind:

dD*st
dt

¼ Q tð Þ � D*st tð Þ
�

; ð6Þ

Figure 10. Pressure distribution in the X–Y plane for all simulation results corresponding to a case study:
(left) Bz only and (right) N only 180 min running averages of input parameters. From top to bottom, we
present snapshots of the pressure on a logarithmic scale at five times during the event: 2000–2400 UT on
22 September 1999.
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where t represents the decay time of the ring current and is a
function of the interplanetary electric field:

� ¼ 2:4* exp 9:74= 4:69þ vxBzj jð Þ ð7Þ

only for negative Bz. The injection function Q is a linear
function of the interplanetary electric field:

Q nT=hð Þ ¼
� E*y;sw � Ec

� �
if E*y;sw > Ec

0 if E*y;sw < Ec;

8><
>:

where a = −4.4 nT/h (mV/m)−1, Ec = 0.49 mV/m. E*y,sw
represents the energy input function and depends on the
strength and the direction of the interplanetary magnetic field
and the X component of the solar wind velocity. The contri-
bution of the ring current, that is, D*st, is calculated by re-
moving from the Dst index the contributions from the
magnetopause current along with the diamagnetic effects:

D*st ¼ Dst � 7:26
ffiffiffiffiffiffiffi
Psw

p
þ 11 nT ð8Þ

where Psw represents the solar wind dynamic pressure in
nPa. We use this formulation to investigate how well the
physics of the storm is represented in our model relative
to the empirically based predictions of D*st for this event,
for all the solar wind inputs.
[51] Figure 13 shows the Dst index predicted by the

O’Brien and McPherron [2000] empirical formulae (equa-
tion (6)). The colored lines show the predicted Dst profile
using the four different temporal resolution inputs: 4 min
(red), 60 min (purple), 120 min (green), and 180 min (blue).
The black dashed line shows the observed 1 h resolution
Dst, while the black continuous line corresponds to the mea-
sured 1 min temporal resolution SYM‐H index. For this
event, minimum Dst reached −178 nT, while the SYM‐H
minimum value was −166 nT. The predicted Dst profiles
show a linear trend, that is, less solar wind energy input pro-
duces less geomagnetic disturbance. The main phase of the
storm is quite well reproduced, although the predicted Dst
shows a slower decrease rate compared to the observed pro-
file. Nevertheless, the start time of Dst decay is well cap-
tured in the empirical model results. We see that the

Figure 11. Magnetic field components at the GOES 8 satellite. First and second plots show the satellite
trajectory, while the rest show each component of the magnetic field in nT. Each colored line corresponds
to different simulation results using different time resolution input data: 4 min (red line) and 180 min
(blue line). The black line shows the observations.
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observed recovery phase of the ring current is faster than
that predicted by the O’Brien and McPherron [2000] model.
We note that the rate of decrease of the predicted Dst is in-
creasing with increasing energy input, and the 4 min input
data predict a rate of ring current decay closest to the obser-
vations. Since the injection function Q as described by
O’Brien and McPherron [2000] is a linear function of Ey,
therefore limited to only vx and IMF Bz (equation (2)), it
is possible that it is underestimated. This might lead to an
underestimation of the ring current build‐up and therefore
an underpredicted Dst.
[52] In the same style as Figure 13, Figure 14 shows

empirical model Dst results with two additional smoothed
inputs: 3 h averaged Bz (light blue) and density only (orange)
along with the 4 min (red) and 180 min (dark blue). As
expected, there are no notable differences between the red
and orange lines or the light and dark blue lines. That is
due to the fact that the predicted Dst only depends on density
via the pressure correction term. The small‐scale variability
in the predicted Dst is due to the different time resolution of
the inputs.

[53] While the Dst index is a direct measure of the distur-
bance in the geomagnetic field produced by near‐Earth currents
(in particular, the ring current), it is also a good indication of
the total kinetic energy of the particles that contribute to this
current [Dessler and Parker, 1959; Sckopke, 1966]. There-
fore, assessing the relationship between the solar wind energy
input and theDst index is well suited for this study. Figure 15
presents the minimum Dst index, both predicted from the
O’Brien and McPherron [2000] equations (red line) and
simulated from the SWMF (black line) as a function of
the energy input (as defined in equation (2)). Red triangles
represent the predicted value of Dst using solar wind input
for which only one variable is smoothed (i.e., Bz and densi-
ty, as described above), while the black diamonds show the
complementary simulated results. We note that the empiri-
cally predicted Dst index shows a linear dependence on
the energy input into the magnetosphere, while the simulat-
ed Dst index appears to be nonlinearly correlated with the
energy input.
[54] To illustrate this linearity and nonlinearity, Figure 16

is a repeat of Figure 15 but with the x axis extending to zero.

Figure 12. Magnetic field components at the GOES 10 satellite. The first and second plots show the
satellite trajectory, while the bottom three plots show each component of the magnetic field in nT. Each
colored line corresponds to different simulation results using different time resolution input data: 4 min
(red line) and 180 min (blue line). The black line shows the observations.
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The two dashed lines connect the smallest Dst value with the
origin of the plot. Figure 16 shows that zero energy input
produces no disturbance of the geomagnetic field for the
case of empirically modeled Dst, while a possibly saturation
limit is seen at about 100 kV s/m in the profile of the SWMF
simulated Dst index for this event. Moreover, a minimum
threshold of energy input appears to be needed in order to
get a magnetospheric response.
[55] One possibility is that the outer magnetosphere is act-

ing as a low‐pass filter on the oscillations in the upstream

solar wind conditions. As discussed in the introduction,
magnetic merging on the dayside does not instantly influ-
ence convection within the near‐Earth tail, but rather there
is a significant time delay as the field lines are convected
tailward and reconnect on the nightside. In a forthcoming
study by A. J. Ridley (manuscript in preparation, 2010),
the SWMF shows a clear decoupling between IMF fluctua-
tions and geospace responses (such as Dst and CPCP) for
oscillations of less than 30 min. This is fairly consistent with
the findings of this real‐event study, which show that the in-

Figure 13. Empirical predictions of Dst index results for all averaged inputs for the 22 September 1999
magnetic storm. Each colored line corresponds to different time resolution input data: 4 min (red line),
60 min (purple line), 120 min (green line), 180 min (blue line). The black dashed line represents
the observed Dst while the black continuous line shows the observed SYM‐H index.

Figure 14. Empirical predictions of the Dst index results for averaged inputs for the 22 September 1999
magnetic storm. Each colored line corresponds to different time resolution input data: 4 min (red line),
180 min (dark blue line), 180 min smoothed Bz only (light blue line), 180 min smoothed density only
(orange line). The black dashed line represents the observed Dst while the black continuous line shows
the observed SYM‐H index.
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put power from oscillations of less than 1 h do not signifi-
cantly change the resulting Dst time series.

8. Summary and Conclusions

[56] The 22 September 1999 ICME‐driven magnetic
storm was simulated using the Space Weather Modeling
Framework. ACE satellite measurements were used as the
upstream boundary conditions. Analysis of the simulated
storm focused on the assessment of the role the transient
spikes in the solar wind parameters play in the development
of the storm. To accomplish this, we reduced the energy in-

put into the magnetosphere by smoothing all solar wind
parameters in the input data with windows of 1, 2, and
3 h. Moreover, just smoothing selective parameters (i.e.,
IMF Bz and density) allowed us to quantify the role each
of them played in the enhancement of the ring current. The
results of the simulations were compared with ground‐based
and satellite‐based observations.
[57] Our model produces a two‐phase, fast and then slow,

recovery phase, in spite of the one‐phase recovery of the
observed event. The fast recovery occurs when the observed
Dst is still decreasing, while the slow recovery matches the
observed timing and slope. A large cross polar cap potential

Figure 15. Minimum Dst versus energy input. The red line shows the empirical Dst prediction results
while the black line shows simulation results using SWMF. The red triangles (black diamonds) show the
3 h smoothing of Bz and density using the empirical Dst prediction model (MHD simulation).

Figure 16. Same as Figure 15 except with a different x axis scale (going down to zero).
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combined with a low plasma sheet density is most likely
responsible for the rapid initial decay of the ring current,
similar to the results of Liemohn et al. [1999].
[58] Empirical prediction of the Dst index not only shows

linear relationship with the energy input, but reveals a one‐
phase recovery Dst profile. This is to be expected, since the
formulation depends linearly on the solar wind parameters.
On the other hand, Feldstein [1992] suggested that a nonlin-
ear relationship between the energy input and Dst is neces-
sary to better predict the growth and decay of the ring
current.
[59] When reducing the energy input more than 13% (that

is, smoothing the input with a window larger than 60 min), a
weaker ring current forms, therefore a less‐intense storm
develops. In the same time, the 4 and 60 min time resolution
upstream input data produce an overshoot in the estimation
of the Dst index. This is can be due to the too dense and the
too cold plasma sheet the MHD model produces.
[60] Nevertheless, averaging up to 60 min changes the

plasma sheet variation as well as the entire magnetosphere
and reduces the plasma sheet density and pressure. Small‐
scale variations of the electric and magnetic fields alter the
inner magnetosphere energy density, while rapid small‐scale
variations produce a more dynamic tail.
[61] Since the plasma sheet is the source region of the ring

current particle, changes in its density have a great impact
on the ring current intensification. The sudden decay of
the plasma sheet particle population along with the weaken-
ing of the convection electric field due to changes in the Z
component of the interplanetary magnetic field accounts
for the slow‐recovery phase.
[62] The reconnection rate (modulated by IMF Bz) at the

dayside magnetopause controls the ionospheric outflow of
particles that will populate the inner magnetosphere. Even
though our simulation results indicate no significant differ-
ences for CPCP in both hemispheres, for all cases studied,
the sharp drop in the midnight plasma sheet density seems
to be responsible for the shut down of the fast early recov-
ery. Because our simulations do not explicitly include
charge exchange processes, we attribute the late slow decay
recovery to the fact that the source region of ring current
particles is completely depleted.
[63] Comparison with GOES 8 and GOES 10 magnetic

field measurements indicates that varying the energy input
produces variations in the magnetic field topology and
strength, which in turn modifies the particle orbit, inducing
new loss processes. The reduced‐energy‐input runs reveal a
magnetic field that is less stretchedwith aweaker ring current.
[64] Our global simulation results on the basis of this

storm in September 1999 indicate that changes in the energy
input change the response of the magnetosphere in a nonlin-
ear manner, as opposed to the linear relationship the empir-
ical model predicts. Our results indicate that a threshold in
the energy input is necessary for a ring current to develop,
while the short‐time fluctuations in the solar wind para-
meters did not have a significant contribution. On the other
hand, while the initial increase in the energy input enhances
the magnetospheric response, we observe that a saturation
limit is reached as the power transferred to the system is
increased, and the growth of ring current is stalled. This
implies that not only ion drift loss to the dayside magneto-
pause is the main loss mechanism that removes the ring cur-

rent particles during the early recovery phase, but also the
existence of an internal feedback mechanism as the magneto-
sphere acts as a low‐pass filter on the interplanetary magnetic
field, which limits the energy flow in the magnetosphere.
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