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Abstract

The dead-ended anode (DEA) operation of a proton exchanggraee (PEM) fuel cell
is a promising solution for applications with mild power déy requirements. The hydro-
gen recirculation hardware can be simplified while maintegrhigh fuel utilization. The
simplified system architecture for DEA operation reducescibst. However, nitrogen and
water accumulate in the anode, leading to decreasing witegalvanostatic operation due
to local hydrogen depletion or starvation. Anode purginthiss necessary to release the
accumulated nitrogen and water, and recover the voltage.

The thesis aims to optimize a DEA fuel cell by overcoming tieadvantages while
maintaining the benefits. One of the major issues with logal §tarvation in DEA op-
eration is the corrosion of the carbon that supports themplat in the cathode catalyst
layer, which dramatically reduces the durability. An alestgannel and transient model has
been developed to predict the carbon corrosion and assacitersible voltage degrada-
tion in DEA operation. The carbon corrosion rate and voltdggradation were identified
guantitatively after model tuning. Simulation results gest that purge interval and cycle
duration affect the spatiotemporal distribution of anogecses and, therefore, the car-
bon corrosion rate in the opposite cathode; consequenthodel-based optimization of
these two design variables were performed to achieve higtintie efficiency of a DEA
cell. There are three interrelated objectives in this option: the hydrogen loss dur-
ing the purge, the average voltage output between the puagdghe voltage degradation
due to the carbon corrosion. The simulation results showthieadurability concern with
DEA operation can be reduced when a systematic engineepitimiaation is performed.
The highest lifetime efficiency is achieved with medium eyduration and short purge
interval. Finally, the focus was turned to DEA operationhaiit purging, in which sys-
tem equilibrium is observed under certain operating camut The criteria for achieving
such a nitrogen-blanketing based equilibrium with reabnpower output were analyzed
by solving the reduced-order model numerically and conmggwiith the full-order model
simulation. The results suggest another way of operatindgcA Bell with minimum re-
quirements on power regulation and purge optimization.



Chapter 1
Introduction

A fuel cell is a device that generates electricity by a chamieaction. Fuel cells have
been utilized as an ideal power source for a variety of apfios such as automotive and
substitute batteries due to their significant advantages,high efficiency, low emission,
silence and simplicity [1]. It is anticipated that fuel ceWill eventually replace internal
combustion engines in vehicular applications [2]. Amordalds of fuel cells, the poly-
mer electrolyte membrane (PEM) fuel cells, also known asopr@exchange membrane
fuel cells, is an ideal candidate for this purpose primadilg to its low operating temper-
ature (60°C- 90°C) and fast start-up. The PEM fuel cell combines hydrogen ayden
(from the air) to produce electricity, water, and heat. Hypm generation from renewable
energy sources such as solar, wind, and waves or specigesttiermal energy, even if
stored as compressed gas, can provide clean and highydensitgy, offsetting current
carbon-emitting practices.

The basic structure of the PEM fuel cell is shown in Figl] 1.he Tuel and oxygen
(air) are delivered across the active area through a seri@dsannels. These channels are
typically stamped into the electrically conductive baekms so that the electrons can be
transferred to the current collectors and an electric girswompleted. The Gas Diffusion
Layer (GDL), usually carbon paper or carbon cloth, is a psnmaterial used to distribute
the reactant gases from the channel to the catalyst suifaeeGDL is also designed to pro-
mote the removal of product water from the catalyst areardstment of the carbon with
a hydrophobic coating such as Teflon. The Catalyst Layer (Chjamos carbon-supported
platinum as a catalyst and ionomer to facilitate the protangport from the membrane.
The CL is the place where the reaction takes place inside #ied@li. A three-phase con-
tact between protons, oxygen and electrons take place® aathlytic surface. Protons
are transported through the proton conductive membraneriaiatusually perfluorinated
sulfonic acid (PFSA), sandwiched between two CLs and two GD3usch a five-layered
structure is called a membrane electrode assembly (MEAnBbfanes are non-conductive
to electrons, which are forced to travel through the exiecirauit to reach the cathode



and form the current. A thin Micro-Porous Layer (MPL) canodi® inserted between the
GDL and CL to increase the electrical contact and aid in waeraval from the catalyst
or membrane hydration|[3].

@ (Cross-sectional view)
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Figure 1.1 Schematic of a PEM fuel cell [4].

The PEM fuel cell was first commercially developed by GenE&tacttric in the 1960s
for use by NASA on their first manned space vehicles [1]. Olierdecades, there have
been great technical advances in cost, performance andililyra=or example, the early
version of the PEMFC used in the NASA Gemini spacecraft haféanhe of only about
500 h; that was, however, sufficient for those limited earigsions. As a comparison, the
DOE currently targets 5000 h for fuel cell lifetime in autame applications([2]. Also,
the early catalysts used 28 mg cfrof platinum. This high rate led to a widely held myth
that platinum is a major contributor to the cost of a PEMFC gecent years, the usage has
been reduced to around 0.2 mg thwith substantial power increase. At such loadings,
the basic raw material cost of the platinum in a 1-kW PEMFC idae about $10, a small
proportion of the total system cost ($47 in 2012 [5]).

1.1 Overview of Applications and Peer Technologies

The major application of PEM fuel cells (low temperaturd fuedls) is in transportation due
to the fast start-up/shutdown feature and zero emissiomegfidnouse gases. Major motor
companies work solely with PEM fuel cells due to their highveo density and excellent



dynamic characteristics. Fuel cell vehicles (FCVs) havenlosweloped and demonstrated,
e.g., GM Hydrogen 1, Ford Demo lla (Focus), Daimler NeCardandd FCX-V3, Toy-
ota FCHYV, Nissan XTERRA FCV, VW Bora HyMotion, and Hyundai SantaHe®/ [6].
Plans for commercializing FCVs by 2015 have been announcddymta, Honda, Hyudai,
Daimler, and General Motors. Distributed PEM fuel cell posystems primarily focus on
small-scale applications (50-250 kW for decentralized arset10 kW for households).
The high cost of PEM fuel cells in $/Kw, as compared to solitdexuel cell, remains a
barrier that prohibits their wide application in residahpower supply. Nevertheless, sev-
eral auxiliary power units like Plug Power GenSys® and Bdlle€gen™ 1020 ACS fuel
cell systems are deployed in many locations, particuladgkis and telecommunication
companies where the costs associated with power breakdoerxtremely high. Another
promising application is in portable power supplies, sitieefast-growing energy demand
of modern portable devices such as laptops, cell phones dmaryradio/communication
devices may be restricted by the energy capacity of bastefiee power supply from PEM
fuel cell, in contrast, remains as long as hydrogen is avig)aalthough the feasibility
greatly depends on the hydrogen storage technology. Migotrenics companies, such as
Toshiba, Sony, Motorola, LG, and Samsung, have in-housarels and development units
for portable fuel cells [6].

Generally, size, weight, and thermal and water managemeibariers to the commer-
cialization of low-temperature fuel cell technolo@y [7i ttansportation applications, these
technologies face more stringent cost and durability lesdThe cost of fuel cell power
systems must be reduced before they can be competitive wsitveational technologies.
For example, the costs for internal combustion engine pplegrts are about $25-$35/kW;
for transportation applications, a fuel cell system needsst $30/kW for the technology
to be competitive. The DOE Hydrogen and Fuel Cells Program iRestoows that the cost
of an 80-kW automotive PEM fuel cell system based on 2011neiclyy and operating
on direct hydrogen is projected to be $49/kW, in which the Bedaof Plant (BOP) con-
tributes $26/kW([8]. Although the durability of fuel cell stgms has not been established
for transportation applications, they will be naturallguéed to achieve the same level of
durability and reliability as current automotive engines,, 5,000-hour lifespan and the
ability to function over the full range of vehicle operatingnditions (subzero to ambient
temperatures) [7].

As a comparison, the major applications of medium- and éghperature fuel cells,
primarily molten carbonate fuel cells (MCFC) and solid oxidelfcells (SOFC), focus on
stationary power generation systems. These fuel cellypreally part of a combined heat
and power (CHP) system since the high temperature exit gagkesapling fluids are a



valuable source of heat for nearby buildings, processekfaanilities. One representative

application is in fuel cell/gas turbine hybrid system ashigh-temperature exit gases and
cooling fluids can be used to drive turbines that can driveeg®nrs, producing further

electricity [1]. One major advantage over the low-tempaefuel cell is that the electro-

chemical reactions proceed much more quickly, and, thexefoble metal catalysts are
usually not needed. Furthermore, the temperatures areshigigh to facilitate the extrac-

tion of hydrogen from other, more readily available fuelgitally natural gas) by on-site

reforming. These high-temperature fuel cells, howeverragely be used in transportation
applications.

1.1.1 Peer Technology — Redox Flow Battery

In grid-scale applications, researchers and engineeksfoaused on a variety of sustain-
able power-generation and energy-storage technologi¢ sty be advantageous in both
cost and durability. Essentially, a fuel cell is solely a powgeneration device, which re-
quires separate energy (hydrogen) storage units to supporterrupted reaction. The
consumption of hydrogen is not a reversible process withenfuel cell, and the opti-
mization of hydrogen storage subsystem becomes criticeddace the size and cost of
the whole fuel cell system. Advancements in fuel cell andrbgdn storage technologies
have to be coupled. Therefore, in stationary applicatiath @s grid-scale energy stor-
age, fuel cell system is not the first option for both cost am@Hdility. A redox flow battery
(RFB) as state-of-the-art power-generation and energggéatevice becomes a promising
candidate.

RFBs are attractive for grid-scale energy storage to levahanergy fluctuation from
renewable resources such as wind and solar energies, doeit@timary advantages of
flexible layout (separation of power and energy componeragid response, zero emis-
sion, and high efficiency [9]. RFBs utilize the redox statesarfous chemical couples to
cycle between charge and discharge efficiently; typicaptesiincluding iron-chromium,
all-vanadium and zinc-bromine. Extensive research andldpwmnent have been performed
on RFB systems to improve performance and durability anddoae cost, with an ultimate
goal of wide application in grid-scale energy storade [9/11¥]). The all-vanadium system
perhaps is closest to commercialization among all types &$RfFor example, in China,
which owns 11.6% of world’s vanadium resources, commesatialanadium RFB systems
up to 100KW/200KWh have been used in national grids since 202913]. The high
material cost for vanadium RFB, unfortunately, does not leaghtisfactory power density
and efficiency, restricting its wide-spread adoption. Adogegn/bromine system was thus



proposed since the reactants are earth-abundant and msxg@eand, as shown recently at
Lawrence Berkeley National Laboratory (LBNL), high performa with high efficiency is
obtainable[[14]. Nevertheless, it is essential to show hingit performance and efficiency
are still achievable at a stack level with/Br, system while maintaining competitive cap-
ital and cycle life costs [15]. In the #Br, system, the durability concern is changed since
it is unnecessary to apply Pt in the cathode; a porous carleatr@de leads to satisfac-
tory performance due to the fast kinetics of bromine redunciin the cathode [14]. In the
charging cycle, however, the carbon and Pt may still expedelegradation since the an-
ode potential could be increased to beyond 1 V dependingenlttarge rate. In addition,
there exists an instability of the cell coming from the alpsion of bromide on the anode
platinum (i.e., Pt poisoning) [16], so that development ofi@nbrane with low crossover
of bromide is underway at LBNL. [17].

1.1.2 Peer Technology — ACAL Fuel Cell System

ACAL Energy Ltd. in the UK has developed low-cost PEM fuel cgfstems powered
by the company’s proprietary FlowCath® platinum-free, idquathode technology [18].
The concept of FlowCath® was proposed in 2008, and their 1-3d&Wonstrators were
developed and optimized in 2010. Their innovative desigstils under active research
and improvement, with a goal of commercialization inifah small stationary power and
ultimately in automotive applications. Their system isesgmlly a fuel cell but shares a
H»/Br, RFB feature of cathode solution-based recirculation. These we still regard it
as a peer to the traditional fuel cell system that typicatiplees anode recirculation.

The basis of the FlowCath® technology is that an aqueousisoibased redox ap-
proach is used for the cathode, instead of oxygen. A systhemsatic is shown in Fig. 11.2.
The cell consists of an anode flow field, electrode and mengbwdrich are very similar
to the conventional anode and membrane. The difference the@cathode side, where
there is no conventional Pt/C catalyst. Instead, the menebisiin contact with the aque-
ous solution, called the catholyte solution. The solutiaages through a porous electrode,
a typical electrode material being carbon. The solutiortaios dissolved species which
carry out the redox processes. The mediator is initiallglmad on entry into the cell and
is reduced at the electrode. A proton migrates from the man&to balance the charge
as the mediator takes on an electron. The solution is ctexif®@ a regenerator, where the
mediator is reoxidized, and oxygen from air is brought inbmtact with the solution. A
soluble catalyst reacts with the oxygen and protons to e&ithhe mediator and form the
water.
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Figure 1.2 Schematic diagram of the ACAL energy fuel cell technolagy [18].

In a conventional PEM fuel cell, peroxide formed under dartgerating conditions
can dissolve Pt, and also damage the membrane. Crossovesrotythe anode can also
produce similar damaging effects on the electrode and memeld19, 20]. In an ACAL
system, the reaction between catalyst, mediator and oxygeurs in the regenerator; thus,
peroxy species can not contact the membrane or electrodaddition, oxygen is con-
sumed by the catholyte without any crossover to the anodehésatholyte is always in
contact with the membrane, the hydration is controlled leyadtholyte. The membrane no
longer experiences any RH cycling as in a conventional PEMdelké There is no Pt in
the cathode; instead, the polyoxometallate family basedamadomolybdates is the cata-
lyst for oxidizing the mediator. For these reasons, an ACA&tey exhibits a durability
advantage that conventional PEM fuel cell technology cadlizaachieve. Moreover, the
flowing catholyte acts a cooling circuit; hence, extra aoglis not required.

Although the system has demonstrated advantages for staatinary applications,
the cost of reliability in automotive applications, paui@rly when the power requirement
is scaled up, is still unclear. The durability of the memlaeramd electrode is improved;
however, the degradation of the catholyte and sealing mhteuld be a concern.

1.2 Dead-Ended Anode (DEA) vs. Flow-Through Anode
(FTA)

Flow-through operations are used on both the anode anddmibfomost laboratory or
experimental hydrogen PEM fuel cell systems. However, tlet ditilization of a flow-



through anode (FTA) operation is too low for commercial sgstwhich normally uses a

re-circulation anode (RCA) to re-cycle excess hydrogen baddugh the fuel cell stack so

that the fuel utilization is increased. The RCA, shown in Ei§al requires hydrogen-grade
plumbing and hardware such as an ejector/blower, wateragpaand hydrogen humidifi-

cation. Water must be removed from the gas exiting the aneftedit goes to the ejector
and then the dry fuel supplied to the anode must be re-hueuldiéi prevent over-drying of

the membrane. These BOP components are necessary but atit, weligme, and expense
to the system [21,8].

a) Flow-through Anode (FTA)
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Figure 1.3 Schematic of fuel cell systems with a flow-through anode versus a debeti@node.
A DEA operation depends on upstream pressure regulation instead ®flovasontrol. If the purge
interval is minimized, there is less need for hydrogen re-circulation and lificattbn systems.

Although the RCA subsystem can remove water from the gas strgaging is still re-
quired to handle the nitrogen. The membrane is not an idparator, and a small amount
of nitrogen can cross through, driven by the gradient iniplgpressure from the cathode
air. Over time, this nitrogen accumulates in the anode fgstem, which dilutes the hy-
drogen fuel in the anode [22]. The dilution of tbwers the fuel cell terminal voltage, and
hence the thermodynamic efficiency.

In order to reduce the BOP components and simplify the systetiead-ended anode
(DEA) operation of a fuel cell system was proposed and impleied. In a DEA system
shown in Fig[ 1.Bb, anode pressure is regulated to supplgtlgxhe amount hydrogen
needed to support the reaction (anode stoichiometry ra). oUnlike a RCA, the DEA



operation cannot tolerate anode inlet humidification, Whiaould lead to flooding since
the water is not removed by the hydrogen flow. The use of a presggulator, instead
of a mass flow controller, and the removal of hydrogen ejeatdslower and anode inlet
humidification yields a system with lower cost and volume.
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Figure 1.4 Schematic of fuel cell systems proposed by Argonne National LabgratoiDEA
system architecture is expected in 2015 [21].

Figure[1.4 schematically shows the fuel cell systems pregdry Argonne National
Laboratory. Comparing the present system in 2012 and a fegitgtem in 2015, one can
observe that the BOP components, which may take up to 50% wofitbke system cost [21],
have been greatly reduced. Noticeably, the system in 20&%aistly a DEA fuel cell sys-
tem without cathode pressurization. The ejector, blowed @ontrol valve in the anode
have been replaced by simply a pressure regulator so thaiyftem cost is reduced. In
order to meet the power density requirement for automotn@ieations, the negative in-
fluences on power density from the removal of cathode presdion and application of
DEA architecture need to be minimized. Therefore, advamcesth membrane and cat-
alyst technologies are necessary. For example, the futaitahility of high-temperature
electrolyte that does not require that the feed gases bedifiediis essential [21].

Similar to the RCA system discussed above, nitrogen and wadssaver is a concern
in DEA operation. The nitrogen is pushed toward the end ofctiennel, by the hydro-
gen flow, where it accumulates. The accumulatingfédms a blanket, which completely
displaces hydrogen from reaching the catalyst layer, &g shutting down the power
production from the affected region of the cell [23]. Watapur gradients between the hu-
midified cathode and the dry-fed anode also drive excess weitethe anode, which can
cause the presence of not only vapor but also liquid watemenGL, GDL, and channel.



The two-phase flow scenario in fuel cell is considered to gaplexity in modelingl[24]
and will be discussed in more detail in Chapter 3. Unlike wadgor whose maximum par-
tial volume is dictated by temperature, liquid can fill theienfree space in the channels,
which is referred to as channel plugging.

Due to the nitrogen blanketing and water plugging, the fedll terminal voltage de-
creases with time in galvanostatic DEA operation. To avoidleznely low voltage, an
anode purge is necessary to release the accumulated nitaogevater and to recover the
terminal voltage as shown in Fig. 1.5. The voltage thresfmi@urging the anode depends
on specific application. Generally, frequent purging leadguasi-flow-through operations
that may dry the membrane and waste hydrogen, whereas elsfHty a purge gives very
small voltage and low thermodynamic efficiency. The purgenislemented by actuating
the solenoid valve at the downstream of anode for a certaingheThe purge interval is
thus controllable, and it is an important control factorhie system efficiency with a de-
tailed discussion in Chaptel 3. The evolution of voltage al agespecies distribution is
very repeatable between two consecutive purges. The edgediehavior is termed as a
cycle in the DEA operation.

0.7

Vo tcycle

ap
> 0.6
()
(=]
8
o
2 Purges
©
O 0.5f

04 Il Il Il Il

0 50 100 150 200 250 300
Time (min)

Figure 1.5 Typical voltage evolution during the DEA operation. A purge releases ¢henau-
lated nitrogen and water, thereby recovering the voltage. The voltagetiewoisi very repeatable
between two consecutive purges.

1.2.1 Power Density

Due to the nitrogen blanketing and water plugging in the anelich dilutes the hydrogen,
the power density of a DEA cell is typically smaller than a flidtwough one as shown in
Fig.[1.6. Note that the data [25] come from traditional Pt&fatyst and membrane tech-
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Figure 1.6 The upper subplot shows the power density under a DEA and a flowghroondition

from the experiments. For the DEA condition, the cathode supply RH is 188%temperature
60°C, cathode/anode pressure 4.0 psig, and cathode stoichiometry raticdhg.puiging was trig-
gered when the voltage reduced to 0.4 V. For the flow-through conditiercatinode/anode supply

RH is 100%, cell temperature is 8D, cathode/anode pressures are 2.5 psig, and anode/cathode
stoichiometry ratios are 1.2/2.5. The lower subplot shows the cycle durati@aéh current load.

nologies; namely, innovations in MEA components that caprowve the cell performance
under DEA conditions are not considered. As the currentitleingreases, the power den-
sity difference between DEA and flow-through conditionsaegés, and the cycle duration
of the DEA operation decreases. When the current densit@is/@m?, the cycle duration
is only 3 min. Although increasing current load appears tprimme the power density of
a DEA cell, the associated frequent purge leads to subatamiounts of hydrogen loss.
Thus, the DEA operation with a higher current load is akin tihoa-through scenario,
thereby achieving a larger power density in the range thatean tested with undesired
hydrogen loss. Despite the low power density, the DEA systestill attractive in a va-
riety of applications with mild requirement on power densé.g., auxiliary power units,
with the Ballard Nexa fuel cell module being one of the comnatnoroducts. Although
one approach is the ongoing innovation in MEA componentgkvban increase the power
density under DEA conditions, control-oriented modeling aptimization of a DEA fuel
cell are also essential for its current applications.
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1.3 PEM Fuel Cell Degradation

The degradation of PEM fuel cell components results in perémce decay in power out-
put and even system failure. It is generally accepted thatomhponents including the

membrane, catalyst layer, gas diffusion layer, sealingefaand bipolar plate are subject
to degradation [26]. The degradation of GDL usually referthe hydrophobicity loss due

to the prolonged exposure of the carbon to the oxidativerenment which leads to the

formation of carboxyl groups or phenols [27] 28]. The suefatGDL then becomes more
hydrophilic and the mass transport loss increases. Novgadlag bipolar plate is usually

made of Al, Ti, Ni, alloys thereof, or stainless steel duehteitt good electrical conductiv-

ities and mechanical properties. The degradation usualigrs to the oxide films formed

on the surfaces of these metallic plates and the corrosidheoftainless steel plate in
the corrosive acid and wet environment, both leading to ecé@ contact resistance [29].
Compared with those components, the degradation of elgt#rolembrane and Pt/C cat-
alyst is most important because it leads to significant perdmce decay or even abrupt
failure of the cell.

1.3.1 Catalyst Layer Degradation

The catalyst degradation usually pertains to the loss ofeaBtt surface area, which could
be attributed to several reasons including but not limitedinbtering or migration of Pt
particles, detachment and dissolution of Pt into electegland corrosion of the carbon
support. The well-known Ostwald ripening [30] suggests #mall Pt particles may dis-
solve in the ionomer phase and then re-deposit on the catvtats. The dissolution of Pt
in the ionomer phase may also dramatically degrade the namapbecause reduction of
Pt ions by the crossover hydrogen leads to the precipitatitime membrane [31]. On the
other hand, the random cluster-cluster collision of Ptiplag on the carbon supports may
also lead to agglomeration [32], which reduces the actit@yiic surface area. Generally,
it is accepted that the electrode potential, current dgmembrane water content, operat-
ing temperature and cycling conditions would determineg @te and dominant mechanism
of Pt particle growth [26]. Mathematical models suggest tha oxide layer can protect Pt
from dissolution[[33, 34]. However, the kinetics of oxiderfation are much slower than
dissolution; hence, the real effect of oxide coverage igcdit to identify experimentally.
Support carbon corrosion is another important phenomeadaiping to catalyst layer
degradation. It is generally caused by the elevated inddfaotential 0.8 V) between
the membrane phase and the metal phase. The elevated alotantibbe observed during
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the startup/shutdown process of the cell due to the formatidd,/O, boundary in the an-
ode [35/ 36]. As shown in Fi§. 1.7, the local interfacial patal between membrane phase
and metal phase at region D is dramatically increased toV:Il&erefore, support carbon
is subject to oxidization and water dissociation may alssuad\evertheless, under typical
operating temperature (6&) and interfacial potential (0.6 V), the carbon corrosiae ia
negligible [35].

Inlet Inlet
H, > 2H" +2e” O, +4H" +4e —»>2H,0
. ......:............ -(-:-:*:-2-1_-['-6':; CO. + A0 - de
O, +4H" +4e” — 2H,0 2H,0 >0, +4H" + d¢"
Outlet Outlet

Figure 1.7 Schematic of the carbon corrosion mechanism due to the clé@sHoundary, which
usually forms during start-up/shutdown of the celll[35, 37].

It is found that, with the presence of electrocatalysts sagcRt, the required potential
for carbon corrosion may be reduced to 0.55 V, with respectversible hydrogen elec-
trode (RHE), or lower[38]. The exact threshold potentialieainay depend on the catalyst
property and other operating conditions.

Similar to the start-up/shutdown case, local fuel staovatn the anode can result in
high interfacial potential and carbon corrosion. In DEA @@, it is the fuel depletion
or starvation which significantly affects the durabilityh&d actual degradation scenario is
quite complicated due to the mutual influences: the loss difaraleads to agglomeration
of Pt particles and the loss of catalytic surface area regiineekinetics of carbon corrosion.

1.3.2 Degradation during DEA Operation

In DEA operation, both membrane and catalyst layer degi@uahave been observed
experimentally in our extended DEA fuel cell testing undet & cm2current, 100%
cathode supply RH and 60C cell temperature [39]. As shown in Fig. 11.8, substantial
catalyst layer thinning had been observed at the cathodet oetjion, whereas the mem-
brane delamination with the catalyst layer observed atrite region. Pin-hole failure of
the membrane was also identified by the low open circuit geltfOCV) and substantial
hydrogen crossover.

As the carbon occupies the majority of catalyst layer voluthe observed catalyst
layer thinning can be interpreted as carbon corrosion atali@ode outlet region, followed
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(a) Location 1 : Inlet

—
10pm

(b) Location 5 : Outlet

Figure 1.8 Representative SEM image of the MEA cross-section in an aged DEA &l The
inlet region shows membrane thinning whereas the outlet region showsleathtalyst layer thin-

ning.
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Figure 1.9 The spatiotemporal evolution of species distribution in the anode during Hefae
tion (not to scale).

by collapse of the porous structure. The spatiotempordugweo of species in the an-
ode during DEA operation is schematically shown in Eig] M@ith the accumulation of
nitrogen and water, the fuel depletes along the anode chasnéne evolves, and it is
the channel-end region that shows the most severe fuebsitamy Correspondingly, the
cathode outlet region bears highest interfacial poteatidl carbon corrosion rate.

During extended DEA operation, the membrane degradatimstes occur in the inlet
region [39/ 25]. The observation of membrane thinning afrilet region can be probably
explained by the dry fuel supply, since low gas RH and membnaxter content accelerate
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both the chemical decomposition [40, 41] and physical digsm [42]. In DEA opera-
tion, liquid water accumulates in the channel end regioh e front propagating towards
the inlet region that is in contact with dry fuel. A purge, hewer, clears the water in the
channel, after which the membrane in the inlet region isdpdied until substantial water
has accumulated again. Such RH cycling on the membrane inl#tgiddle region along
the channel, together with the high local current, tendsiggér membrane crack, delam-
ination, and/or pin-hole failure. Note that the local cuatrdistribution is uneven with the
inlet region much higher than the outlet region, due to tlet depletion along the channel.
For example, in a DEA operation with a 0.2 A cfcurrent load, the local current reaches
as high as 0.38 A cn? in the inlet region whereas it decreases to zero at the chanude
region as shown in Fig. 4.7.

The spatiotemporal evolution of species, membrane watdgeoband local current re-
sults in more severe degradation in a DEA fuel cell as contpre@ RCA one. The DEA
architecture simplifies the system and reduces the cosphdrds to handle the stringent
durability issue. This scenario is not unusual in an engingennovation. It is antici-
pated that an engineering optimization of the purging s&heam reduce or eliminate the
durability concern in DEA operation while maintaining itsriefits.

1.4 Methodologies

In this dissertation work, modeling and simulation are thmpry methodologies. Fuel cell
models are used to understand and predict fuel cell behaSiorple models can explain
the basic trends, e.g., how cell voltage changes when tertyserincreases or pressure de-
creases. Sophisticated models can guide the engineeignde.g., what happens when
the gas diffusion layer thickness is reduced from 500 to 460 Some of the operating
parameters that interest fuel cell engineers are difficutheasure. For example, special
sensors and/or circuits must be utilized/designed to nmeake local current density and
temperature[ [43, 44, 45]; in-situ measurement of membrastencontent generally re-
guires neutron imagin@ [46] or magnetic resonance imaguigl) techniques|[4/7]. Under
such circumstances, fuel cell modeling provides a moreemiewnt way to investigate these
parameters from a physics-based approach. The modelinigsrean, in turn, guide the ex-
perimental design. Since all fuel cell models incorporasuanptions, validation against
experimental data is required to verify fidelity. The vatida can be either direct or indi-
rect, meaning that a readily measurable parameter, sutte asriminal voltage, is usually
used for comparison with the corresponding model output.
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1.4.1 Computational Fluid Dynamics Modeling

The computational fluid dynamics (CFD) numerical method heenbextensively devel-
oped to simulate fuel cell behavior since the early 1990s.déo fuel cell models are
generally CFD-based so that detailed investigation andalimtion of transport phe-
nomena, including mass, charge and heat, can be achievededPimodeling efforts by
Bernardi and Vebrungé [48] and Springer et @l.| [49] are furelaal to understand PEM
fuel cells. They both developed a one-dimensional, isothémodel of the MEA. Bernardi
and Vebrunge focused on the net water flux through the meralwaereas Springer et al.
studied the membrane hydration. Fuller and Newman [50] ldpeel a two-dimensional
(2D) model to study the water and thermal management. Thedetuses concentrated
solutions theory for transport in the membrane. Nguyen andeNB1] studied the effects
of gas humidification on cell performance and reported tlaakldiffusion of water from
the cathode to anode is insufficient to keep the membranatedlat high current den-
sity. They consequently concluded that the fuel and oxidaatuld both be humidified for
satisfactory performance.

More recently, Gurau et al. [52] developed the first real 20detdor the flow chan-
nels and MEA. This along-the-channel model studied thectffef composition change of
the reactants. Um et al. [63] developed a 2D transient, albegchannel model to study
the evolution of current density with changing cell potehtUm and Wang [54] extended
the work to the third dimension and also studied the effe€t8oav channel geometry
and layout. Wang’s group at Pennsylvania State Universtyelbped a large-scale CFD
model [55] 56] and started to model the two-phase transpaha fuel cells[[57, 58]. The
two-phase transport in fuel cell is critical to water marragat and hence is under exten-
sive numerical study. Two-phase flow behavior has beentigated in different fuel cell
regions: catalyst layer and GDL [57,/59,/60], and flow chasp@&l]. In recent years, the
fuel cell modeling has extended to multi-dimensional andtirplnase framework to study
the more complicated physical and electrochemical presdasshe fuel cell. For example,
a three-dimensional and multi-phase model has been dedckopsimulate the cold start
processes in a PEM fuel cell [62,/63]. The effects of watez4ieg in the membrane elec-
trolyte, non-equilibrium mass transfer in the catalyselayand operating conditions on the
success of cold start were investigated.

The advances in modeling have led to more thorough presamtatf the electro-
chemical reaction and transport phenomenon, and more aecprediction of the fuel
cell performance. Meanwhile, more demanding computakioesources are required.
Normally, only a section of the entire cell is considered Blaapproach due to the com-
putational requirement_[64]. The trade-off between modelusacy and computational
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complexity is a difficult engineering challenge for most PEMresearch and development.

1.4.2 Control-Oriented Modeling

In this dissertation, a 1+1D (along-channel+through-memeé), isothermal, transient and
two-phase model has been developed to estimate the célingeand perform the purge
optimization. Due to the along-channel stratified pattamshe DEA operation and
the vertical orientation of the DEA cell, multi-dimensidmaodeling is not necessary to
capture the voltage behavior and species distributiongatbe channel. The extensive
computational resources needed to simulate multi-dinro@asimodel are not suitable for
control-oriented applications. One ultimate goal of thakus to control the purging cycle
to reduce degradation and maximize efficiency. The 1+1Dagmtris a good compromise
between model complexity and accuracy since the local stidensity captures some of
the along the channel effects without increasing the coatjmutal complexity. The model-
ing of water transport through the GDL to the anode channeiptetes the along-channel
model framework with some accuracy, as the transport offitvase flow within the porous
GDL is captured in only one dimension. The liquid accumolain the anode channel is
finally modeled by tracking the liquid volume fraction alotige channel. Another benefit
of the reduced-dimension modeling is that the water tramspw voltage submodel can
be parameterized easily using analytical tools, as shovanpror publication from our
group [65].

The model in this dissertation is developed based on the framework by Siegel
et al. [66,65], which captures the nitrogen front evolutiaa a 1D along-channel model
and liquid accumulation via a lumped-channel approach.riibéel prediction agrees well
with the experimental data [67]. The present model captirediquid transport and ac-
cumulation via a distributed-channel approach togethér thie 1+1D feature connecting
the channel and GDL. Modeling the liquid distribution in ttfgannel is necessary to pre-
dict the purge flow and hydrogen loss accurately. The carlborosion kinetics are also
incorporated to predict the voltage degradation, whichuireg the anode distribution of
an additional species, oxygen, to be modeled. The membregradiation and Pt disso-
lution are not considered in the model in order to avoid tomynstates and parameters
subject to tuning. Nevertheless, the model is used undatiboms with minimum mem-
brane degradation, and the loss of active catalytic sitassamed to be proportional to the
remaining carbon mass as compared to the original mass (sgeefR). The tuned model
can capture the voltage degradation in DEA operation witisfs&tory accuracy, as shown
in ChaptefB.
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1.5 Summary of Contributions

Based on the prior framework, the DEA model has been exteramledpture the carbon
corrosion behavior. To accurately account for the liquidewarossover and accumulation
in the anode, a distributed 1+1D (along-channel+througimitrane) and two-phase model
framework has been finally reached. The model has been tisiegl @xperimental data of
along-channel species distribution, liquid water mash@dnode, and voltage evolution
within a cycle and voltage degradation over multiple cyclEsree groups of parameters,
i.e., the species transport, the reaction kinetics, andahigon corrosion related parame-
ters, have been tuned. The tuned model shows predictatligpecie distribution and cell
voltage in wider ranges of current and cathode supply RH.

The present model is used for evaluation of a DEA cell such &gdrogen utilization,
durability, and efficiency. It can also be incorporated iatsystem-level model including
BOP components to examine system performance and cost.

The lifetime simulation of a DEA cell has been performed fo first time to capture
the voltage degradation in both multiple DEA cycles withging and DEA equilibrium
operation without purging. The simulation represents tar@tive way to study fuel cell
durability with little experimentation requirement, aswaared to accelerated stress testing
(AST) which is a general approach [26, 2]. In addition, Iifet simulation captures the ac-
tual degradation mechanism in the fuel cell operation wdeAEST cannot. It is designed
to test the material properties in an accelerated manner.

The feasibility of DEA operations has been confirmed by shgvthat a satisfactory
lifetime efficiency can be achieved by purge schedulingerilatively stated, the negative
influences from cathode carbon corrosion and hydrogen lassgithe purge are limited
with careful purge scheduling. The reduced system coniylexid cost for DEA fuel cell
become more attractive when the degradation problem isvexko

Finally, the existence of an equilibrium in DEA operatiorshaeen identified. Oper-
ating a DEA cell under equilibrium is possible, which feasiminimum requirements on
power regulation hardware and purge optimization eff@sslong as the degradation due
to the extended operation under fuel starvation can beialésby novel cell design.

1.6 Thesis Organization

As discussed in Sectign 1.3, DEA architecture simplifiessygem and reduces the cost,
but introduces a potential degradation issue. Motivatedhis/ fact, the model was de-
veloped to quantify the degradation rate and identify tHeuémces of design/operating
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parameters on the degradation. Finally, it is aimed to agvide control strategy that can
reduce the degradation in DEA operations. For this purptbgecarbon corrosion due to
DEA operation will be discussed in Chagtér 2 of the thesisctvprimarily comes from our
paper entitled 'Carbon Corrosion in PEM Fuel Cell Dead-Endedd&nOperations’ and
published in theJournal of the Electrochemical Socig8]. The model has been tuned
against the species concentration in the anode channehansbltage evolution within a
cycle (Section 216).

The modeling results lead to a general conclusion that, tomize the cathode carbon
corrosion, the purge should be scheduled before the fuelagi@n occurs in the anode
channel-end region. A short cycle duration or frequent imgrgs therefore preferred for
reducing degradation. Such purge scheduling tends to niek®EA operation akin to
flow-through mode, and there is unavoidable hydrogen lossglthe purge. Since high
hydrogen utilization is another benefit of DEA operationsiof interest to elucidate the
trade-off between degradation and hydrogen loss. To thdstee DEA cell lifetime effi-
ciency is defined to study the impacts from two design vaeishburge interval and cycle
duration, in DEA operation. This optimization of lifetimdfieiency becomes Chaptérl 3
of the thesis, which is primarily from our paper 'Optimizati of Purge Cycle for Dead-
Ended Anode Fuel Cell Operation’ published in timernational Journal of Hydrogen
Energy[69]. The model has been extended to capture the liquid viegasport and ac-
cumulation in the DEA cell, so that the purge flow can be prediecnore accurately. The
model is further tuned against the liquid water mass in thearchannel and the voltage
degradation over cycling (Sectign B.4).

Finally, the purge optimization motivated a further comsation of disabling the purge,
namely, whether the decreasing voltage with the purge idaventually evolves toward
a shutdown or an equilibrium of the DEA cell, and what are therating conditions for
reaching that equilibrium. The tuned model is used to idgfitie existence of equilibrium
and to investigate the characteristics of equilibrium. THeA system can be operated
under equilibrium if the power output is reasonable, so thatnecessity of power regula-
tion and efforts in purge optimization can be greatly reducghis study is Chaptéd 4 of
the thesis, primarily from our paper 'Experimental Validatof Equilibria in Fuel Cells
with Dead-Ended Anodes’ presented at the European Contrde@oce 2013 [70]. The
modeling results of voltage evolution toward equilibriundadegradation under equilib-
rium are validated with the experimental data (Sedtioh.4l6g dissertation will end with
conclusions and recommendations.
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1.7 Nomenclature

The nomenclature of the thesis is summarized in the follgwivo tables.
Table 1.1 Table of nomenclature

Local current density i,Acnt?
Average current density ifc, A cCnT?
Number of cycles k

Scale factor for oxygen/nitrogen permeance Ko, /N,

Time t,second
Mass m,g cnt
Channel length l,cm

Channel width w,cm
Channel depth h,cm

Molar fraction n

Radius of agglomerate lagg, UM
Reactive/Crossover flux (through membrane) per unit déptimol n3s~1
Liquid water volume fraction S

Tunable power factor for remaining carbon q

Gas velocity ums?
Convective velocity v,ms+
Diffusivity D,m? st

Cell voltage Ecell, V
Faraday’s constant F,C mol*
Catalyst/Carbon loading L,g cnt
Molar fraction M

Total gas flux (along channel) N, mol nT%s~1
Henry’s law constant H,L ATM mol?!
Diffusive flux (along channel) J,mol n?s!
Gas permeance K,mol nT s 1pa?!
Gas constant RJ K Imol~!
Temperature T,K

Pressure P, Pa
Hydrogen amount Q,mole

Gas constant R,J K Imol~?!
Area S,cnr

Metal phase potential Vi,V
Coefficient matrix in Stefan-Maxwell diffusion (Chaptér 2)W

Volumetric flow rate (Chaptér 3) W, mPs 1
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Table 1.2 Table of nomenclature cont.

Greek

Transfer coefficient a
Tunable parameter for hydrogen reaction B
Electrochemical area y,cne gt
Membrane water content A
Kinematic viscosity v,nPst
Efficiency (Chaptel13) n
Over-potential (The other chapters) n,v
Membrane phase potential o,V
Scaler function in Stefan-Maxwell diffusion 1]
Porosity (Sectioh 2.411) €
Effective factor for remaining carbon (elsewhered
Thickness of ionomer film o,um
Shorthand/Subscript/Superscript

Anode AN
Balance of plant BOP
Cathode CA
Flow channel CH
Full-order model FOM
Catalyst layer CL
Dead-ended anode DEA
Gas diffusion layer GDL
Flow-through FT

Fuel cell FC
Membrane MEM
Operating condition OPC
Relative humidity RH =R/ /Psat
Reduced-order model ROM
Saturation sat
Stoichiometry ratio SR
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Chapter 2

Carbon corrosion in PEM fuel cell
dead-ended anode operations

In the DEA operation, the fuel depletion or even starvatiothe anode due to the nitrogen
blanketing and water plugging can result in carbon corrosighe cathode. To evaluate the
overall performance of a DEA fuel cell as compared to a retateon anode fuel cell, the
durability should be considered in addition to the powepauand hydrogen utilization.

This chapter investigates the effects of DEA operation enelectrode carbon corro-
sion of the PEM fuel cell. A reduced order isothermal modelageloped focusing on the
species concentration along the channel and associatednaeephase potential. This
model explains, and can be used to quantify, the carbon siorrdehavior during DEA
operation of a PEM fuel cell. The presence of oxygen in thedarahannel, although nor-
mally less than 5% in molar fraction, creates g®p front as N and water accumulate at
the end of the channel and hydrogen is depleted along theneharhe presence of oxygen
in the anode channel also results in a gradual drop of the mearalphase potential, pro-
moting carbon corrosion in the cathode. The corrosion satiiven by the local species
concentration in the anode, which varies in space and tima.clo-flow configuration, the
large spatiotemporal patterns of hydrogen starvationegretid of the anode channel induce
the highest carbon corrosion, which, in turn, is shown to loelenated by the decreasing
terminal voltage during galvanostatic operation. Althloumpt fully calibrated, the model
shows good agreement with preliminary in situ observations

2.1 Introduction

The simplified balance of plant (BOP) and enhanced hydrogépation in the DEA op-
eration unfortunately come with a major concern. The acdatian of nitrogen and liquid
water in the anode channel during DEA operation may leaddal limel depletion or star-
vation, and the associated carbon corrosion in the catialyst becomes a problem.This
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accumulation also causes a gradual, but recoverable, drcgdlivoltage over time. When
operating in galvanostatic mode, purges are necessarynoveenitrogen/water from the
anode and to recover the voltage. This periodic purging tevanses voltage cycling in
DEA operation, with a cycle defined as the duration betweenconsecutive purge events.
The evolution of the cell voltage and the concentration efgpecies is very repeatable from
cycle to cycle, because liquid water and inert gas accumualathe end of the vertically
oriented straight anode channels|[67].

The hydrogen flow in a re-circulated anode makes convectdomanant force that de-
termines the variation in channel gas composition. Conwras equally important in the
DEA operationl[[71l, 23] despite the very low anode flow rates kfave led to the use of the
continuous stirred reactor (CSTR) methodology in fuel cethwipen channels [72]. When
operating with a DEA both convection and diffusion influetice distribution of gasses in
the channel. Convection dominates transport at the chamle¢l pushing hydrogen, nitro-
gen, oxygen and water towards the end of the channel. Gasd@gader crossover from the
cathode to the anode and accumulate at the end of the anodeethlblocking hydrogen
from reaching this region. The hydrogen depleted regiowgroeaching back toward the
inlet as nitrogen accumulation continues during DEA openatThe presence of oxygen
in the end region of the anode channel, where hydrogen iethlis of particular concern
for cathode carbon corrosion.

The carbon corrosion in the catalyst layer is a major dedi@aaource in operating
a PEM fuel cell [26, 2]. The carbon catalyst support in PEMI foell is itself ther-
modynamically unstable due to its low equilibrium potehtf0.207 V with respect to
reversible hydrogen electrode (RHE) at €5 Fortunately, under typical operating temper-
ature (65C) and interfacial potential (0.6 V) between membrane phadereetal phase, the
carbon corrosion rate is considered negligible [35]. Hoveiis also reported that electro-
catalysts such as Pt may lower the safe interfacial potant@a55 V or lower [38]. Hence
the threshold potential may depend on the catalyst perfoceand operating conditions.

This chapter combines various mathematical models negefssajuantifying the car-
bon corrosion behavior in an operating cell with a DEA. Inyives work [66/ 65], a model
of the nitrogen blanketing and water plugging effects wasetigped for DEA operation.
The model predicts the fuel depletion observed in the erpants. Fuel depletion in the
anode channel not only results in cell voltage decreaselboittiaggers carbon corrosion.
As hydrogen is no longer sufficient to maintain the curremg@lvanostatic operation), the
equilibrium of

Op +4H™" 4 4e <+2H,0

would move backwards due to the lack of hydrogen ions. Thubkedocation of fuel deple-
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tion, oxygen could be generated from water dissociatioaduition to the general source
of oxygen crossover through membrane. The amount of oxygéreianode is negligible
whenever there is sufficient hydrogen (proton) supply sih@eould be instantaneously
reduced to water. The insufficiency of hydrogen also prosiote

C+2H,0—-CO, +4H " +4e

although it proceeds at a slower rate compared with watsodiation.
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Figure 2.1 Scenario of carbon corrosion in DEA operation (not to scale). Sutefi(p) Shows
the initial reactant distribution (uniform hydrogen) immediately after an apodge. Subfigure (c)
shows the reactant distribution and resulting change in interfacial potatitied end of the channels
right before an anode purge. Subfigures (b) and (d) are the @athedhbrane/metal phase poten-
tials corresponding to subfigures (a) and (c), respectively. Therdiftes betweediN and gan;,
VEA and @ are termed interfacial potentials at anode and cathode, respectivelyndgnitude of
interfacial potential directly determines the carbon corrosion rate. Tfereliice betwee¥$” and
VAN is the cell voltage.

The scenario of carbon corrosion in DEA operation is as¥aloAs shown in Fid. 2]1a,

23



initially (t = tp), when hydrogen completely occupies the anode after a ptliganem-
brane exhibits uniform potential along direction. The uniform potential is slightly
negative (~-0.01 V) as the anode metal potential is zero.

As time evolvest(=t;), hydrogen depletion in the anode occurs (see[Fig. 2.9)aue t
the nitrogen/oxygen crossover and the water flooding. Thegurce of oxygen in the an-
ode is crucial, which leads to the membrane phase potemtalid the area of hydrogen
depletion. Thus anode and cathode interfacial potenhatease compared with=tg (see
Fig.[2.12).

A special case of carbon corrosion caused by the developaienth/O, boundary
in the anode that occurs during the start-up/shutdown geooéthe cell has been stud-
ied both numerically [35, 73, 74] and experimentally!|[37, (76, 77/ 78]. The corrosion
mechanism for this case can be illustrated by Fig. 1.7, wtterelotted line indicates the
H»/O2 boundary. In this case, the complete hydrogen starvatitreinear part of the anode
channel leads to high interfacial potential (~1.6 V) at ththode. The cathode carbon can
be completely oxidized within hours under such potentigartSup/shutdown procedures
have been proposed to alleviate such carbon corrosionsi$g8£80].

In this chapter we employ a 1-D along-channel model to stuBABperation. Multi-
dimensional modeling is not necessary to capture the obdemitage behavior due to the
along-channel stratified patterns [81]. A carbon corrosnmulel is developed based on the
corrosion mechanism in Ref. [36] and then incorporated intopsior model which pre-
dicts the nitrogen accumulation [66,/82]. The importantpagter to capture by modeling
is the oxygen concentration in the anode, and the associaliagje degradation due to car-
bon corrosion. In the following section, the model equatiare presented and discussed.
The model is then validated in Section 3 with simulation lessdiscussed in Section 4.

2.2 Model Overview

In DEA operation diffusion prevents the development of arghaterface between fuel
and oxidant in the anode channel, which is different fromstaet-up/shutdown case with
H»/O, boundary. Nitrogen, oxygen and water can cross through grebimane in either di-
rection, however the convective flux due to hydrogen congiomgauses the accumulation
of inert and product gasses at the end of the channel.

With these features and other simplifications, the majouragsions in the present
model are: 1) the model is simplified to one dimension alorggdhannel direction. 2)
The effects of liquid water are not considered in the modgITt& electrochemical loss
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of Pt [33,[34] is not modeled. The particle size of Pt and fdramaof PtO layer affect
the carbon reaction rate, but we control the cell potentighoth simulation and exper-
iments to avoid high interfacial potentiak(.5V) at cathode, thus the electrochemical
loss of Pt is minimized. The loss of active Pt sites, howeiergflected in the present
model via a correlation with the remaining carbon in the lgatdayer. 4) The membrane
degradation, such as chemical decomposition of the polyatss contributes to the cell
voltage decayl [41, 40, 83]. The present model assumes a geotbrane condition. Cor-
respondingly, the operating conditions for simulationthis dissertation are chosen so that
a humidified membrane and small pressure difference acresgnane can be maintained.
The model is not appropriate to be used with dry cathode guppk Subsectidn 3.4.2). 5)
We consider only the carbon corrosion in the catalyst legyed, do not include any impacts
from the instability of the GDL material [2]. 6) The carbonromsion is a dynamic pro-
cess which can alter the transport and electrochemicahctarstics of the catalyst layer,
namely, the values of physical and geometrical paramessd i the modeling. For sim-
plicity, these parameters remain unchanged during therdinarocess and all effects from
carbon corrosion is lumped into a tunable paramegi{@see Sectioh 214).

There are six dynamic states in the model: the molar frastmN,, O, and vapor
(Nn,,0,,v) In the anode channel, the partial pressure p{®, ca) in the cathode channel,
the mass of carbon support in the cathode catalyst layempet fmc), and the membrane
water content{). Meanwhile, there are two variables which satisfy algebtanstraints:
the membrane phase potential at the ang@dg)(and cell voltageEcy).

2.3 Reaction Kinetics

Three electrochemical reactions take place in the anode:

Hy2H 4 2e (2.1)
Op +4H™ 4 4 +2H,0 (2.2)
C+2H,0—COy +4HT +4e” (2.3)

The oxygen reduction reaction Eq. 2.2 and carbon corrosiantion Eq[2]3 are very
small compared with the hydrogen dissociation reactiori?Eljin terms of current density
(at least 1000-fold difference); nevertheless, such atrdensity corresponds to sub-
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stantial carbon loss in DEA operation. The carbon corrosioown in[2.8 is generally
considered an irreversible reaction in aqueous systenjsR&tent experimental observa-
tions [85, 86| 87] have shown carbon loss in the anode, whipparts the inclusion of the
anode carbon reaction in the model development despitg besa severe than the cathode.
In the cathode, only the reactions in EQs] 2.2[ant 2.3 aradenes!.

The local distributed current density in the anagdg is the summation of the main
reaction and two partial reactions:

IAN = IH, AN + 10, AN +iC AN (2.4)

For the cathode, there are reactions of oxygen and carbacrbissover hydrogen is
assumed to be completely consumed at the cathode catalgsttlae accumulation effects
are ignored due to the cathode flow-through:

ica=lo,ca+icca (2.5)

Two algebraic variables in the present model, membraneepbaiential at the anode
(oan) and cell voltagekcg)), correspond to the following two equations:

ian+ica=0 (2.6)

L

. 1.
o= [ iandy @7)
0

Equation’ 2.6 represents the local conservation of chalngetotal anode local current
is equal to the cathode. We assume that the in-plane protoentican be neglected. This
assumption is valid due to the low ionic conductivity of thembrane relative to the high
electronic conductivity of the current collector [36]. dhat the anodic current (releasing
protons) is defined positive and cathodic (consuming psjtoagative. Equatidn 2.7 spec-
ifies the average (apparent) current density drawn fromeleubich is a model input. It
is important to note that every term in EQs.12.6 2.7 carxpeessed as a function of
@an and/orEge. Thus Eqd_2)6 arild 2.7 constitute the constraints for thesedriables.

The reaction kinetics of each partial reaction in Eql 2.4described by the Bulter-
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Volmer relation:

. . RS Qan,F
I, AN = VPt'O,HzLPt{ - exp[ 22 (Vnﬁ\N—qvAN—V..?f)}

Py, RT
PﬁL —AdcH F
e exp| — S (VN — o — | | (2.8)
2
cL  ~CH IH2ANOGDLRT
F)H2 = P|.|2 — =2 2FDH2 (29)
. . R/ AN Oa.0,F
l0,,AN = VPt'O,OzLPt{ P\>/kIAN eXD[TQ—-F(VrﬁN — AN —VSS)]
Bo, B,
Po,.AN P, —0c0,F AN eq
— | =2— == x exp| —="—(V —@n—V,5,) (2.10)
(o) ™ () ™ cenn =2 - a3
. . R/ azcF
ic.AN = Yeloclc P*’AN exp[ ;i- (VAN — @an —ng)} (2.11)
VAN

wherey, (x=Pt or C) is the active platinum or carbon surface area permags and..
is the loading of platinum or carbonye; is measurable and widely known as electro-
chemical surface area (ECSApn is the membrane phase potential at the anode catalyst
layer/membrane interfaceDy, is the hydrogen diffusion coefficient in the GDL. Equa-
tion[2.9 represents the effect of hydrogen diffusion thiotige GDL. Note in Ed. 2.10, the
oxygen partial reaction (water dissociation) depends dh hgdrogen and oxygen con-
centrations, which is different from a normal cathode soenahere hydrogen ion supply
is considered sufficient. Also note that ideally, hydrogemconcentration should be used
rather than hydrogen partial pressure, which is a simpliioain the model. A similar
approach is used in Refs, [56] and [62].

For the cathode, the Bulter-Volmer relations are similar:

L BOZ EHZ
. . R/ca 0a0.F . ,ca eq sz CA P,
i0,.cA= EcYptioo LPt{ - exp[ (V" = @a— Vo )} |5 o
2 2 PV7C A RT m 2 POLC A PH2
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i0,,cAOcDLRT
Por=P5H + 22— 2.13
o, =Fg, + 4FDo, (2.13)
. . R/ca OacF
lc,CAZSCVclo,chP*’ exp ;T (VnEA—CIbA—ng)] (2.14)
V.CA

wheregc is a fraction factor of remaining carbon defined by Eq. R.17eftect the influ-
ences of carbon loss on the reaction kinetics and cell veltégsimilar power factor was
also used in[[88] to account the decreasing rate of carbawsion over time observed in
the experiment.

There are different approaches in modeling the carbon smmaate since the mech-
anism is still not fully understood. The corrosion rate hasrbshown to drop with time
at potential([84], which suggests that the Bulter-Volmeratmmn may not give an accurate
prediction of the corrosion rate. This chapter focuses erirtipact of distributed concen-
tration and reaction rates along the channel associatédMaA operation and presents a
way to quantify the carbon/voltage loss. Any model of carborrosion, such as the one
reviewed in Ref.[[84] may be incorporated into our modeliragrfework. A similar drop in
carbon corrosion rate over time is captured by the modeltiirahe loss of active platinum
sites in Eq[.2.1]7, with the parametgy. The power factor in EqQ. 2.17 is a tuned parameter
which may be studied and tuned in the future.

Cell voltage and local current are used to connect the metattmane phase potentials
at anodeV(AN) and cathodey$A):

Vi = VN + Ecell + Ropian (2.15)

@A = @aN — Rmenian (2.16)

2.4 Carbon Corrosion

As carbon corrodes, the electrode becomes thinner and tike aatalytic area decreases.
In Eqs[2.1P and 2.14¢ is an effective factor to account for the influence of carbuss|
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on the cathode reaction kineti¢s [89) 88]:

rrb(y,t)}q

s (2.17)

ec(y,t) = [
wheremc o is the initial carbon loading per unit area amg is the carbon mass per unit
area. The influences of carbon loss on the effective catadyta are thus reflected, al-
though a more complicated model of Pt loss (such as dissalaimd mitigation([33, 34])
has not been included in this work. Incorporataagn Eq.[2.14 also leads to an asymptotic
drop of corrosion current with constant potential, althotigis drop is associated with Pt
loss proportional to the carbon corrosion. Anode carbos i®siegligible compared with
cathode (as shown in Fig._2]11), therefore the effectiviofaaccounting for carbon loss is
not incorporated in EqE. 2[8-2]11.

For Eq[2.1V, Ref[[89] uses a power factprd to account for the influence of carbon
corrosion on the loss of catalytic sites and therefore thetren kinetics for both carbon
corrosion and oxygen reduction. However, the authors statehe value of) is assumed
rather than fitted or derived. The reaction kinetics de@dexrease) as the carbon is be-
ing consumed ify is positive (negative). Generally, the overall trend ofctézn kinetics
is decreasing as the carbon corrosion continues due toshefaatalytic sites. However,
it is likely to observe an increasing trend of carbon cowngiate within a short period of
time due to the non-homogeneous property of carbon. Theeptiep of the carbon de-
termine the value of parametgrand therefore the evolution trend. If the composition of
carbon is homogeneous, the corrosion rate tends to deasgtastame. If the composition
of carbon is non-homogeneous, the most vulnerable parbeittorroded followed by the
more resistant region. It has been reported that the amosptare of the carbon particle
is corroded first followed by the graphitic shell, which is meesistant to corrosion for a
conventional carbon support [88]. This process corresptmd positive value aj. In this
dissertation work, a positivgis assumed, which yields consistent voltage evolution® fro
modeling and experiments.

As the carbon corrosion proceeds, the morphological stre@nd the physical proper-
ties of the catalyst layer will change. Generally, the siz@focarbon particle agglom-
erate increases, the porosity of electrode decreases,hantthitkness of catalyst layer
reduces|[90, 91]. The oxygen diffusion is diminished sigaifitly since the surface of
catalyst layer becomes hydrophilic due to the carbon oxmbeiss that form on carbon
particles, leading to an increased mass transport reses{@2]. From the EIS diagnosis,
it is also found that the charge transfer resistance erdatg@matically, suggesting higher
activation loss[[92, ©3]. Therefore, physical parametachsas ko, in Eq.[2.42 andgo,
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in Eq.[2.12 are dynamically changing with the carbon comogrocess, which is not cap-
tured by the modeling. As an approximation, the effectivedasc shown in the oxygen
reduction (Eq[_2.12) lumps in all those effects from carbomasion.

The local carbon lossyc is related to the carbon reaction rate at cathiede:

omc _ Meicca
ot 4F

(2.18)

whereF is the Faraday constant aMt is the molar mass of carbon.

2.4.1 Agglomerate Model

In this subsection, the focus is to use the agglomerate nfi@eéwork, as an alternative to
the power law model shown in prior sections, to study thea@adorrosion and associated
voltage degradation.

The agglomerate model captures the influences of oxygepldigs and transport
on the reaction kinetics by simulating the realistic catalgyer three-phase environment,
whereas it does not particularly describe the kinetics tiade carbon corrosion. Utiliz-
ing the agglomerate model framework, the influences of cadwsrosion on the voltage
degradation are captured by changing the relevant geaalep@rameters of the catalyst
layer. In the relevant literature, it has been reported thatcarbon corrosion may start
from the center of the agglomerate if the shell is more gtéged [88,/94], and a hollow
structure can form, which eventually collapses with desedaporosity[[90, S5]. It has
been recently reported, however, that structural coll@pseaccompanying loss of poros-
ity were not observed; rather, the wettability of the cattbayer changes as the carbon
corrosion proceeds [92, 96]. Modeling such a complicatedgss is beyond the scope of
a macro-scale model such as the agglomerate model.

In the agglomerate model the volumetric current densityefsned as/[97, 98]:

. P, 1 (Fagg+ Sagg) Sagg|
Vi =4F—== o
H [Erke(1—&y")  @aggragsPo,

(2.19)

where B, is the oxygen partial pressure in the pore of catalyst Iag{)‘éf,is the porosity
(volume fraction of pore) in the catalyst layeggd is the radius of each agglomerafggg
is the thickness of ionomer thin film on the surface of spheganerateH is the Henry
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constant (ATM ni/mol), and E is an effective factor defined by:

1 1 1
"= Lanh(&m - 3¢J (2:20)

where the Thieleos modulug,, for a spherical agglomerate is given by:

05
_ ragg[ ke } (2.21)
3 Dozgi?w%glvs
The reaction constantckis given by:
Avi002 [ aF (1—G)F }
= : exp——==n)—expg——=—n (2.22)
4FCroezf(1_£\(/:L) K RT ) q RT )

where A,:AOT”"‘ is the total catalytic area for ORR per unit volume of cathodtalyst
layer, Ay is the measureable ECSA {Rt/g), mpy is the Pt loading in mg/cfy andL is the
cathode catalyst layer thickness. The cathode overpatenis expressed as:

n= Vr'rA]\N + Ecell + RopLiave— ((PAN - Rmeniave) —Ve%z = Ecen — (RGDL+ Rmem)iave—ve%z-
(2.23)
SincefoLv -1 dy=L v/ -i=iave, We have obtained the correlation betwegr and Eg
that can be used to generate the polarization curve. Notdhbanode overpotential is
neglected.
Some catalyst design parameters are used to calculateldbedrphysical parameters.
The mass ratio between Pt and Pt+CarbonC Pis used to calculate the solid volume
fraction in the catalyst layer:

e
(L_F 1 Pt| )rrbt
el — P PtL‘CpC : (2.24)

Similarly, the mass ratio between the ionomer and iononaeban, |C, is used to
calculate the ionomer volume fraction in the catalyst layer

mpt(1—Pt|C)I|C
CL Mion Pt|C(1-1|C)
on PionL PionL ( )

where mp,, is the mass loading of ionomer (mg/ém Then the pore volume fraction, or
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porosity, of the catalyst layer is simply:
egt=1—eSt—£SL (2.26)

The total amount of agglomerate in the catalyst layer, njbsacalculated by:

LAsSt
n= S (2.27)

Z agg
3 mggg(l — &on )

whereg2?? is the volume fraction of ionomer in the agglomerate. A cantt>> is as-
sumed in the model.
The effective surface area usable to dissolve oxygen i@tjylomerate per unit vol-

ume of the catalyst layergy is calculated by:
aagg = 4n7T(ragg+ 5agg)2$\c/:l_. (228)

There is a correlation between ECSA &g), Ao, and the PC ratio obtained from a
least squares fit to the empirical datal[98, 99], althouglisfalso measurable:

Ag = 2.2779x 10°(Pt|C)® — 1.5857x 1P (Pt|C)? — 2.0153x 10°Pt|C + 1.5950x 1P
(2.29)
It is not clear that whether this correlation holds for a $jetype of Pt/C. Thus, direct
measurement of ECSA is still preferred.
The total catalytic area for ORR per unit volume of the catdbsger, A, is written as:

m
A\,:Ao%. (2.30)

Unlike in the power law model, the remaining carbon mass, isinot used in the ag-
glomerate model. However, if a G@nalyzer is available at the downstream of the cathode
to obtain the real-time corrosion rate, we can calculatessuming that all the carbon loss
is in the form of CQ:

Pvnr%
RT

t
me(t—1)=mco— /0 ppmk— (t')dt’ (2.31)

wherert is the resident time of C&in the pipelinef is any time later tham, and K, is the
radius of the pipeline. The spatial variability should beided by using high stoichiome-
try ratios in both anode and cathode during the measurerii@etCQ analyzer data can
also be used to tungg in the power law model, which is planned as a future work.
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2.4.2 Model Parameters

There are many physical and geometrical parameters in tileragrate model. One impor-
tant feature of the agglomerate model is to capture the infle of geometrical parameters

on the dissolution and transport of oxygen towards the ytitadites. For accurate mod-
eling results, these parameters need to be determinedmjgiedy. Tablé 2.1l summarizes
how these parameters can be determined for a agglomersge-barbon corrosion model-

ing.
Parameter How to determine Value at BOL
mc(t) Calculated from C@ppm, Eq[2.3l | mc o from supplier, or measured
et Measured &5 measureable
L(eGh Calculated frome$t, Eqs[2.24-2.26 | Lo from supplier
PiC(mc) | Calculated from g Initial Pt|C from supplier
l|C Assumed to be constant Initial 1|C from supplier, or assumed
ragg(Mc) | To be tuned to match polarization dgt@,ggo tunable
Oagg Assumed to be constant 0Oaggo from literature
g9 Assumed to be constant 239 assumed
n(me) Calculated, Ed. 2.27 no calculated
8agg(mc) | Calculated, Ed. 2.28 8aggo Calculated
Ao(me) Calculated, Ed. 2.29 Initial Ag calculated
Ay(me) Calculated, EJ.2.30 Initial Ay calculated
H From literature
Po, From cathode partial pressure 05 O
0,0, From literature

Table 2.1 Summary of model parameters

2.4.3 Power Law Model

Revisiting the power law model [89, €8,/68], the Butler-Volreguation is used to describe
the cathode overpotential:

L Me g, _aF ey TR
|ave—(mc70) i0,0,APt 0Mpt 0 | €XQ RTn) exp( n)
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where Api ¢ is the initial ECSA (n4/g) and np o is the initial Pt loading (mg/c). The
overpotentiah is related to the cell voltagek, by Eq.[2.28.

2.4.4 Comparison of Two Approaches

T T T T T T T T

+ =0~ Agglomerate, 0.30 mg/cm

2
0.95 +=A~- pgglomerate, 0.25 mg/cm?| |
0.0 ' =0~ Agglomerate, 0.20 mg/cm? |
' ' =P~ Agglomerate, 0.15 mg/cm?
0.85 —6— Power, 0.30 mg/crt J
—&A— power, 0.25 mg/cm2
S o8t —&— power, 0.20 mg/cn? T
% —>— Power, 0.15 mg/cr?
= 0.75F b
g o Carbon loading decreases
S o7t :
0.65
0.6
055} i
0.5 Il Il Il Il Il Il Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Current density (A/cm2)

Figure 2.2 The polarization curves from both agglomerate and power law models witmtjee o
ing carbon corrosion. Cell temperature®@and cathode ©partial pressure 0.252 ATM are used
in the simulation.

The carbon corrosion is a very complicated process and rlgric@upled with the
Pt agglomeration, dissolution/redeposition, and oxatatiln the present model, the Pt is
assumed to remain in its original state. As the carbon camgsoceeds, the size of the ag-
glomerate will be reduced first, until the cathode collapsédsch will lead to a decreased
porosity, reduced catalyst layer thickness, and incresizedof the agglomerat2 [90]. The
present model cannot capture the whole dynamic procedsabhst is aimed to capture the
changes of several key parameters as the carbon corrositinues and show how these
changes influence the polarization.

Figure[2.2 shows the polarization curves obtained from blathagglomerate model
and the power law model, as the carbon corrosion proceegsléereases). The values of
mc are chosen to represent the different stages in the comrgsacess, as shown in the
first subplot of Figl 2. There are two tuned parameters,d_rag, in order to match the
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four polarization curves from the agglomerate model in Big. to those from the power
law model. These two parameters dictate the geometricabesof the catalyst layer with
ongoing carbon corrosion. The sensitivity of the agglorteeraodel to these two parame-
ters is shown in Fid. 213. Indeed, the polarization presantapparent decreasing trend as
raggincreases or L decreases due to the ongoing carbon coryegiah is consistent with
the experimental observations [90].

In the seventh subplot of Fif. 2.4, the values @f and L are used to calculag§' by
Eq.[2.24-Eq[2.26. With the tuned paramatgy shown in the third subplogagg can be
determined by Ed. 2.28 and n determined by[EQ.]2.27. Firthkypolarization curves for
each approach are obtained from Eq. P.23 and Eq] 2.32, teshgc

T T T T T T

m_=0.3 mg/cm?, L=25 um, Pt|C=0.5, I|C=0.5

Cell voltage (V)
o
D

Cell voltage (V)

0.2 Il Il Il Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Current density (A/cmz)

Figure 2.3 The sensitivity of agglomerate model to the parameter valueg@and L. Cell tem-
perature 70C and cathode @partial pressure 0.252 ATM are used in the simulation.

With tuned L and gg, the agglomerate model can be approximated by the power law
model, as shown in Fidg. 2.2, which indicates the fidelity ofvpolaw model for carbon
corrosion. Noticeably, the agglomerate model predictelogell voltage than the power
law model as the carbon corrosion continues. The power ladeihaioes not capture any
physical parameters relevant to the catalyst layer. Niegbgss, it features only two tunable
parametersgandipc) and outputs similar polarizations, therefore more appatg for a
control-oriented model and for parameterization given @known catalyst. As a compar-
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Figure 2.4 The parameter values in the agglomerate model, either from assumption daatgu
as the carbon corrosion proceeds.

ison, the agglomerate model is more sensitive to the losaution mass in terms of the
voltage degradation at the same current density. The effenfss transport loss becomes
apparent in agglomerate model, which predicts lower vekayg elevated current densities.
The tuning of multiple physical parameters shown in Tablg Bowever, requires detailed
information from the catalyst supplier and/or elaborateezimental setup. In addition, the
tuning itself may become a multi-variable optimization e that is difficult to solve.

2.5 Along-Channel Mass Transport

Extending the prior model framework of a ternary system, (N, H>O) [82], the time-
dependent composition in the anode is modeled using Shéawell equations for a
guaternary system @l O2, N, H,O) and solved by spatial discretization and numeri-
cal time integration. The model describes the mass consamvdor the gas phase only)
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including convection, diffusion, and source terms in thedechannel:

=~ N (2.39
for i =[1,2,3,4] = [N2,H20,0,,Hy|, wherel; is the total convective gas fluy; is the
diffusive flux, andr; denotes the source terms (reactive and/or crossover flieresni
channel height). All fluxes discussed in this chapter haveitofimol nT2s~1. Only three
of the four components are independent in this modeling émonk. We choose to model
the mole fractions of nitrogemy,, water vaporny,o and oxygenno,, as our dynamic
states. The hydrogen molar fraction can be calculated fraother three sincen; = 1.
The anode pressurByy, is assumed to be constant since it is set by an upstreanupgess
regulator during the DEA operation.

The causal formulation for the quaternary Stefan-Maxwilisive fluxes can be sum-
marized as:

__ Py dn

RTy(n)  dy
where is a scalar function of the species molar fractions Ahe a 4 by 4 coefficient
matrix (refer to[[100]).

Assuming the outlet flow is given by (L) = Noyt, then conservation of total mass (gas
mixture) allows solving of Ed. 2.33 fd¥; (x). SinceXJ; = 0 by definition, the equation for
mass conservation can be written as:

Nt

J = (2.34)

Then the convective flux along the channel can be found by:
L ~ ~ ~
NY) =N+ [ T (5) + Tiers) + Thgens()
y
+rH,0.crs(¥) 4 TH0 rct (V) + Toy.ers(Y) + oy ret (¥)]dy (2.36)

The expressions famy, rct, 'Nny.crs: FH,0.crs @re given below without further explanation
since details are available in [66]:

IH, AN
r = ’ 2.37
H2,I’Ct 2F hCh7an ( )
Pno.ca— P
"Noers = —Kn, 23:r:\bhch a:AN (2.38)
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Aca—AaN IAN
l'H,0,crs = — +Ng
2 Rmbhch7an F hch,an

(2.39)

whereRnpis the resistance to membrane transport defined in Ref. [@8)4ais the electro-
osmotic drag coefficient.

Given the fast reaction kinetics of crossover hydrogeneattthode catalyst layer, the
partial pressure of hydrogen at cathode is assumed to beaune the hydrogen crossover
flux is a function of hydrogen pressure at anétigonly:

L
A

M crs = Ky 5 — (2.40)

in which the permeance of hydrogen through the membiapés a function of membrane
water content and temperature [101]:

E 1 1
Kp, = (0.2942.2f) x 10 Mexp| —22(==— — 2) (2.41)

R Tref T

Similarly for ro, crs, ro, ret @NAry,o ret:
PS-ca—Po,AN
fo o — Ko, - 02CAT 02 2.42
O,,crs O, 6mbhch,an ( )
i0,,AN

Oy, rct 4F hch,an ( )
0,,AN (2.44)

lH,0,rct = 2Fhenan
wherePo, ca/Po, an is the partial pressure of oxygen in the cathode/anodedgpds the
thickness of membrane. For simplicity it is assumed thatgexyonly accumulates in
the gas phase and not in the ionomer phase due to the largmeralifference between
the channel and membrane. The expressiondgin, the anode partial current density
of oxygen reaction, is given by EQ. 2]110. The permeance oferythrough membrane
Ko, (mol Palm~1s™1) in Eq.[2.42 is correlated with temperature and membranerwat
content[101]:

(2.45)

Eo, 1 1
Ko, = ko,(0.11+ 1.9%,) 10—14exp[ﬁ ﬂ

R T, T

whereko, is a scale factor for tuning the oxygen crossover fie,=20 kJ/mol [102], and
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fy is the volume fraction of water in membrane defined by:

AV

fy= 2.4
VN AV (2.46)

whereV,, is the molar volumes of water in membrane, ko= EW/pmdery the molar vol-
ume of dry membrane (equivalent weight by density). SiryiJéine permeance of nitrogen,
Kn,, is calculated by [101]:

E 1 1
Kn, = kn,(0.0295+ 1.21f, — 1.93f?2) x 1014exp[%(— - —)] : (2.47)
In the cathode, the material balance for oxygen is estalisionsidering diffusion,
convection, reaction, and crossover. The nitrogen paptiessure can then be obtained
since the cathode system pressure is assumed to be cofgiarixygen partial pressure
in the cathode channel is the last state in the model:

1 0Po,ca _ Do, 9°Po,ca, 1 9(Po,cateain)  io,cn KnpPS, | rojers
RT ot RT 9y? RT ay 4Fhchca  20mbhchca Nenca
(2.48)

whereDo, is the Fickian diffusivity of Q, h the channel depth, ang, i, the gas velocity
at the cathode inlet (assumed constant along the chanrghfpticity):

SR fclcachRT(Weh ca+ Wrib ca)

2.49
4F SRy, cain hch,caWch, ca ( )

Ucain =

where SR; is the stoichiometry ratio in the cathode and S the total MEfaa

Note that Eqd.2.33 arid 2]48 correspond to the four statdeimbdel ¥, 0, v and
Po,ca), and 2.48 is coupled with EQ. 2]12.

The six dynamic states together with two algebraic varmble solved simultaneously
using Matlab ODE15s solver. The central difference schemeed for discretizing spatial
derivatives. The parameter values of the present modelanenarized in Table 212.

2.6 Model Parameterization

There are three tunable parametésss,, Br, andko, (see Eqd. 210, 212 ahd 2.48)0,
and By, impact the local kinetics of the oxygen reaction in the anadeko, impacts the
oxygen crossover rate from cathode to anode. The tuningriscito minimize the value
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Quantity Value
Geometrical parameters

Active MEA areaS 50cny
Anode channel depthyy an 0.18cm
Cathode channel deptianca 0.10cm
Cathode channel/Rib width.y /yip ca 0.07/0.08cm
Channel lengtt 7.27cm
Membrane thicknesdyy 25um

GDL thicknessdgpL 300um

Physical parameters

Catalyst loadind_p;

0.3/2x 10 3gcnr 2

Electrochemical area of Rt 6x10°cnr gt
Electrochemical area of carbgg 6x 1P cnr gt
Concentration parameter for hydrogém, 1.2
Concentration parameter for oxyggs, 1.0

Anodic transfer coefficient for hydrogen reactiogn, 1.0

Cathodic transfer coefficient for hydrogen reactoyy, | 1.0

Anodic transfer coefficient for oxygen reactiog o, 0.6

Cathodic transfer coefficient for oxygen reactmo, 1.0

Anodic transfer coefficient for carbon corrosianc 0.25

Exchange current density of hydrogen reacf®,

1.7x 10 3AcnT?

Exchange current density of oxygen reactigs,

26x 10 YAcnt?

Exchange current density of carbon corrosigs

25x 10 1%A cn?

Equilibrium potential for hydrogen reactiof,

oV

Equilibrium potential for oxygen reaction, 1.23V
Equilibrium potential for carbon corrosiory, 0.21V
Scale factor for oxygen crossoves, 0.72

Scale factor for nitrogen crossovay, 2.0

Initial carbon loading per unit MEA areac o 0.002 g cn?

Anode reference pressur,y, i=[H2,02,vapor]

1.2755x 10° Pa

Cathode reference pressi@g , , i=[O2,vapor]

1.2355x 10° Pa

Number of meshes in numerical computatidn

51

Operating parameters

Cell temperaturd 50°C
Inlet pressure at anod&y 4.5 psig
System pressure at cathoégy 4 psig
Duration of a cycle 1020 s

Table 2.2 Geometrical, physical and operating parameters

of the following function:

wy 3 (M — )2

WS (ESM — EZ

_ 2
cell cell

Mn2

f(i0,0,, BH,. Ko,) = \/
4r6f

NE%s

(2.50)



wheren®MnT*PandESM/E P are the species molar fraction and cell voltage data from sim
ulation and experiment, respectiveM/N indicates the amount of molar fraction/voltage
data used for tuningye/Eret is molar fraction/voltage reference (range of the tuned pa-
rameter), andv; andw, are weight factors because the tuning focuses on both molar
fraction and voltage. Ideally, an optimization should befgrened for Eq[2.50 to find

the optima. In this dissertation, however, a factorial gtwds conducted for simplicity by
varying the three tunable parameters jointly to find the dotion that gives the smallest
value of Eq[2.50. Refer to Taldle 2.3 for the tunable rangedametl values forg o,, BH,,

Ko,. The tunedg o, is close to the one in Ref. [36].

It is found thatigc has very limited influence on the species concentration &fid ¢
voltage, although it directly affects the carbon corrosiate. We do not have sufficient
experimental data for tuningc at this time. It should be ideally tuned against the,CO
evolution rate, or concentration at the downstream of thigocke. The value df ¢ is taken

from Ref. [36].

Quantity Range for tuning | Value

. 107°— 2.6 x
Exchange current density of

L 10-2Acnr?[26, | 10°AcnT?
oxygen reactio '
Yo 0.0, 35,136]
Concentration parameter for 0.5-1.5 1.2
hydrogen reactiofy,
Scale factor for oxygen 0.5-2.0 0.72
crossoveko,
- C

Power factor for remaining carban 0-4.0[89] 1.5

Table 2.3 Tuned parameters

2.6.1 Experimental Setup

The experimental data of species molar fractions were celbusing a gas chromato-
graph [66]. The setup is schematically shown in Fig] 2.5. Ateeé capillary tube was
inserted into the last anode channel near the edge of th8aat from the bottom corner),

it was then connected to an electrically actuated six-pietional valve. A sample valve
placed downstream from the six-port valve, once open, &itbvor filling of the sample
loop. After a sample was collected the six-port valve waatedt to close, and the high
pressure carrier gas helium pushed the sample into the G&h#dysis. The sample valve
was opened for 1 s, during which ~30Q of gas was removed from the anode channel. A
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second Solenoid Valve, shown in the lower right hand corh&ig 2.8, was used to purge
all of the N, from the cell. The flow rate during the purge was approxinyadeb SLPM,
and the purge duration was around 1 s in order to ensure thattak accumulated water
and nitrogen are removed from the channels. More detailstabe setup and experimental
results can be found in [66].

The experimental results for comparison were obtainedmuhédollowing conditions:
the anode is dead ended and the cathode is flow through. Thatiogeconditions for
each case are indicated in the captions of the figure (i: oudensity in A cn2, T: tem-
perature irfC, SR: cathode stoichiometry, RH: relative humidity of cathedpply). The
anode/cathode pressure (absolute) is 1.27%8/1.2355< 10° Pa for all cases. These oper-
ating conditions are also used to obtain the simulationltestlihe selected portions of the
data to validate the model (Figs. 2.642.8) start figerb7495 s, 73786 s and 82940 s, re-
spectively (see [66] for the entire data set). For each ¢hsenembrane water content and
local current density profiles at three locations (0.2, @& @.9 fractional channel length)
are plotted. The fractional channel length of 0.9 corredgadn the GC sample location,
where the experimental data of molar fractions were catkct

Fuel Cell Anode

£

Pressure Regulated

Carrier Gas \Hydrogen Supply
Sample Loopl \\
i | <
Capillary Tube
- 3
Sampling Six Port \/ 54
Solenoid Valve Rotating Valve
Purge

Solenoid Valve
Water

Knockout
Gas Drum
Chromatograph

Figure 2.5 lllustration of the GC setup with six-port rotating valve. The marked locatiotos5L
(from inlet to outlet) designate the positions of MEA samples which were wse8EM diagnosis,
refer to [39] for more details of the degradation test.

42



S o
.é ~ D‘ U‘ - - -
£ 05F S~ ~ -
ks i R
=} T -~ -
> 90 L L L L L =
0|- - -H,Sim 200 300 400 500
< 0l o H, Exp T T T T
3 N, Sim O, Sim
= 0.05f N, Exp [ u] 02 Exp b
= 2
a
o
S le—o—o— ) . ) .
0 100 200 300 400 500
S 0.6 T T T T T
()
g 5 - b
§ 0.5 [ Exp Ty
8 0.4 'l 'l 'l 'l 'l
0 100 200 300 400 500
Time (s)
€ 12 T T T T T
Q
IS
3
5 o—_— e —— <
g \ — 0.9 frac CH length Outlet
2 8gp == -05frac CH length 1
g [ 0.2 frac CH length  Inlet
= N e e e e i |
Q pl———=\= : . n .
= 0 100 200 300 400 500
£ 0.8 T T T T T
L
$ . . —— = e
306 e o e ——— — il i "t "l ! W = i
& _— ]
c
3 041 1
IS
g2 o0.z2f 1
)
o
c_s 0 'l 'l 'l 'l 'l
3 0 100 200 300 400 500
-

Time (s)

Figure 2.6 Top: Comparison of case 13t57495s, OPC: i0.6-T60-SR2-RH75. For molar frac-
tions, markers are from experimental measurements and lines from simulasioltsr For cell
voltage, blue solid line is from experimental measurements and green dash&dm simulation
results. Bottom: Model predicted membrane water content and local texrelutions at selected
channel locations (solid line represents GC sample location) for case 1.
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Figure 2.7 Top: Comparison of case 23t73786s, OPC: i0.4-T50-SR3-RH90. For molar frac-
tions, markers are from experimental measurements and lines from simulasioltsr For cell
voltage, blue solid line is from experimental measurements and green dash&dm simulation
results. Bottom: Model predicted membrane water content and local texrelutions at selected
channel locations (solid line represents GC sample location) for case 2.

2.6.2 Calibration Results

The simulated along-channel species concentrations agpléwith the experimental data.

In all three cases the model slightly over-estimates thevoithge. This may be attributed
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Figure 2.8 Top: Comparison of case 33t82940s, OPC: i0.2-T50-SR3-RH95. For molar frac-
tions, markers are from experimental measurements and lines from simulasioltsr For cell
voltage, blue solid line is from experimental measurements and green dash&dm simulation
results. Bottom: Model predicted membrane water content and local texrelutions at selected
channel locations (solid line represents GC sample location) for case 3.

to the influence of liquid water on the mass transport lossaloutating the cell voltage,

45



which is not captured by the present model. In cases 2 an@&® #xists discrepancies of
nitrogen molar fraction at ~2000 s, which might be due to itpeidl water plugging in the
channel-end regions. Nitrogen does not participate in aagtion, however its transport
can still be influenced by water plugging. Liquid water magdi the outlet purge flow
and prevent gas from entering the sample loop, resultinggasurement error. As time
evolves over a cycle, the model predicts uneven local cudistribution and membrane
water content illustrated by the bottom plotd 0f|2.8. Thet lagseement between simula-
tion and experiments are observed for case 2 with curredtdd@.4 A cnt2. This result
may be attributed to the relatively uniform local currentdawmater distribution under this
operating condition. Thus, the same operating conditioasuaed for discussion of the
simulation results in the next section. The most uneven manaowater content distribu-
tion is observed in case 1, which is the result of high curtead and low cathode inlet
RH.

2.7 Simulation Results

In this section, we use the conditions of case 2 to inve#itieg spatiotemporal variation of
species concentration and partial current density. Theatipg conditions are as follows:
the temperature is fixed at 50, and the total current drawn from the stack is 20A (0.4
A cnt2). The dead ended anode is supplied with dry (RH=3kH the cathode humidified
air (RH=0.90) at a stoichiometry of 3. The tuned values in @8bB and other parameter
values in Tablé 2]2 are used for simulation. Every 1020 s#x,ahe solenoid valve at the
anode outlet opens for 1 s to recover the cell voltage by selgahe accumulated nitrogen
and water. The results reported in this section are obtamede complete cycle from a
fresh start following a purge (100% hydrogen in anode) ufd the next scheduled purge
at ~1020 s. Note that in the simulation, complete hydrogarvation does not occur even
in the channel end, because the anode is purged every 10#tdsed his purge schedule is
consistent with the validated case 2 shown in Eig. 2.7, irctvkhie system is purged before
severe fuel depletion occurs.

2.7.1 Species Concentration

The simulation results for the species molar fractions ithlamode and cathode at selected
times (100 s, 500 s and 1000 s) are showin_iih 2.9. At t=1000 sreéydrogen depletion
(<5%) is observed within the bottom 20% of the channel in thedanas hydrogen con-
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Figure 2.9 Molar fraction evolutions of (a)hydrogen/(b)nitrogen/(c)oxygen indhede channel
and (d) oxygen in the cathode channel.

sumed in reaction is displaced by gases and liquid watertwdrmss over from the cathode.
These effects have been discussed in our previous work 837 Ji6 this chapter the oxy-
gen crossover, accumulation and its effect on carbon dorr@ge emphasized. Overall,
the molar fraction of oxygen is lonk{(5%) and it increases along the channel due to con-
vection. There are two sources for oxygen in the anode: avesgrom the cathode and
water dissociation in the anode. 2.10 shows both the reaatid crossover fluxes of oxy-
gen in the anode at selected times. The negative value divedlaxes indicates that the
net effect ofO, +4H " +4e~ <+ 2H,0 is moving forward and generating water (see also
Fig.[2.11b). As indicated by the absolute values of reatdtiressover fluxes, the average
rate of oxygen crossover is higher than oxygen consumptidhe anode. The simulation
therefore suggests that crossover oxygen reduces thef iaéday dissociation, because the
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Figure 2.10 Evolutions of (a) reactive and (b) crossover fluxes of oxygen in togle.

additional oxygen moves the equilibrium towards the dicecbf water generation. This
increases the rate of carbon corrosion in the anode, sindégn ions are further con-
sumed in the region of fuel depletion. However, the cal@datarbon corrosion rate in the
anode is still negligible, as shown in Fig. 2.11.

Examining the cathode molar fraction plot (subplot (d) ig.E2.9) we observe that the
oxygen profile is almost linear at t=100 s, being a result lattreely uniform local reaction
rates. At t=1000 s, the curve shows non-linear behavior ddeet uneven local current.

The partial current density evolutions are shown in Eigll2 As expected, the current
density of hydrogen reaction is decreasing with time at ttemael-end region, because ac-
cumulated nitrogen and water displace hydrogen. The lagaént profile becomes more
uneven as time evolves. The magnitudéfy (~10~’A/cn?) from the simulation indi-
cates that carbon corrosion at the anode is negligible. @tlede carbon corrosion rate is
much higher, see Fig. 2.13 and discussion therein.

2.7.2 Interfacial Potentials

The variation of membrane phase potential in the anode iseatdiesult of the presence
of oxygen. In the model, the membrane phase potential atedomithode enters into the
Bulter-Volmer expression for the kinetic of each partialatean (Eqs.[2.8-2.11). Fig-
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cial potential decreases near the channel inlet because of the mcreasnt density in this region
(Fig.[211(a)). The increase at the outlet is due to the anode side posdnifiiah the same region.
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ure[2.12 shows the evolution of both anode and cathode aciatfpotentials. The anode
interfacial potential is equal to the absolute value of memb phase potential at the anode,
whereas the cathode potential depends on the overall deleo(seé 2.15 and 2]16). Dur-
ing normal operation, with sufficient hydrogen supply evangre,gan should be slightly
negative (very close to zero). After 1000¢s, decreases to approximately -0.1 V in the
end region. The decrease @{y along the channel promotes the water dissociation and
carbon corrosion reactions at the anode. The drop is cantgover the whole channel
length, as opposed to the sudden drop due to41boundary induced during start-
up/shutdown([35]. Similar hydrogen molar fraction agg profiles, featuring a gradual
drop, were reported by Webeér [103], except that the end negas completely out of fuel.
Membrane phase potential at the cathode [Eq.] 2.16) is ntegdlsince the potential
drop through membrane is only ~0.01 V (estimateddys/kmp, i=0.4 A cnm2). The inter-
facial potential at the cathode$” — @, is shown in FigLZ 12, This interfacial potential
directly determines the carbon corrosion rate at the cath®te predicted interfacial po-
tentials are not as large as in start-up/shutdown case @5jMo reasons. First, the cell
voltage in an operating cell is lower than the open circultage due to thermodynamic
losses. Therefore, the resulting metal phase potentileatathode is normally less than
1V (see Eql_2.15). The cell voltage is decreasing during ee@fcDEA operation, which
offsets the effect of the decreasing membrane phase paitenkierefore, a cell under op-
eration, either with flow through or DEA, would normally exjgmce much less severe
carbon corrosion compared with an idle one in whicii® boundary builds up. The sec-
ond reason is that in simulation the anode is purged befompl=ie fuel starvation. A
postponed purge may lead to higher cathode interfaciahgiat@nd carbon corrosion rate.

2.7.3 Carbon Corrosion

The predicted local cathode corrosion rates in selectesyre plotted in Fid. 2.13(a).
As hydrogen becomes depleted in the anode end region, thedeaend region endures
the highest corrosion rate, which is caused by the increeatbdde interfacial potential in
this region (see Fid. 2.12). The cathode carbon corrosi@natethe end region is twice as
large as the inlet right before the purge. However, when jltrdgen depletion is mild,
the corrosion rate is much more uniform. The carbon corrosate predicted by the model
is higher than other rates found in the literature | [88,] 10difortunately, a further anal-
ysis becomes impossible since the specifications of carbsed in those works are not
disclosed.

but the carbon corrosion rate in the model has not been nigtréuned. It can be tuned
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Figure 2.13 (a) Evolution of the cathode carbon corrosion rate in the 1st, 340th &btth €¢9cle,
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by the parameterg in Eq.[2.17,ioc andaac in Eq.[2.14 once more data are collected,
particularly the measurement of G@oncentration at the cathode.

The relationship between reactant distribution and cadwoorosion during DEA oper-
ation is captured by this physics based and tunable modete3he connection between
carbon loss and voltage drop over time is included in the matlean be used to de-
velop control laws to prolong stack life. The percentageeshaining carbon is shown in
Fig.[2.13(b). The initial carbon loading is assumed to béaumi. The uneven corrosion
rate leads to increased carbon loss along the length of greneth The non-uniformity of
remaining carbon along the channel is not as severe as takdocosion rate before the
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purge because the local corrosion rate does not increaita aittogen blanketing front in
the anode channel begins to develop. If the cell could begulibgfore the corrosion rate
at the end region starts to spike, then the catalyst dutghilay be greatly improved.

The local percentage of remaining carbon at the beginnirid6th cycle is consistent
with our experimental measurement of the aged MEA showndgdElL4. The data shown
in Fig.[2.14 also confirm that the anode carbon corrosiongéigible compared with cath-
ode. The trend at location 2 seems to be inconsistent witmtiael prediction. This could
be attributed to measurement error and/or other degradatechanisms not included in
the model. More experimental data are being collected tifgkhe spatial variability, and
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initial results are reported in [39]. Nevertheless, théoarcorrosion rate can be indepen-
dently tuned since it has negligible influence on the spdcasport, because the current
density of carbon corrosion is at least 1000 times smalban the main reaction (EQ.2.1).

2.8 Conclusions

In this chapter, we developed an along-channel model toigirdee carbon corrosion in
DEA operation. The membrane phase potential in the DEA mabibigs a gradual drop
along the channel, as compared to the start-up/shutdovenveasre the sharp boundary
between fuel and oxidant develops in the anode channel. efdrer different modeling
equations for the gas transport in the channels are requai@escribe the corrosion behav-
ior. This model captures the effect of nitrogen accumutesiod current density distribution
on carbon loss. The carbon loss is related to a decrease imuthber of active catalytic
sites via a power law correlation of the amount of carbon remg in the catalyst layer.
The model predicts the non-recoverable voltage loss dibEg operation associated with
decrease in carbon corrosion rate as the catalyst layaniseith.

Experimental data including GC samples and cell voltageangpared with the model
prediction and demonstrate satisfactory agreement atloreist loads. A snapshot of the
temporal evolution right before the purge, shows that thlearacorrosion rate at the end
channel region is at least twice as large as the inlet regidre time evolving terminal
cell voltage directly affects the interfacial potentiatla¢ cathode. Fortunately, the gradual
voltage decay, associated with higher local hydrogen atidensity, during DEA operation
reduces the cathode carbon corrosion rate.

In the future the model can be improved by including the éffexf liquid water, Pt
sintering, mass transport limitations due to changes ialysit layer composition, and
membrane degradation. The addition of these factors masowveghe model prediction of
non-recoverable voltage drop over time, particularly ghroperating current. The present
model captures the effect of nitrogen accumulation anceotigtensity distribution on car-
bon loss. The carbon loss is related to a decrease in the mwhbetive catalytic sites
via a power correlation of the amount of carbon remainindnendatalyst layer. The model
predicts the non-recoverable voltage loss during DEA dmerassociated with decrease in
carbon corrosion rate as the catalyst layer is thinned. ©hage prediction can be used to
develop better purge scheduling and closed loop estimadfitire cell is purged before the
corrosion rate at the end region starts to spike, then tlaysadurability may be greatly
improved. Purge scheduling that accounts for carbon comdlrough a well calibrated
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model can balance the hydrogen loss occurring during a puitipethe durability issues
associated with delaying a purge event. Future work indwddecting data on cell voltage
and CQ evolution to further validate and tune the actual carbomnasion rate.
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Chapter 3

Optimization of purging cycle for
dead-ended anode fuel cell operation

Generally, in order to reduce the cathode carbon corrosevere anode fuel starvation
should be avoided by increasing purge frequency and daratwich may lead to sub-
stantial loss of hydrogen fuel and system efficiency. Anraation of the DEA fuel cell
operating scheme, considering both durability and hydneg®nomy, is thus necessary.

Optimization of the purge interval and cycle duration, fajigen operating power, can
increase the fuel cell efficiency which depends on threerel@ed objectives, namely,
the hydrogen loss during the purge, the average voltageubbgiween the purges, and
the voltage decrease due to the carbon corrosion causeddoggan starvation over the
life-time of the DEA operation.

In advancing past results, this chapter shows how the pyge can be optimized for
better efficiency in DEA operation by considering the impafatarbon corrosion. For this
optimization, a model capturing the liquid water and nigngccumulation in the anode is
needed to accurately describe the evolution of corrositsnaad the amount of hydrogen
wasted during the purge. The optimization process is firshitg a target range of purge
intervals based on the physical constraints of the act@atdithe model-based prediction
of the species concentration distributions. The searclptna is performed then by scan-
ning the target domain to quantify the trade-off betweentathkydrogen and reducing the
corrosion rate over a long time horizon.

3.1 Introduction

During DEA operation, nitrogen and liquid water accumulatéhe anode channel, causing
a gradual drop in cell voltage over time [66, 105]. Purginghef anode channel recovers
the voltage by removing the accumulated nitrogen and waesyclic voltage behavior
can thus be observed when a periodic purge schedule is dpadiélustrated in Fid. 311.
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Figure 3.1 Representative voltage cycles during the DEA operatié)distthe end of thgth DEA
cycle (the moment right before théh purge) and;‘itp is the beginning of thej(+ 1)th cycle (the mo-
ment right after thgth purge). Purge intervat, which equals toétp-tép, is controlled by a solenoid
valve downstream of the fuel cell anode. Cycle duratifi,is the amount of time between the
end of the proceeding purgéptand the start of the subsequent pur@%}.t The accumulation of
nitrogen and liquid water in the anode channel between purges is rdsiedios the recoverable
voltage loss in a DEA cycle.

If allowed to continue without purging, the accumulationnitfogen and liquid water
in the anode channel during DEA operation would lead to |I&gal depletion or starva-
tion, triggering corrosion of the carbon as catalyst suppothe cathode. Cathode carbon
corrosion is a concern because it causes irreversible fdeglacell voltage and decreases
the stack lifetime. In our recent work [68] the spatio-temgd@arbon corrosion rate due to
the elevated cathode interfacial potential during DEA apen has been studied via sim-
ulation. In addition, the uneven local current and membnaater content during DEA
operation may expedite membrane degradation includingktesar, pin-hole and polymer
decomposition([41, 40]. The impact of degradation on celinteal voltage and there-
fore efficiency over the entire lifetime of the cell, is an ionfant consideration for purge
scheduling. In this chapter, we aim to elucidate the conmedtetween purge scheduling,
degradation and efficiency over the entire cell lifetime.

There are many prior publications in fuel cell optimizat{d®6]. Some focus on the
component design such as flow field [107, 1108] and electrod@,[110] and some on the
operating schemes [111, 112]. Usually, the objective ahaigation is to maximize energy
output or efficiencyl[113, 114]. These prior works are baseflaw-through operation of
the fuel cell. For DEA operation, early works mainly focus maucing hydrogen loss
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or increasing power output via optimization of a specificrapiag parameter. Hikita et
al. [115] investigated the optimum humidification for a DE&llaccording to current den-
sity, as well as the influence of operating pressure on theepgeneration characteristics.
Dumercy et al.[[116] developed a stack model to calculateofitenal purge frequency
for a three-cell stack with DEA in order to achieve satisfagipower output. Himanen et
al. [117] studied the influences of hydrogen pressures, tiification conditions and purge
valve duty cycles on the performance of an anodic dead-erdern®&EM fuel cell with
free-breathing cathode. In a recent study of DEA operatio@ioi et al. [118], hydrogen
pulsation is utilized to reduce the vapor partial pressariaé anode, thereby minimizing
the purge frequency and associated hydrogen loss. The dymeriormance of a stack
with near-dead-ended anode in a vehicular drive system waelad by Dehn et al. [119].
They found that an increase in anode pressure is beneficia¢fr-dead-ended anode oper-
ation and does not lower the efficiency of the fuel cell syst¥ang and Shi[120] designed
a six cell stack, with dead-ended anode and air-breathitingda, to achieve uniform stack
performance and high efficiency. Mokmeli and Asghari |124/pistigated the proper purge
time to achieve the minimum pressure fluctuations, minimatage loss and minimum
hydrogen waste by mathematical modeling and analysis.r Timik, however, does not
focus on the cell efficiency in DEA operation. These earlykgaim to improve either the
power output or the hydrogen loss; however, the connecitnwden these two factors has
not been studied thoroughly. Finally, the degradation aéakswith DEA, which is critical
for automotive application, has not been investigated @s¢hworks.

The objective of this chapter is to optimize the efficiencyadDEA fuel cell via purge
scheduling while considering the performance degradatiento carbon corrosion. The
optimization is performed on the purge interval and cycleatlan shown in Fig[_3]1.
Operating conditions such as current load also influendefioet cell efficiency and degra-
dation; however for a portable application these condgtiare usually determined by the
power requirement and thus considered parameters in thdg.sThe optimization is per-
formed based on the simulation results using a validatedptwase, 1+1D model, which
gives more accurate prediction of the purge flow behaviorpgamed with those early mod-
els in literature. In the following sections, we will defirfeetcost function and target range
for purge interval, present the model, and investigate tHaances of purge interval and
cycle duration on the cathode carbon corrosion, power oufyjydrogen loss, and lifetime
efficiency of a DEA cell.
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3.2 Objective for Optimization (Cost Function)

The objective of this work is to find the purge interval andation that maximize the effi-
ciencyn for a given power level. The DEA cell efficiency, which coresisl the hydrogen
loss during the purge but excludes the BOP components, cagedoeiloed by:

. Ottot Ece”lAdt
- H H
zrlnAhf (erzt + Q|025

n (3.1)
whereAh; is the enthalpy of formation of hydrogen fuel in J/mol. Théd =operated
under a galvanostatic load condition so that the currendbmst@nt. The cell voltagBge
is decreasing with time as shown in Fig.]3.1, therefore natiign over a cycle is needed
to evaluate the total energy output. The voltage drop withgycle is reversible, which
can be recovered by a purge. The irreversible voltage degayta carbon corrosion is
also captured since the total operating tingg, tepresents multiple cycles (Sectlon 314.1).
Specifically, to; equals tanAt, wheremis the number of DEA cycles. By using differemt
values, one can either evaluate the efficiency from a singlee@nd the subsequent purge
(Sectiori 3.5.8), or multiple cycles to reflect the influentesdl degradation (Sectidn 3.5.4).
The efficiencyn is therefore defined on the lifetime of a DEA cell.

3.2.1 Effects of Cycle Duration and Purge Interval on Efficiency

The DEA cell efficiency is adversely affected by the amounhydrogen fuel expelled
during the purge. The hydrogen loss during the purge depamdsany factors, including
the anode pressure, temperature, purge interval and tltitioonof channel flooding and
nitrogen blanketing.

The hydrogen loss in mol at every purge event is calculated by

Hy [ Wotar(t, L)Nh, (t, L)Pan
Qloss_ j

o dt (3.2)

bp
whereny, is the hydrogen molar fraction at the end of anode channél)(yFhe functional
dependence of Wa(y=L) on time is implicit, since W4 is expressed as a function of
gas composition at the channel end as shown in_Eql 3.21.

The purge interval can be controlled to achi@,ézss: 0, that is, the purge only re-
leases accumulated water and nitrogen at the channel entlstods when or before the
hydrogen front (y, in Fig.[3.2) reaches the channel end. However this purgedséhenay
not give the best overall efficiency due to remaining trappé@gen and water in the an-
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ode channel. The optimization methodology developed mahapter can elucidate which
purge interval and cycle duration will give the best efficgn

The 2nd term in the denominator in Hq.13.1 represents théhgthogen consumed
during a cycle in mol and is calculated from the current dgrsstpoint:

H, | IA

= ot (3.3)

wherei is the current density in A cnt, A is the effective MEA area, an is the Fara-
day constant. If the hydrogen loss is not considered, i.%zs,s@), Eq.[3.1 represents the
thermodynamic efficiency, that is, the efficiency of the ftel electrochemical conversion.

The efficiency defined in EQ._3.1 depends on the current setpmi the power output
in a DEA cycle, which is defined by:

tj+1

Poea= 1 [, Eceinc (3.4)
where the right-hand-side integral represents the to&iggnoutput in a DEA cycle. Due
to the carbon corrosion and associated voltage degradatierpower/energy output in a
cycle decreases with time. The power outpgt Ris defined on the initial cycle when the
system reaches periodic equilibrium. Other operating itimms such as cathode pressure,
relative humidity and stoichiometry ratio can also affé power output by changing the
voltage evolution over time.

3.2.2 Target Range for Purge Interval

In DEA operation, a stratified channel distribution with eaaind nitrogen in the end is
expected for a vertically oriented (inlet at the top) cells #hown in the upper graph of
Fig.[3.2, there is accumulated nitrogen and water in theraélaand right before the purge,
which leads to local (end of channel) hydrogen starvatioth \@itage decay. The min-
imum purge intervalpty, places the hydrogen starvation fronti{y right at the channel
end, i.e., hydrogen becomes available in the whole charftezl the purge without any
hydrogen loss during the purge. As illustrated in the lowspd of Fig[ 3.2, with an in-
creasing purge interval the hydrogen concentration in tla@oel becomes higher after the
purge, and the power output in the subsequent cycle woularger, although there is some
hydrogen loss during the purge. Finally, the maximum pungerval, dt,, should fully re-
store the hydrogen in the channel, i.e., the hydrogen modatibn (,) exactly reaches
unity in the whole channel, leading to the highest power ouip the subsequent cycle.
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These minimum and maximum purge intervals, (@nddty) constitute the target range for
a purge.

The purge is performed by a solenoid valve at the downstrefatheoanode outlet.
There is physical opening/closing time for the solenoid@ahencedt; needs to be further
constrained by a minimum operating time constggtdf the solenoid valve. In practice,
this physical opening/closing time is between 0.01 and 8caisd. A small value 0.02 s
is chosen fordy in this chapter to illustrate the optimization results. ractical target
range for purge interval becomes [max(tot1), max(ky, ot2)].

It is necessary to demonstrate the significance of targgeréor purge interval. Fig. 3.3
shows the efficiency as a function of purge interval spanfriaign 20 ms (§v) to 900 ms
for two selected cycle durations. In the enlarged view, tifieiencies within the target
range are presented. It can be seen that the efficiency exiadyy small variation within
the target range, as well as a non-monotonic change witeasarg purge interval. The
efficiency reaches maxima with the target range but dropdlyags the purge interval in-
creases beyond the target range. Therefore, identifymtatiget range is an important step
for optimizing efficiency.

3.3 Model Presentation

In previous work[[66, 68], we have developed a 1-D (alongadied), single-phase transient
model to study the nitrogen front evolution and associasgtdan corrosion in DEA opera-
tion. The model predicted spatio-temporal evolutions @&ftss concentration and carbon
corrosion rate have been tuned using the gas chromatogfé@hsnd electrode thickness
measurement [39]. The physics based model can also predicetl equilibrium observed
during DEA operation[[122]. In this chapter we extend our eldd capture the liquid
water accumulation in the channel end. A model of the chaleeald water is needed
because the water impedes the flow of gases during the purde, l@nger purge interval
is required to clear the channel when liquid is present.

The model inputs are the nominal curréntathode inlet relative humidity (RH), and
cathode stoichiometry ratio (SR). The cell temperaflirand Anode(AN)/Cathode(CA)
inlet pressure®../Pan, are fixed parameters in the model but may be adjusted preinto
ulation for different experimental conditions. The modetputs are cell voltage, local
current density, molar fraction of each species in the anodenbrane water content, an-
ode/cathode liquid saturation in the catalyst layer, tiquater volume fraction in the anode
channel, and the liquid front location in the anode/cathi®é.. The cell voltage is a scalar
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Figure 3.2 A schematic illustrating the modeling domain (not to scale). Species molar fraction
(n;), liquid volume fraction in the channel (s), liquid front in the GDLs (¥, Xtrca), membrane
water contentAmp) and liquid saturation in the catalyst layeg(gn, Sti.ca) are the distributed states
along the channel. The liquid water fully occupies the channel when theneoftaction reaches
unity. Nitrogen blanketing also contributes to the hydrogen starvation in #enethend. A purge
can release the accumulated water and nitrogen, thus restoring the déryadragcentration in the
channel. Increasing purge interval leads to higher average hydiameentration right after the

purge.

guantity while the other outputs represent the vector dfidigted values along the channel
(y direction). Fig[3.R illustrates the modeling domaire tathode channel is not modeled
for simplicity. Since the model is developed based on ouliphibd works [[66, 65, €8],
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Figure 3.3 The lifetime efficiency with different purge intervals at two selected cyclations.
The definition of lifetime is discussed in Section]3.4. The operating conditiensarrent density
0.6 Alcn?, cell temperature 50C, cathode stoichiometry ratio 3, and RH 100%. Monotonic and
rapid drop of efficiency has been observed as the purge intervakises beyond the target range.

those equations from prior model framework are summarinetabled 3.1 and 3.2 with
references.

The initial model assumptions can be summarized as: 1) thdems isothermal; 2)
1+1 D (along-channel + through-membrane); 3) the cell dimgjran is solely due to car-
bon corrosion in the cathode. More detailed assumptionsoh subsystem are discussed
in associated subsections.

In Eq.[3.5 in Tablé_3l1, the volume fraction terms-5, is introduced to account for
the change of mass due to the volume change from liquid adetionu Whens=0, this
equation reduces to the single phase equation of matetad®m A similar approach to
handle the water phase change in the transport equationectoubd in [62] 123]. Only
three of the four gas components are independent in this Ingdeamework. We chose
to model the mole fractions of nitrogeny},), oxygen p,) and water vaporrg,) as our
dynamic states. The anode pressiRg, is assumed to be constant since it is set by an
upstream pressure regulator during the DEA operation.

The impact of carbon corrosion on the exchange current geinsthe Butler-Volmer
equation is captured by the effective factat,in Eq.[3.18, which models the catalytic site
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Table 3.1 Summary of modeling equations

State/Variable Governing Equation Reference

Pand(1—9)n; 7}

N R ot —0—y(~]i +NiNe) +
fori € [N2, Oy, Vapor [66,68] (3.5)
ds 9% RT A[f(sSN(Y)]
) Pt =P sop Prea
N an(X =
+Mw(rv,cond+ an d 5GDL)) (3.6)
ch
oA EW
Amb a;nb = Pmb5mb<MN’ca’mb_ Nwan,mb) [65] (3-7)
ox
Xtr S = KiNian 65  (3.8)
omc(y,t)  Mcicca
mc TR = [68] (3.9)
Sctl.an Aan= (1— Sc’[l.,an))\ 4 Sctl, anAmax [65] (3.10)
. . . 1 /L
Ecell, @an iaN+ica=0,ifc= [/0 iandy [68] (3.11)

loss. The power factag is a tuned parameter in [68]. Incorporatigg in carbon corro-
sion kinetics leads to an asymptotic drop of corrosion aurvdath constant potential. A
more complicated model of Pt loss (such as dissolution attigjaion [33,/ 34]) has not
been included in this work, and the carbon corrosion is ctered as the sole degradation
source.

3.3.1 Liquid Water Transport in the Anode Channel

In literature, there are two common ways to track the twosphaater transport in the
channel and GDL: the multi-phase mixture {M56] and two-fluid models [123]. In this
chapter, the two-fluid approach is used to track the liquidwe fraction along the chan-
nel. Rather than calculating the gas phase velocity from theemtum equation, the total
gas flux N can be readily converted to velocity, then an interfacialgdcoefficient f(s)
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Table 3.2 Physical, transport and kinetic properties

Quantity Value Ref.

e __ Pan 00
Diffusive flux J= RTL/J(n)W dy [100]
(3.12)

L
Convective flux  Ne(y) = Ny(L) — /y {I’Hz,rct(y)—Fer,crs(y)

+ Ing,ers(Y) + vers(Y) + v et (§)
+ I'V.,cond()?) +10o,.ers(Y) +rop,ret (¥)

Pan 0S| .

ﬁﬁ] e [68]

(3.13)
. Pan — Psa) (1—
Water condensation source termty cong = max{o, Kconq(nv AN R_ls_at) (1-9)

(3.14)

Metal potential at cathode VSA = VAN L E o+ RopLian [68]
(3.15)

Membrane potential at cathode @ = @an — Rmenian [68]
(3.16)

o : Rica
Cathode carbon corrosion icca= (1—Stica)&cYcioclc B
V.CA
aacF
x exp[ (VA A \EY 68
RT
(3.17)
. t)1da
Effective factor e(y,t) = [rrc(y, )] [89]
Mco

(3.18)

between liquid and gas phase velocities is used to obtailigine phase velocityl [123].
Taking into account diffusion, convection and source tetime, liquid water volume
fraction along the channel is described by the following PDE

s 9%s RT 9[f (9N (y)]

B Nj an(X = dcDL)
Pwgr = PuDsza —Pwp =50

+ My (rv,cond+ d > (3.19)
ch

wherepy, is the density of water in Kg/f) My, is the molar mass of water in Kg/mol, and
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Ds is the liquid diffusivity in the channel in Afs. There are two contributions to the source
term in Eq[3.ID: The first is local vapor condensati@ngd) in the channel and the other
is liquid water flux from the GDL to the channel. The latter,aN is zero when the GDL
liquid front stays inside the GDL, i.e., not at the GDL/chahmterface. Details of the
GDL model can be found in [65].

The convective terw%%&t(m drives the liquid water towards the channel end.
As the liquid droplets are carried by gas flow, the correspanohterfacial drag coefficient

f(s) is assumed to be a linear function of liquid water volunaetion [123]:
f(s) = Ksiips (3.20)

whereKg)ip is the physical velocity slip ratio between liquid and gasijch is a tunable
parameter in the model. Hg. 3120 completes the liquid PDEdation, Eq[ 3.19.

Due to the high stoichiometry ratio at the cathode, most efliduid water could be
removed by the air flow. Therefore the effect of cathode ckhluid is not included in
the model for simplicity.

3.3.2 Purge Flow

The exact amount of gas leaving the channel at the purge everitical to determine the
fuel efficiency and voltage recovery. The volumetric flowerat the outlet (channel end) is
described byi[124]:

05
2 VR |2 R

V\4otal =Ao (Cturb 2Cturth

whereCp = 0.61 is the dimensionless discharge coefficient undeutenice condition,
Dy, is the hydraulic diameter of the orificAg is the area of the orifice (solenoid valve port),
R=9.33 is the critical purge parameter from [124]. Algois the density of the mixture
flow (liquid water and multiple gas species), defined agu/p, is the kinematic viscosity
of the mixture flow, and\p is the differential pressure across the orifice. Since thallo
species molar fraction varies with the channel length and furge time, integrating W
over the purge interval gives the volumetric displaceméatoumulated gas at the channel
end. The total outlet flow is assumed to be evenly distribbetdieen the parallel channels,
thereforeWenan = Wiota /K Wherek is the number of parallel channels in the anode. The
factor 1/k scales the total outlet flow for simulations are performe@aingle channel.
Since the purge interval is very short (in a scale of ms), tioéilps of molar fractions
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(ny) and flow rate (Whan) at the end of a DEA cycle are assumed to move along the chan-
nel direction during the purge without the diffusion effgcivhich is a typical plug flow
behavior.

The densityp and viscosityv at the outlet are dependent on the gas composition and
liquid volume fraction. The density can be defined by:

p(y) = (1—3)pg+ Spw (3.22)

Pg(Y) = PN, + PVIV + Po,No, + PH, (1 — N, — Ny — No,) (3.23)

in which py, is the density of liquid water, andy is the density of gas mixture. The vis-
cosity is defined similarly. Since the local gas compositraries along the channel, the
density/viscosity of the gas mixture is a functionyof

3.4 Model Validation and Simulation Results

The above DEA oriented two-phase fuel cell model is tuned\atdiated with the ex-
perimental data. The details of the experiment are destiib@ prior publication([66].
The parameters relevant to the gas species distributiomgdle channel have been tuned
against the GC sample data in our prior work [68]. Tablé 3rBrearizes the parameter val-
ues used in the along-channel model. There are two stepgienmenting the model: the
coupled multi-state PDE system representing the DEA cgddelived first, followed by the
purge flow submodel which calculates the hydrogen loss agidtributes all states as the
initial condition of the subsequent DEA cycle. This twogstmplementation repeats for
100-1200 times depending on the cycle duration to simukeecell lifetime. Finally, the
efficiency is evaluated after finishing the simulation antlecting the data. The coupled
PDE system is solved using a variable step solver, Matlab TE3Fwith a relative toler-
ance of 1e*. The channel is discretized using a 2nd order approximatfahe spatial
derivatives on a 51 point grid.

The data set with high current load (0.6 A&nand high cathode RH (100%), which
leads to sufficient liquid water accumulation in the anodeselected for simulation.
Fig.[3.4 compares the tuned model and experiment. The puagetniggered as the cell
voltage reduced to 0.4 V in the experiment, hence the cydlatidun varies from ~700 s to
~900 s. The cell voltage experienced an abrupt drop as theaastoichiometry ratio was
reduced from 3 to 2.
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Table 3.3 Geometrical, physical and operating parameters

Quantity Value

Catalyst loadind_p; 3x10%gcnt?
Electrochemical area of B 6x 10 cnr gt
Electrochemical area of carbgg 6x 1P cnr gt
Anodic transfer coefficient for carbon corrosianc 0.25

Exchange current density of oxygen reactigs,

6.1x 10 °Acnt?

Exchange current density of carbon corrosign

25x10 YA cnr?

Equilibrium potential for carbon corrosiory 0.21V

Anode metal potential 2N oV

Initial carbon loading per unit MEA areac o 0.002 g cn@
Cathode reference pressi@g , , i=[O2,vapor] 1.2355x% 10° Pa
Anode inlet pressurBay 4.0 psig
Cathode system pressurea 3.6 psig

Cell temperaturd 323K

Hydrogen enthalpy of formatiofih¢ -242 x10° J/mol
Discharge coefficient; 0.61

Critical value for purge flow modd®; 9.33

Area of purge orificed, 0.37 mnft
Hydraulic diameter of purge orifidep 1.9 mm

Tunable power factor for remaining carbon, q 4.0

Effective MEA areaA 50 cn¥

Number of anode channdts 25

Density of hydrogemy, 0.0899 kg/mi
Density of nitrogerpy, 1.25 kg/n¥
Density of vapor/liquid watepy/pw 0.0829/997 kg/m
Viscosity of hydrogery, 100.1x 10 m?/s

Viscosity of nitrogent,

14.2x 10°°m?/s

Viscosity of vapor/liquid watepy/ /Ly

144.8/0.553x 10°° m?/s

Water transfer coefficienty 5.7 x 10®m/s
Molar mass of wateM,, 0.018 Kg/mol
Condensation rate constadfiyng 1000 1/s

Mass transport coefficiempt 0.1 m/s

Liquid water diffusivity Dg 1 n¥ls

Vapor diffusivity in anode GDID,, 1.25x 1074 m?/s
Slip ratio between liquid and ga&ip 0.6

Number of channel meshes in numerical computation 51

The model predicted voltage evolution agrees with the expeital data. The liquid
effects are captured bygan, St ca @nds. The predicted increasing liquid mass within a
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Figure 3.4 Comparison between tuned model and experiments at current density b, Al
temperature 50C, anode/cathode pressure 4.0/3.6 psig, cathode stoichiometry ratio 3 and 2
RH 100%.

cycle is consistent with the experimental data, as showherthird subplot of Figl_314.
The liquid mass from the experiment did not drop at the entd@second cycle, probably
due to the droplet plugging in the cell manifold.

Other simulation results are summarized in Eigl 3.5. Theikition starts with a fully
humidified membraneAq,, = 12) to account for the operation history of the cell. It can
be seen that the membrane water content remains at a hidtleuwsy the whole period.
Liquid saturation in the cathode catalyst layer is subsyntigher than the anode in the
channel inlet and middle regions, which drives the waterdpart from cathode to anode.
The model predicts hydrogen starvation at the 0.9 fractiohannel location at t=~770 s.
Finally, the seventh subplot indicates that the liquid fretays at the GDL/channel inter-
face only at the channel-end region. In other regions of ttennel, liquid water comes
from local condensation.

3.4.1 Predicting Carbon Corrosion and Cell Lifetime

The target of a fuel cell lifetime is ~5000 h in automotive Egations to compete with the
conventional powertrain, and voltage degradation rate D® 2V h—! is generally accept-
able with flow-through operations![2]. In this chapter, #fere, we define the occurrence
of a 10 mV irreversible voltage drop in DEA operation as thd eh”life”. The model
can be used to predict the cell lifetime under continuous RBF&ing. The carbon loss is
captured by Eq. 319, which affects the carbon corrosionamatkterminal voltage over time.
Figure[3.6 presents the lifetime simulation results, itlee remaining carbon at the
channel-end region within 150 continuous DEA cycles, amdvtitage and corrosion cur-
rent evolutions in selected cycles. The cycle duration 8 9@&nd the purge interval is
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Figure 3.5 Simulation results from the same operating conditions as in[Fi§. 3.4 (cathode sto-
ichiometry ratio is 3 except stated otherwise). Each subplot shows thetiemslwf a specific
parameter at the inlet, middle and end regions of the channel. These sybpkasat the simula-

tion results of membrane water contents, liquid saturation in the cathode athel eaalyst layers,
molar fractions of vapor, nitrogen and hydrogen, dimensionless liquid fincthe anode GDL, and
channel liquid volume fraction, respectively.

54 ms. The time-evolution of the terminal voltage and carbormosion current at three
representative locations along the channel (inlet, middtoutlet) for the 5 selected DEA
cycles are shown in the upper subplots of Eigl 3.6. The oipgrabnditions are the same
as the validated case in Fig. B.4. The cell voltage at thehli&@tle exhibits ~10 mV irre-

versible voltage loss compared with the initial cycle, esponding to ~25% carbon loss
in the cathode catalyst layer at 0.9 fractional channeltlonanear the end of the channel
and ~11% total carbon loss overall. The remaining carboheathannel end is illustrated
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by the second subplot; the cathode carbon corrosion rabe attannel end is substantially
higher than other regions due to the local fuel starvation.
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Figure 3.6 Simulation results of 150 continuous DEA cycles. The results from seleck® D
cycles, rather than the entire data set, are examined in details as indicateddvyothis. The ver-
tical pink lines represent the purge events. The cycle duration is 90@ tharpurge interval is
54 ms. The operating conditions are consistent with the validated case [n£igusrent density
0.6 A/cn¥, cell temperature 560C, cathode stoichiometry ratio 3, and RH 100%. The first subplot
shows the cell voltage. The second subplot illustrates the cathode casbrosion current in the
inlet, middle and end regions of the channel. The third subplot presentetbentage remaining
carbon in the cathode catalyst layer at 0.9 fractional channel locatiomghout the whole lifetime.

3.4.2 Predicting Voltage Degradation

Figure[3.7 illustrates the after-purge voltage degradadicer multiple cycles for two cases
with different cathode supply RH. The tuned parametersggeindg. The experimental
data in Fig[ 3.lF come from our lifetime degradation teststlier DEA cell [25]. The de-
tails of the test protocol and experimental setup are nairted here, whereas a summary
of the MEA specification is given. The MEA consists of two 40t thickness (before
compression) carbon papers with micro porous layers (MRGRACET 10BC, SGL),
and catalyst coated membrane (CCM, lon Power) withu2®sthick membrane (Nafion,
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Figure 3.7 The comparison of after-purge voltage degradation from both expetraneinsimula-
tion. The operating conditions are: cell temperaturé®0cathode SR 2.5, both anode and cathode
pressures 3.8 psig, current density 0.4 Adcemd cathode supply RH 50% and 100% for each case.
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Figure 3.8 The percentage remaining carbon mass in the channel-end region. diagirog con-
ditions are: cathode SR 2.5, both anode and cathode pressures 3.8masigyrrent density 0.4
Alcm?. The cathode supply RH is 100% for Case 1 (blue solid line) and 50% foesCagred
dashed line) and 3 (green dash-dot line). The cell temperature i€ 66r Cases 1 and 2 and
80°C for Case 3. The simulation results from postmortem thickness of cathtalgstdayer are
illustrated by the colored markers corresponding to each case.

Dupont) and 0.3 mgm2 Pt loading at both anode and cathode. The Platinum/Carbon

weight percentage (wt%) ratio was not released by the coypan
When the cathode RH is 100% the voltage decreases primarilpdhe well-predicted
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carbon corrosion. When the cathode RH is 50% the model untieragss the decay.
It is likely that the membrane degradation, which is not adexed in the model, also
contributes to the voltage degradation in a form of polyntegrsical decomposition and
associated increased resistance; because the chemicadlaign proceeds more rapidly
when the cathode is drier (RH 50%) [41]. Since shorting anddwyeh crossover measure-
ments were not performed at the periodic evaluations, theteause for such discrepancy
is unclear. Fortunately, catastrophic membrane failuod guin-hole was not observed in
the DEA operation with small or medium current load![39] whitormally leads to rapid
voltage drop and shutdown of the cell under galvanostatcain [103].

The percentage remaining carbon mass at the channel endrgft®nal channel)
throughout the degradation test is calculated from bothuksition and experiments as
shown in Fig[3.B. The postmortem MEA samples were analyaetétermine the thick-
ness of cathode catalyst layer [25]. Assuming constantityesfdhe cathode catalyst layer
throughout the test, the decreasing thickness can beuwétdlio the loss of carbon mass.
The simulation results show general consistency with theeemental data for all three
cases.

3.5 Optimization of Purge Schedule

The target range for the purge interval depends on the gabcand water distribution in
the anode channel at the end of the cycle. Figure 3.9 showswdation used to determine
the target range for the purge interval. At the end of a DEAeyt the start of a purge
(t=tpp), liquid water accumulates in the channel end, where cammpigdrogen starvation
with zero molar fraction is also observed.

3.5.1 Determining the Target Range for Purge Interval

The minimum purge timedt,, is designed to release the accumulated water/nitrogen and
to place the hydrogen starvation front at the channel ene tbuhe high purge flow rate
(diffusion can be ignored), the profile at gzt 0ty consists of a shift of the hydrogen profile

at t=, towards the channel end plus a hydrogen restored regigr1) in the channel in-

let. In other words, the purge flow behaves as plug flow. Wighrtiinimum purge interval

oty, there is no hydrogen loss during the purge, however thedgyir concentration is low

in the channel, which would adversely affect the energy witp the subsequent cycle.

If the purge is extended to txf+ot, when the hydrogen molar fraction reaches unity in
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the whole channel, then the energy output in the subseqgyel® would be the highest,
although there is some hydrogen loss during the purge.
Mathematicallydt; anddt, satisfy:

tbp+6tl Wota|
- K+ Y00 3.24
/tbp kWChdch y| NH, =0,t=ty ( )
thp+Oto
L_/ PO Wotal -
thp kWChdch

in which W4 is the volumetric purge flow rate defined in [Eq. 3.21.

In Fig.[3.9 the hydrogen starvation occurs before the purgere exists a special sce-
nario: when the cycle duration is very short, then it is possthat hydrogen starvation
does not occur even at the channel end. Under that circunestdnere would inevitably be
a certain amount of hydrogen loss during any purge. Thezdfa lower limit of the target
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Figure 3.9 Distribution of hydrogen concentration and liquid volume fraction before after
purge at operating conditions of cycle duration 1100 s, current de§it cm 2, cell temperature

50 °C, cathode RH 0.9, stoichiometry ratio 3 and pressure 1.18 bar. The hiag&scshow the
hydrogen molar fraction and the blue ones show the liquid volume fraction iartbde channel.
The hydrogen starvation frontyy before the purge is also shown. Minimum purge interval should
be chosen to place the hydrogen starvation front at the channelrhthaximum one exactly and
fully restore the hydrogen in the channel without further loss.
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range for small cycle duration is always,t The target range for purge interval in general
is dependent on the cycle duration.

3.5.2 Influences of Cycle Duration

In this subsection we investigate the influence of cycle titumeon carbon corrosion and
cell efficiency. The purge interval is set to a constai®;20 ms. The cycle duration affects
both the cathode carbon corrosion rate within a cycle anchylieogen loss during the

purge.
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Figure 3.10 Influences of cycle duration. The operating conditions are consistiémthre vali-
dated case in Fi§. 3.4. The first subplot indicate the influence of incgeagele duration on the
hydrogen molar fraction at the channel end right before the purge.sébond subplot shows the
hydrogen loss in Joule. The third subplot indicates the efficiencies e¢gdloger one DEA cycle
together with the subsequent purge. The purge interval is fixed at 20 ms.

The DEA cell efficiency as the objective should also be careid when determining
the optimum cycle duration. Fig._3J10 shows the channel sulidgen concentration at
the cycle end and the hydrogen loss during the purge as adaratcycle duration with
a fixed purge interval. When the cycle duration becomes shditere is still hydrogen
at the channel end right before the purge, and thus unaJeidgidrogen loss. Wasted
hydrogen during the purge reduces the DEA cell efficiencgugth':'fss term in Eq[3.1L.
The hydrogen loss is substantially reduced as the cycldidarextends beyond 600 s, be-
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cause hydrogen starvation occurs at the channel-end regibrextended cycle duration
and therefore the purge removes less hydrogen and morgentrand liquid water. The
thermodynamic efficiency increases with shorter cycle tilmas indicated by the terminal
voltage as shown in Fig. 3.11. HowewQJ also increases with shorter cycle duration.
The efficiency in the third subplot of Fig. 3]10 shows a nomptonic evolution against
cycle duration. The hydrogen loss is dominant due to thesasing efficiency when the

cycle duration is smaller than 600 s.
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Figure 3.11 Evolution of cathode interfacial potential within a DEA cycle. The operationgé
tions are consistent with the validated case in[Eid. 3.4. The upper subpWes she model predicted
cell voltage within a 900 s cycle. The lower subplot illustrates the cathoddaniairpotential at
the inlet (0.1), middle (0.5) and end (0.9) regions of the channel. At thesgioih a non-monotonic
evolution trend with time has been observed.

Figure[3.11 illustrates the evolution of cell voltage anthode interfacial potential
within a DEA cycle. The cycle duration is 900 s and the opatationditions are the same
with the validated case in Fig._3.4. The cathode interfagoméntial, Ece;) — @a, deter-
mines the kinetics of cathode carbon corrosion as shown iBE{. It is much higher at
the channel end compared with other regions due to the faelagton. The cathode inter-
facial potential at the channel end is therefore the mairceon As shown in the upper
subplot, the cell voltage decreases with time due to thedgeir depletion which effec-
tively reduces the corrosion rate. Meanwhile the membréduase potential at the channel
end becomes more negative, which increases the corrog@arifrthe cycle duration is ex-
tended, the carbon corrosion rate at the channel end woulgakse after reaching a peak
value at ~650 s. That is to say, further postponing a purge edaching the peak cathode
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interfacial potential would be beneficial for protectinglwan, although the cell voltage
decreases significantly. If there are no other constraimtsyole duration, a shorter cycle
is preferred because of the increased energy output andeé@darbon corrosion during
DEA cycling.

3.5.3 Influences of Purge Interval

In this subsection, the influences of purge interval are exedwith fixed cycle duration.

The model can be used to evaluate the trade-off between ¢gdross and increased en-
j+1

f:jap EceliAdt

ergy output for a single cycle. The objective function thesdmesn = 22—

Aht (Qnd+Qie2s)
The effect of carbon corrosion is not shown because it &féet integral in the numerator
only after multiple cycles. Fid. 3.12 summarizes the siriotaresults. Three cases with
different cycle durations are examined. The target rangmuigje interval depends on the
cycle duration. In Fid._3.12, the range of purge intervabpraged corresponds to the target
range of that particular cycle duration (500 s, 800 s and K)00

The hydrogen molar fraction at the channel end increasds mitge interval and
reaches unity abt, as shown in the first subplot of Fig. 3112. The second subptbtates
that an extended purge indeed leads to a larger power outjpgt the hydrogen concen-
tration is higher during the subsequent DEA cycle. On thewotand, it would produce
a larger amount of hydrogen loss, as shown in the third stibpplte competing influence
of hydrogen loss and increased terminal voltage on the bedfi@iency as a function of
purge interval is shown in the last subplot of Hig. 3.12. Hwr tases witl\t=500 and
800s, increasing purge interval leads to lower cell efficyetdowever for longer cycle du-
rations, when hydrogen starvation occurs in the channelteedslope of the efficiency vs
purge interval is non-monotonic. Therefore, the shortasttibn does not yield the highest
efficiency. In this case a maximum efficiency of 52.9% is real;hafter which the effi-
ciency slightly decreases. These findings indicate thairiigete hydrogen starvation has
not been observed in the channel end, reducing the hydrogsnd more significant than
restoring the hydrogen concentration in the anode. Evdnaminplete hydrogen starvation
(At=1100),0t=36 ms, rather thadt,=42.1 ms, gives the largest efficiency.

The calculated efficiencies do not show substantial diffees & 2%), because the
purge interval is already constrained in the target randes 3uggests that as long as the
purge interval lies within the target range, then its infleceshon the efficiency may be
negligible.
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Figure 3.12 The influences of purge interval and cycle duration, with operatingitiond being:
current density 0.4 A cn?, cell temperature 50C, cathode RH 0.9, stoichiometry ratio 3 and pres-
sure 1.18 bar. The simulation results are collected after the system rgmoiwtic steady state.
The three colored curves with markers represent the simulation resulisasbfeom three different
cycle durations. The x-limits of each curve indicatg,, anddtaxfor that cycle duration. The first
subplot shows the hydrogen molar fraction at the channel end afteutge.pThe second subplot
presents the power outputs in the subsequent cycle after the purgéhiftheubplot indicates the
hydrogen loss during the purge with different purge intervals. Finaleyfalrth subplot shows the
efficiencies evaluated over one DEA cycle together with different pimtgevals.

3.5.4 Optimization of Cycle Duration and Purge Interval over Cell
Lifetime

In prior subsections we examined the influences of cycletauran carbon corrosion and
purge interval on DEA cell efficiency. In general, shortecleyduration and longer purge
interval are beneficial for achieving higher thermodynaegffeciency and protecting sup-
port carbon in the cathode; however, the hydrogen loss woildigher in this case. The
subject of this optimization study is to investigate thel&aff between wasted hydrogen
and reducing the corrosion rate over a longer time horizdre d&fficiency of a DEA cell,

calculated using Eq. 3.1, is evaluated over the whole tifetiln this work the cell lifetime

is defined by the occurrence of 10 mV irreversible voltaggdi®ince the cycle duration
and purge interval both affect the lifetime, we use the "€sbriifetime among all cases
as the simulation time interval for comparing the efficiesciln this subsection we con-
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sider cycle duration and purge interval simultaneouslyhasvariables and search for the
maximum (optimum) lifetime efficiency, EQ. 3.1, within a 2dpace by simulating the effi-
ciency over the cell lifetime. The operating conditionstfwesame with the validated case:
current density 0.6 A cr?, cell temperature 50C, cathode RH 100% and stoichiometry
ratio 3, and anode/cathode pressure 4.0/3.6 psig. Thandetimulation was performed
in Matlab environment at the University of Michigan Compufeded Engineering Net-
work (CAEN) PCs with 3.07 GHz Intel® Xeon® processor and 5.11 8M. Matlab
solver ODE15s was used for the non-linear system consisfidg dynamic states, and a
grid number of 51 was used for along-channel spatial diger®n. For a given operating
scheme, the lifetime simulation consisting of multiple DEykles took more than 8 hours
to finish. Those schemes with shorter cycle duration redanger number of cycles to
reach the lifetime, and therefore consumed longer sinardtme; because the transition
between the DEA operation and purging is most time-consgmin

Fig.[3.13 illustrates the 2-D target domain in which the mtilies, as well as the cal-
culated efficiencies within the domain. The target rangepiamge interval is calculated
after the system reaches periodic steady state. The cdukrget range for each purge
interval, [max(tv, Otmin), Max(ky, Otmay], is reflected by the vertical limits of the domain.
The target range for cycle duration is defined as followsiowger limit can go as small
as zero, in which case it becomes a flow-through operatienudper limit is defined as
the amount of time to reduce the cell voltage to 0.4 V. In Eid.33these two limits are
0 and 900 s, respectively. When cycle duration is extremedytgt=50 s and zero), the
target range for purge interval shrinks to a single po#it, because the very high hydrogen
concentration in the channel leads to a large purge flow Mtieen the cycle duration is
less than 600 sgt is always the lower limit of the target range.

Since the efficiency (Eg.3.1) depends on the two designblasa\t anddt, the search
of optima is performed by scanning the target domain withrs®a@rids first. A further
scan with finer grids would be performed as necessary ustibgtima can be located with
satisfactory accuracy. The two-step scheme in scanningdimain can reduce the compu-
tational expense as the lifetime simulation is highly tiosuming. In Fid. 3.13, the grid
distance for purge interval is 2 ms and for cycle duration 400

At each grid represented by a combinationdfand dt, the efficiency is collected to
generate the contour plot. Because the cell durability ixeored, the total DEA oper-
ating time should be identical when evaluating the efficyeaiiceach grid. The operating
time is determined from the cell lifetime using the opergtschedule that gives the worst
durability, namely, longest cycle duration with shortestge interval. In Fig[_3.13, they
are 900 s and 34.1 ms, respectively. For this operating séheafter 132 DEA cycles the
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Figure 3.13 The contour plot showing the target domain and the lifetime efficiencies thgivein
fixed amount of operating time. The last subplots in Higs.]3.1d"and 3.12 ceonis&lered as the
vertical and horizontal slices from the contour map, although only orle &yyevaluated as opposed
to lifetime. The contour map shows that the maximum efficiency is achieved with dycation of
600 s and purge interval of 28 ms.

cell voltage observes 10 mV irreversible drop, and the delliilne is reached according
to the prior definition. The total operating time is thus ¥®@0s=33h. The necessary
DEA cycle numbers for other operating schedules are thenledéd to satisfy an identical

operating time. For shorter cycle durations or longer pungervals, the actual voltage

degradations at the end are smaller than 10 mV as shown iB B, which also plots the

energy outputs throughout the total operating time foredéht cycle durations. Shorter
cycle duration leads to higher energy or power output, andllsmvoltage degradation,

although the efficiency may be low with a short cycle duratidhe difference in energy

output is enlarged by the more severe cell degradation gelorycle duration.

The optimum efficiency is ~50.9%, as shown in the contouripl®ig.[3.13. The vari-
ation of efficiency within the target domain is less than 4%ativated by this finding, we
conducted a parametric study of current setpoint on theta@main as shown in Fig. 3]15.
At reduced current setpoint (power level), it takes a lorigee to reduce the voltage to 0.4
V and there is a smaller amount of liquid water at the end of@decyAs a result, with
decreasing current density the target range for cycle duraecomes larger, whereas that
for purge interval becomes smaller. One can simply caleuta¢ target domain for the
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Figure 3.14 \oltage degradation and total energy output in 33 h DEA operation fagréifit cy-

cle durations with minimum purge intervals in the target domain. The cycle dur@idmand the
corresponding number of cyclesi are noted in the legend. With the same simulation time, the
enlarged view shows the voltage degradation versus total energy otthatead for nine different
cycle durations.

selected power as illustrated in Fig. 3.15, then usex (%, +dt,) as the optimized purge
interval. The maximum achievable efficiency shown in Eid53which increases with de-
creasing current loads, can be used as a criterion for amgasi operating condition, since
the efficiency variation within the target domain is small.

In Fig.[3.13, increasing cycle duration beyond 800 s or desing cycle duration within
500 s decreases the efficiency. With a medium cycle durafior600 s) the achievable
efficiency is highest. For purge interval, if the cycle dioatis longer than 800 s, the ef-
ficiency reaches maximum at mediudh, whereas it decreases as it approachigsand
ot,. Complete hydrogen starvation due to water accumulationnénogen blanketing,
which is associated with longer cycle durations, greatlyeterates the carbon corrosion
in the channel-end region. When the cycle duration is verg I@i>800 s), a medium
purge interval, rather than complete purge, leads to themman efficiency. The efficiency
still decreases beyond the maximum value with increasimgepuntervals, which suggests
that hydrogen loss is more influential than carbon corrosimer such conditions. When
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Figure 3.15 The target domains with different current setpoints (0.6, 0.5 and 0.4%/anpower
levels (14.8, 14.1 and 12.9 W). Other operating conditions (cell tempera@ft€, cathode RH
100% and stoichiometry ratio 3, and anode/cathode pressure 4.0/3.6 qgst@easame for three
cases. The power in the legend is the average one calculated fiogfd? all cycle durations and
purge intervals within the target domain.

At<500 s, the efficiency decreases monotonically with increppurge intervals and the
minimum purge interval is preferred, because hydrogendessmes the sole concern.

The optimum appears at medium cycle duration. Because Isrgesults in severe
hydrogen starvation and associated carbon corrosion.eabeamallit leads to substantial
hydrogen in the channel-end region before the purge anaiassd hydrogen loss during
the purge. It is essential not to purge the cell too early wiifficient hydrogen in the
channel end. The DEA operation with smaAtl generally exhibits a lower efficiency but
produces higher energy output as shown in the lower subpkigo3.14.

3.6 Conclusions

In this chapter, we focus on the optimization of the DEA opagaschedule determined by
purge interval and cycle duration. We extended the aloragneél, single-phase and tran-
sient DEA model in Chaptér 2 to capture the liquid water transpnd accumulation in
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the anode channel end, as well as the purge flow behavioreTiggovements were nec-
essary to accurately predict water and nitrogen accunouldtithe anode channel and the
resulting hydrogen loss during the purge. The target rafgygsurge interval are defined
based on the channel gas composition at the end of the cyaéatu

We then investigated the influence of cycle duration and gungerval on carbon
corrosion and DEA cell efficiency. There exists a trade-effleen maximizing the ther-
modynamic efficiency during the DEA cycle and minimizing hygen loss during the
purge. Shorter cycle durations and longer purge inteneadd to increase the thermody-
namic efficiency; however, longer cycle durations and gltgetirge intervals can reduce
the amount of hydrogen loss. The optimization is performeddilecting the lifetime sim-
ulation data at each grid within the 2D target domain for eydtration and purge interval.
It is found that a medium cycle duration without severe hgerostarvation at the channel
end together with a short purge interval leads to the best D&MRefficiency at current
density of 0.6 A/cri. For long cycle durations, severe hydrogen starvation dueater
accumulation and nitrogen blanketing accelerates theocacbrrosion particularly in the
channel-end region, which requires an increased purgeaii®dut not a complete purge, to
achieve highest efficiency. For short cycle durations, Maneghe minimum purge interval
is preferred, suggesting that reducing hydrogen loss i maportant than removing nitro-
gen and water. The small variation of efficiency (~4%) witthie target domain suggests
that as long as the purge interval can be selected from thetteange, further optimization
may not be necessary. Decreasing the current setpoint fréro @.4 A/cn? changes the
target domain, and increases the maximum obtainable efigie

The analysis and methodology presented in this chaptereasdx for the design of a
DEA fuel cell system. The optimum purge interval and cycleadion vary with the operat-
ing conditions and the physical specifications of solenaigies. In the future, the optimized
purge behavior and associated voltage degradation wilbbgared to experimental data.
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Chapter 4

Equilibrium behavior in dead-ended
anode operation of a fuel cell

The prior chapter showed that the DEA fuel cell system canpbentzed for best lifetime
efficiency. It is of further interest to investigate the pgb8dy of operating the DEA fuel
cell in a simpler way with the purge disabled, so that the pwgtimization becomes un-
necessary. To this end, this chapter investigates thegeitrdlanketing front during the
DEA operation of a PEM fuel cell. It is found that the dynamiolkeition of nitrogen accu-
mulation in the DEA of a PEM fuel cell eventually achieveseasly state, which suggests
the existence of equilibrium. We use a multi-component rhofieche two-phase, one-
dimensional (along-channel) system to analyze this phenom Specifically, the model
is first verified with experimental observations, then méti to show the evolution toward
equilibrium. The full-order model is reduced to a secondeoipartial differential equation
(PDE) with one state, which can be used to predict and anéihyzebserved steady-state
DEA behavior. The parametric study is performed focusinghennfluence of the cathode
pressure on the existence of equilibrium in the DEA condititn applications with low
power requirement, operating a DEA cell without purginddsea simple system that does
not require purge optimization but suffers serious degradan the regions of hydrogen
starvation. Novel cell design is necessary to alleviatel#ggadation.

4.1 Introduction

Dead-end anode (DEA) operation of a PEM fuel cell has beereimgnted by several
groups [125| 126, 67] and applied in a commercial fuel celtole, the Nexa (1.2 KW
stack of 42 cells) from Ballard Power Systerns [127]. In DEArapien, hydrogen is fed
into the anode with regulated pressure at the inlet, whereasathode is operated with
conventional flow-through conditions associated with ackiometry ratio (SR) greater
than one. Since the Nafion membrane is not an ideal separgtimgen and water can
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diffuse through the membrane from the cathode and accuenuldahe anode. In a verti-
cally oriented channel as shown in Hig.l4.1, the reactiovedrthe convective transport of
gas mixture toward the channel end. The accumulation of m&ogen at the channel end
displaces hydrogen and eventually leads to a starvatidreattannel end. The spatial vari-
ation of the species in the anode results in uneven locagotdistribution. The depletion
of hydrogen over time leads to the decreasing cell voltagkeugalvanostatic operation.
For example, in our 50 cArDEA cell experiment, the voltage dropped from 0.7 to 0.6 V in
about 15 minutes at a constant current load of 0.4 A/aa shown in Fig_3]1.

Anode X | | Cathode
Dry H2 >

Vapor H_umldlfled
2 Air
w
y st °
phase 2
N2 e region] L. .0
Nitrogen ———
blanketing —>

region l
y

Figure 4.1 Equilibrium scenario in DEA operation (not to scale). The flux of nitrogefitam
anode to cathode in the channel-end region, as opposed to in the otlbaisreglobally, zero net
fluxes of nitrogen and water through the membrane are achieved at equilibr

Purging of the anode is typically needed to release accuetulaitrogen and water
and maintain a manageable voltage range. A purge, nornakipg 20-900 ms, is im-
plemented via a solenoid valve at the downstream of the arfdiee the anode pressure
is regulated at the upstream of anode, the opening of theadl@alve leads to turbulent
orifice flow, which clears the nitrogen and water from the anclsinnels. The downstream
purge valve and the upstream pressure regulator are théardyvare at the anode side for
a DEA system. As a comparison, the conventional flow-thraugbde (FTA) fuel cell sys-
tem depends on a recirculation loop to maintain a high hyelmagilization, which requires
hydrogen grade plumbing and hardware such as ejector/blwewater separator. These
components add weight, volume, and expense to the system.

Motivated by the experimental findings 6f [115], the pod#ipbf operating the DEA
cell without purging is analyzed in this paper. We addressdbnditions under which
system equilibrium could be achieved with relatively stadbltage output under galvano-
static operation, and how to obtain a reasonable power wgwbdr equilibrium conditions.
\oltage equilibrium was indeed observed in prior experitakstudies/[122, 128]. These
findings motivate our further investigation by mechanisralgsis and simulation using the
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validated model.

As shown in FigL 411, a stratified channel distribution withter and nitrogen in the end
can be observed for the DEA cell [67]. In this case the locabgen partial pressure may
easily exceed the cathode, particularly in the channelregtbn. The nitrogen diffuses
from the anode to the cathode due to the partial pressuréegtads illustrated by the bot-
tom arrow (positive x-direction). In the upper portion oéteell, the nitrogen crossover is
from cathode to anode (negative x-direction). The nitrog@mtinues to accumulate in the
anode until a global balance of nitrogen crossover has belgir\eed, meaning a zero net
flux of nitrogen. The nitrogen partial pressure in the ancejgethids on the rate of crossover
and the convective velocity, which are coupled with the entrdensity distribution. An
equilibrium for the nitrogen blanketing front is necesstmythe equilibrium of the whole
DEA fuel cell system. There is a non-linear coupling of anoitleogen partial pressure and
membrane hydration that introduces further complexitylevanalyzing such equilibrium.
The local electrochemical reaction rate depends on theolggarconcentration, or nitrogen
concentration due to the regulated anode pressure, anuindess the local water genera-
tion rate, which affects the membrane water content. Thelnane permeation coefficient
for nitrogen, as a function of membrane water content angbéeature, in turn influences
the local nitrogen crossover rate and the establishmerntrofyen equilibrium.

In previous work[[28], the effect of nitrogen accumulationthe anode on the voltage
decay has been demonstrated by modeling nitrogen crosaadeconvective transport.
However, the model neglected the impact of diffusion in thede channel, which can be
significant for the deeper channel geometry studied hereneAdimensional, single-phase,
and transient model considering both convection and ddfukas been developed [66] to
capture the spatiotemporal evolution of species and elgotmical reaction in a DEA cell.
The model was further extended to include the cathode carbiwosion caused by the an-
ode fuel starvation and associated irreversible voltagesdfation over time [68]. Recently,
the model was improved to be 1+1D (along channel + throughlon@ne) and two-phase so
that the purge behavior can be predicted more accuratenfoptimization study of purge
scheduling[[69]. After careful tuning, the present fulder model can capture compre-
hensive mass transport and electrochemical processesAnopé&ration with satisfactory
accuracy. The model can be used for predicting the equihibbbehavior/[122]. However,
the full-order model requires numerical tools with substrcomputational expense to
investigate the equilibrium.

Therefore, we focus on reducing the number of model states.ahticipated that the
reduced-order model can still predict the equilibrium bedtwaand characteristics. Similar
publications (simulation and analysis) focus on the fudll eguilibrium from Benziger’s
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group [129| 72, 71, 130]. However, those studies are basadstirred-tank-reactor (STR)
fuel cell. In such a case both anode and cathode suppliesna@ glightly humidified
to comply with the auto-catalytic concept of the STR fuel,cahd the equilibrium arises
from a water balance. The effect of convective transportinsieated by the open channel
architecture. Although both the STR and DEA cells featutelagmidification and spatial
inhomogeneity, the equilibrium behavior in the DEA cell regents a more complicated
scenario where both diffusion and convection must be censtdi The convection leads
to the stratified channel distribution of gas species in grtically oriented cell. The dif-
fusive transport in the channel is equally important by nmatieg the effect of nitrogen
blanketing in the anode channel.

This chapter is organized as follows. Since the model has betailed in prior chap-
ters, only a brief overview is provided in this chapter. Thed®l validation against the
flow-through polarization will be presented. The tuned miqaedicts the voltage evo-
lution toward equilibrium in DEA operation, achieving sditictory agreement with the
experimental data. A single-state PDE system based on ttegan distribution in the
anode is derived. This reduced order model is shown to prédicevolution toward equi-
librium and capture the influence of cathode pressure. lyjnile voltage degradation
under equilibrium operation is identified.

4.2 Model Summary and Validation

The baseline (full-order) model is 1+1D, two-phase, anaidient, which generally captures
all transport phenomena and reaction kinetics in the \alyioriented DEA cell.

The model parameters relevant to the species distributitimel anode have been tuned
in prior works [66] 68]. These parameters include the n#grogermeation scale factor, the
oxygen crossover scale factor, and the hydrogen concemtaarameter [66, 68]. They
are kept unchanged in this paper. Another group of param#tat relate to the cell polar-
ization are further tuned: the exchange current densityxgfen reactionif o,) and the
contact resistancdRGpL). These two parameters influence the reaction kinetics ald ¢
voltage by the Butler-Volmer equation, as shown in Eqd. 4d[48 with detailed discus-
sions in Ref.[[68]. The average current density is relatedhéoldcal current density by
Eq.[4.3.
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Table 4.1 Tuned parameters in the model

Quantity Value Range
ino, 0.8x10°°Alcm? 10 1°-108 Alcm?
RepL  0.34Qcn? 0.1-0.8Q cn¥

Figure[4.2 shows the polarization performance obtaineah fitee flow-through opera-
tion, and Figuré_3]7 illustrates the voltage evolution irethcontinuous DEA cycles for
two cases with different cathode supply RH. The DEA model isdu® predict flow-
through operation by assigning a constant to the flux at tee@outlet N [69] so that
the desired anode SR is achieved. The polarization dateeifidgtv-through condition 1
are used for tuning the model parameters, whereas the zatian performances in the
other three conditions and the voltage cycling data undef Dferation in Fig[ 3.7 are
used for validation of the tuned model. Similar to Eg. 2.9% tuning is to minimize
f(io,0,,RepL) = %{%2 where the cell voltage data come from the flow-through
polarizations. The tuned parameter values are shown ire[Eall

The model prediction shows satisfactory agreement withetkgerimental data for
flow-through operation. The model can capture the perfoomamprovement due to the
increased cathode pressure and RH, although the differetiogited as the cathode pres-
sure increases from 2 to 10 psig. Under 100% cathode RH andtetecurrent density
conditions, the model overestimates the voltage probabbabse the influence of liquid
water on the oxygen transport in the cathode channel is nalefed. When the cath-
ode RH has been reduced to 50%, the model prediction is clogketexperimental data
at the elevated current densities. The satisfactory agreeat small current densities is
important since the model is used for studying DEA operatitlow current densities.
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Figure 4.2 The comparison of polarization performance between modeling and exptairdata

for four sets of operating conditions. Condition 1: pressure 2.5/2.5 psid=aéd 100%/100% for
anode/cathode; condition 2: pressure 2/2 psig and RH 100%/50% fde&adhode; condition 3:
pressure 2/4 psig and RH 100%/50% for anode/cathode; condition gsypee2/10 psig and RH
100%/50% for anode/cathode. For all conditions, the cell temperaturé G &td the stoichiom-
etry ratio is 1.2/2.5 for anode/cathode. The model can predict the polanzagidormance with
satisfactory accuracy.

The tuned model can predict the voltage evolution towardgasilierium in DEA oper-
ation when the purge is disabled, with satisfactory agregc@mmpared to the experimental
data. Figuré 413 shows two cases that achieved equilibriuimei experiment after approx-
imately 100 minutes of DEA operation and the simulation itsswith the same operating
conditions. The experimental findings shown in [Eig] 4.4¢atk that the cathode pressure
needs to be reduced to achieve the equilibrium (2.4 verfyssig), since large partial pres-
sure of nitrogen could blanket too much area in the anode lamiddown the cell. On the
other hand, high cathode RH should be avoided in order torbtaiequilibrium because
the liquid accumulation could cause a localized shutdowrkid.[4.4, the equilibrium was
achieved with cathode supply RH of 60%. Generally, the huiericathode supply intro-
duces additional complexity and randomness in DEA equilibr For example, the erratic
voltage behavior after reaching equilibrium can be atteduo liquid water condensation
in the anode channel, which forms droplets that randomlgkotbe channel before falling
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Figure 4.3 The model predicted and experimentally observed voltage evolution towgual#-
rium in DEA operation. The operating conditions aré @xell temperature, 60% cathode supply
RH, 4.0/2.4 psig anode/cathode pressure, and 2.5 cathode SR. Therieghdile been reached
with current density of 0.2 and 0.3 A/ém

to the bottom of the channel. In addition, the increasedllogaent in the nitrogen non-
blanketing region under equilibrium leads to higher wateneyation rate in the catalyst
layer, which also contributes to the erratic voltage. In.Bi@, the case with 0.3 A cnf
shows higher magnitude of voltage oscillation compareti @i A cnt 2.

4.3 Reduced Order Modeling

In this section, we analyze the equilibrium behavior ushgreduced-order model (ROM)
instead of the full-order model (FOM) shown in [68,/ 69]. Thadidity of reduced-order
modeling will be examined by a comparison with the FOM sirtiata It is expected
that the existence of DEA equilibrium under a certain setpdrating conditions and the
influences of operating conditions on the equilibrium captezlicted by the ROM.

The fundamental assumption in developing the ROM is theohg: the evolution of
N> blanketing front is crucial to determine the power outpudrelcteristics under a DEA
equilibrium. In other words, we anticipate that a ROM thatks the N blanketing, or H
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Figure 4.4 The voltage evolutions toward equilibrium with three different cathodespres. The
other operating conditions are 85 cell temperature, 60% cathode supply RH, 4.0 psig anode pres-

sure, and 0.2 A/cfcurrent density.

Table 4.2 Parameter values in the ROM

Quantity | Value Unit
DHz/Nz 1.31 sz Sﬁl
KN, 0.96x10°1° | mol Paim~1s1
Weh 2.08 mm
Wind 0.838 mm
Nan 1.78 mm
Lech 68.5 mm
Omb 25 pm

I 10 A

A 50 cn?

T 338 K

BH, 0.5

starvation, front can predict the power under equilibriumd &nfluences from several key
operating parameters with sufficient accuracy. The gouagreguation of N transport is
the basis of the ROM in order to track the blanketing fronte Tdllowing equation of ﬁ;\'
comes from the FOM and holds from the inlet to the eng,)XL
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in which FﬁzA is the N partial pressure in the cathode in Pa, 5 the Fickian diffusivity of
N2 in m? s71, vis the gas mixture velocity in mr$, Ky, is the N, permeation coefficient
in mol Pal mt s, &,is the membrane thickneds,, is the anode channel height, and
Wch/Wing is the anode channel/land width. The first term in the RHS of&4jrepresents
the diffusive transport, and the second one representsothesctive transport. The third
term is the source term capturing the dtossover through the membrane depending on the
local differential pressure of Nbetween anode and cathode.
The boundary conditions for Elq. 4.4 are zero flux at both eimals,dz“‘i2N =0 aty=0 and
y=Lch, since there is no Nflux entering the inlet and leaving the outlet of the anode.

The state equation of His also needed for deriving a functional dependence of the

convective velocity of gas mixture, v(y,t), o>

P _ 9 5y, O panyy  IRT(Wen -+ Wina)
gt ay gy 2F hanWe

(4.5)

in which i(y,t) denotes the local current density in A&rfror simplicity, a saturated anode
channel condition is assumed. Therefore,

PN + PN = PAN — Pog = R (4.6)

The total anode pressure is fixed, therefore the time darvaf Eq.[4.6 is zero, and
the summation of Eq6..4.4 and }4.5 yields:

R oV RT(Wch+Wing) (KNz(PﬁzA_ PNA2N> [ )
ot = .
y

— = - — 4.7
0 hanWen Omb 2F (4.1

During the DEA operation, the outlet velocity is zero. THerev(t,L) = 0.
The local current density at the anode(fissociation) can be also described by the
Butler-Volmer equation:

i(y,t) = io( HZN)BHz [exp(%) —exp(—%)} (4.8)

in which ig is a lumped parameter showing the effects from all pre-pligti constants in
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the Butler-Volmer equation. It is assumed that the local @atentialn is independent of
the local i concentration, i.en) is a constant along the channel. Using [Eql 4.3 to elimi-
nate the exponential term in the Butler-Volmer equationdgehe following expression for
i(y,b):

B,
|—chI (Rot - PNAzN)
i(y,t) = (4.9)

L B,
A (Rot - P@N) dy

in which | /A (current/area) gives the average current density in A/cifhe functional
dependence of i(y,t) on the local,Moncentration is important because the cell voltage
can be further estimated with sufficient accuracy in the R@Muations 44, 417 arid 4.9
constitute the ROM. The parameter values in the ROM are suinetkin Tabld 4.2. The

ROM is solved by Comsol Multiphysics with a mesh size of 0.7 nmud eelative tolerance
of 1e™%.

FOM

0 | | | | | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Fractional channel length

Figure 4.5 The full-order model predicteoﬁf and Ky, under equilibrium and their values in the
reduced-order model under assumption. The operating condition®dZecéll temperature, 60%

cathode supply RH, 4.0/2.4 psig anode/cathode pressure, 2.5 cathpdedS®2 Alcrd current
density.

Several assumptions are made in the ROM. Fit‘,@i@ assumed to be constant along
the cathode channel given the high stoichiometry ratio exdathode; namely, the small
drop of N\, partial pressure along the channel (about 5%) is negleGedond, the mem-
brane permeation coefficient\Kis assumed to be constant since the state of membrane
water content is not included in the ROM. FinallyyDis assumed to be constant along
the channel. The effect of liquid water on diffusivity is megted. The assumptions in the
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Figure 4.6 The full-order model and reduced-order model predicted evolutionad@ N partial
pressure toward equilibrium with the same operating conditions as if Fig. 4.5.

ROM are compared with the FOM simulations in Fig.J4.5. In thper subplot of Fid. 415,
the non-monotonic distribution oiﬁ;A comes from a combined effect of local oxygen/vapor
partial pressure determined by local current. Since thieock pressure is maintained at
a constant, the decreasing oxygen partial pressure al@enghéinnel tends to produce a
monotonically increasing partial pressure of nitrogenereas the increasing vapor partial
pressure leads to an opposite trend. The turning point istbglot for |5N2A indicates the
location where the effect of vapor pressure becomes lessndoinas it approaches the
saturation pressure. In the lower subplot of Eig] 4.5, the &€ ROM is larger than that of
FOM in order to match the rate ofdNaccumulation in the FOM, which is consistent with
the prior assumption of a saturated anode channel.

A comparison of the ROM predictions based on these assungpéigainst the actual
parameter values by the FOM simulation is presented in Bi@isand 4.7. The evolutions
of PQL\‘ from both FOM and ROM are shown in F[g. 4.6. An equilibrium bagn achieved
since the changes after t=5000 s are slight in both FOM and R@i\ a nitrogen blanket-
ing front at approximately 0.6 fractional channel locatidime ROM can not only predict
the N distribution under equilibrium, but also capture the etiolu toward equilibrium
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Figure 4.7 The full-order model and reduced-order model predicted evolution azl lourrent
density toward equilibrium with the same operating conditions as if Fig. 4.5.

accurately since the Ndistributions at selected times are very close from bothetsd
Fig.[4.7 presents the evolutions of local current from botidets. The ROM predicts a
monotonically decreasing local current along the charwleéreas the FOM demonstrates
the non-monotonic spatial variation of local current. ®itice ROM assumes a constant
membrane state along the channel and the local current depaity the local H concen-
tration, it cannot capture the non-monotonic local cureistribution due to a combined
effect from membrane self-humidification by the reactiongyated water and hydrogen

depletion along the channel. The FOM can predict the nondgemeity with additional
membrane states.

4.4 Parametric Sensitivity

We have shown that the ROM can predict the nitrogen evolutarard an equilibrium
(Fig.[4.8) with satisfactory accuracy against the FOM. Hasvethis finding only shows
the validity of the ROM under one set of operating conditidbg also of interest to exam-
ine whether the parametric sensitivity of the ROM is comsisivith that of experimental
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Figure 4.8 The reduced-order model predicted anodehirtial pressure and local current density
distribution at equilibrium with increasing cathode pressures from 2.4, 3Q0tpsig. The other
operating conditions are the same as those inFig. 4.5.

data. Cathode pressure is chosen to perform this parameeitiz. s

Fig.[4.8 presents the distributions of nitrogen partialsptege and local current den-
sity under equilibrium from the ROM simulations with ince#@g cathode pressures. The
upper subplot shows that more channel region becomes &ahks the cathode pressure
increases. Correspondingly, the local current densityamtin-blanketing region increases
dramatically, as shown in the lower subplot. Whé# mcreases to 4.0 psig, the local cur-
rent density can exceed three times the average currentyjevisch leads to a high local
water generation rate and tends to shut down the cell. Thedimdis are consistent with
the experimental observations shown in [Eigl 4.4 in which@uildrium with reasonable
power output (anode channel partially blanketed by Was not found for higher cathode
pressures.
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Figure 4.9 The voltage evolution with purging disabled. The experimental condition®.2re
Alcm? current density, 65C cell temperature, 60% cathode supply RH, 4.0/2.4 psig anode/cathode
pressure, and 2.5 cathode SR. The flow-through polarization evalsatiere performed period-
ically after the purge. The numbers from one to six correspond to the &xization curves in
Fig.[4.10

4.5 Degradation under Equilibrium

Under the equilibrium operation, the fuel starvation cdiodi at the channel end remains
until a purge is performed. Thus, the carbon corrosion ardaated voltage degradation
become non-negligible. Figure #.9 presents the voltagkei®en during the extended DEA
operation, and Fig. 4.10 shows the flow-through polarizatiafter performing each purg-
ing labeled in Figl 419. The experimental data indicate tfaelgal and irreversible decay
of after-purge voltage, as shown in Fig.]4.9. It is not clematawhether an equilibrium
had been achieved between certain purges, e.g., the No. R@n@ purges. Also, an
explanation lacks for the recovery of pre-purging voltageesved after the No. 3 purge.
Nevertheless, an evaluation of the influences from carbowsion on polarization can
be performed, as shown in Fig. 4110. The initial carbon lngds assumed to be 0.21
mg/cn? (constant along the channel) together with a Pt/C ratio @f ionorder to match
the first polarization curve from experimental data. Thesggjient two polarizations after
the No. 2 and No. 3 purges show satisfactory agreement watlsithulation results after
identical time of DEA operation. After the No. 3 purge, thenslation predicts higher
polarizations than the experiment creates probably dukeetembrane degradation that
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Figure 4.10 The polarization drop due to the equilibrium operation corresponding taxleval-
uations in Fig[4.0. The dashed lines indicate the simulation results whereagladirsnare from
experiments. The operating conditions for flow-through polarization&5t€ cell temperature,

100% anode/cathode supply RH, 4.0/4.0 psig anode/cathode pressiire2#.5 anode/cathode
SR.

is not captured by modeling.

The durability becomes a concern if the DEA cell is operateden the equilibrium
mode (purging disabled). The degradation can be alleviaye@moving or reducing the
catalyst loading in the fuel starvation region, since it hasn shown in Chaptet 2 that the
corrosion rate depends highly on the Pt loading. In the cklaand regions that suffer com-
plete fuel starvation, Pt loading is unnecessary. Esdntiae novel design appears to be
a normally working cell in parallel to a nitrogen and wateseevoir, the size ratio between
which can be determined by our validated model. Such a not&A Pell with variable
catalyst loading is suitable for operations without pugg@tue to the improved resistance
to carbon corrosion.
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4.6 Conclusions

The evolution of the nitrogen blanketing front and subsegeguilibrium in dead-ended
anode operation of a fuel cell is shown to depend on the retratjstribution in the an-
ode channel. The equilibrium mechanism can be summarizedramet flux of nitrogen
crossover through the membrane. For a wide range of catlredsyre, the simulation re-
sults from the tuned full-order model (FOM) match the expemtal data with satisfactory
accuracy. Both the FOM simulation and experimental datacatdithe existence of such
equilibrium, represented by voltage evolution toward adyestate, under certain operating
conditions. The voltage degradation under equilibrium tedcorresponding polarization
drop are identified.

An assumption for the functional dependence of local ctensity on the N partial
pressure in the anode is used to calculate the convectigeityelThis enables the formula-
tion of a simplified single-state second-order PDE systestutdy the equilibrium behavior
under DEA operation. The reduced-order model (ROM) canipréde evolution of N
partial pressure toward equilibrium with satisfactorywecy as compared with the FOM.
It also can capture the influences of cathode pressure ongtrddtions of nitrogen and
local current density under equilibrium, indicating a dstent trend with the experimental
data. In the future, the assumption of uniform cathode petential will be relaxed and
a distributed voltage model will be incorporated into theNR@amework, thus enabling
comparison with the equilibrium voltage data from the ekpents. It is also of interest
to examine the influences of geometrical parameters suchael depth on the equilib-
rium by both experiments and full-order modeling, in aduditto the operating parameters
such as cathode pressure shown in[Eig. 4.4. Furthermoligndasd testing of a novel cell
with variable catalyst loading and therefore improvedstasice to carbon corrosion are
necessary to operate a DEA cell without purging in low-poaggplications.
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Chapter 5

Conclusions and Future Work

5.1 Research Motivation Revisited

The dead-ended anode operation of fuel cells, as opposéé ftotv-through modes, has
several attractive advantages, such as reduced systerhtywaagt, and complexity which
make it a potential candidate for portable power applicetioOur prior work has shown
the nitrogen front evolution and voltage drop in DEA operatfrom both modeling and
experiment. The nitrogen blanketing and water flooding enahode generally lead to the
local fuel starvation, which raises a concern of durability

Advancing the prior study on nitrogen front evolution in DEAIl by dynamic model
development[[82], this dissertation research has focuseth® practical aspects of the
DEA operation, i.e., durability and efficiency, that areezggal for developing a commer-
cial system based on a DEA architecture. It is unclear thatkdr the simplified system
architecture and reduced cost are offset by the shortéimiéedue to the degradation is-
sue. By the optimization of the purging schedule, it is apaited to improve the lifetime
efficiency while maintaining the simplified system architee. It is also of interest to
explore the simplest way to operate a fuel cell, a DEA celhwatirging disabled being
one possibility. Such a system will feature fewest BOP coreptsand efforts in purging
optimization, yet suffer from small power density and shiéetime.

5.2 Summary of Findings

In this thesis, the cathode carbon corrosion due to the afuedistarvation is studied via
simulation. To better predict the voltage degradationntibelel also captures the loss of ac-
tive catalytic sites due to carbon corrosion by correlatimgth the amount of carbon mass
remained in the catalyst layer via a power law. The cathodeocecorrosion rate exhibits
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spatiotemporal evolution along the channel, with the hsglnate found at the channel-
end region before the purge when the hydrogen starvatioros severe (Sectidn 2.7).
If the purge can be scheduled before severe hydrogen staryvétie carbon corrosion at
the channel end and therefore the voltage degradation vdirbatly mitigated. In the in-
let and middle channel regions, the corrosion rate is ndynmaild due to the availability
of hydrogen fuel with reasonable cycle duration and curfeatl. The decreasing volt-
age in galvanostatic DEA operation in fact mitigates théadé carbon corrosion rate by
reducing the interfacial potential between membrane aectrelde in the cathode.

Motivated by the influences of purge scheduling on the dlitgbihe cycle duration
and purge interval were optimized in order to achieve higlfesime efficiency of a DEA
cell. The lifetime efficiency is defined upon three intertethobjectives: the hydrogen loss
during the purge, the average voltage output between tlgepuand the voltage decrease
due to the carbon corrosion caused by hydrogen starvatientbe lifetime of the DEA
operation. The study therefore elucidates the followingoceons on DEA operation. First,
how does one achieve high hydrogen utilization? Although DA operation reaches
anode stoichiometry ratio of unity within a cycle, there kcble hydrogen loss due to the
purge between two consecutive cycles. This part of hydrdges should be considered
while evaluating the overall hydrogen economy. Secontpalgh it is usually stated as one
major benefit of DEA operation, is it worthwhile to achieveglmest hydrogen utilization?

We have shown that, for some operating conditions, congadle purge interval can
achieve highest hydrogen utilization, or zero hydrogers ldsring the purge (Subsec-
tion[3.5.1). However, with such an operating schedule,itegrhe efficiency is not highest
because of the more severe carbon corrosion and additiomalra of voltage degrada-
tion, as well as the smaller average voltage in a cycle duegtincomplete removal of the
accumulated nitrogen in the channel end. Considering cyalation and purge interval
together, it is found that a medium cycle duration withowese hydrogen starvation at the
channel end together with a short purge interval leads tb#sé DEA cell efficiency at a
current density of 0.6 A/lcA(Subsection 3.514). Also, the simulation shows smalll viania
of efficiency within the target domain, which suggests tlhatJong as the purge interval
can be selected from the target range, further optimizatiap not be necessary.

After the optimization study on the purge scheduling, tritowas finally on the DEA
operation without purging, which is the simplest way to @pera fuel cell. Both simula-
tion and experimental results indicate that an equilibrinrgalvanostatic DEA operation,
which achieves relatively small power, can be establishéd kw cathode RH and pres-
sure as well as reduced current load (Sedtioh 4.2). It isilplest® operate the DEA cell
under this equilibrium condition as long as the carbon @omdue to the extended dura-
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tion of fuel starvation can be alleviated by novel cell daesig

The present modeling of the spatiotemporal evolution otigseand local potential
provides a comprehensive foundation for modeling othergg@ystems. The model-based
lifetime efficiency evaluation and analysis including thegchdation effects can be also
used to examine other peer systems. Therefore, this ditisarivork not only addresses
the concerns in developing a commercial DEA fuel cell systeat also provides useful
tools for general power system analysis and developmenteXxample, in a mainstream
fuel cell system that applies anode recirculation, theedss nitrogen and water crossover
and accumulation in the anode [101]. The periodic anodeipgiig necessary to remove
the impurities and to maintain sufficient hydrogen conadiin. The present modeling
framework of species distribution in the anode and purge flawbe readily utilized in the
RCA system due to the similarity, although modification to fe& thpen-ended anode and
consideration of hydrogen pulsation [118] are necessang carbon corrosion submodel
and purge optimization technique also remain valid and @anded directly in an RCA
scenario.

5.2.1 Highlights of Key Findings

Given the specific operating conditions reported in Sed8dh the significant findings
from model-based purge optimization are summarized below:

— With a short purge interval (54 ms), there is 10 mV irred@lesdecay of after-purge
voltage throughout 38 h DEA operation, corresponding to% Riss of carbon mass at 0.9
fractional channel location (Fig._3.6).

— The lifetime efficiency of a DEA cell can be improved fron20% to around 50%
by simply reducing the purge interval from 900 ms to the mummoperating time of the
solenoid valve (Fid._3]3).

— With a medium cycle duration of 600 s, the lifetime efficigns highest. A 4%
efficiency increase (approximately from 47% to 51%) has leedmeved by optimization
within the target domain (Fi¢._3.1.3).

— The most efficient cycle duration of 600 s leads to an irsbér decay of about 5
mV in after-purge voltage after 33 h DEA operation (Fig. 3.14

— As shown in Figd. 3.14 and 3113, the shortest cycle durgfiof s) yields the max-
imum energy output (2020 KJ) within the 33 h DEA operation #me minimum voltage
decay (1 mV), with the associated lifetime efficiency beiogést in the target domain
(around 47%). These data are helpful when one needs to tetdedn efficiency and
power/durability.
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5.3 Future Work

The dissertation research can be further extended in tlssviog aspects. First, the isother-
mal assumption in the present model may introduce nongibigierror due to the uneven
local current distribution, and therefore heat generatmiyserved with many operating
conditions in DEA operation. The isothermal assumptiorldferelaxed in the future.
Second, the RH cycling and chemical degradation on the memalajaplies additional in-
fluences on the DEA cell. Severe membrane degradation hasobserved in an aged cell
with DEA [39,125]. The voltage discrepancy between presesdehand experiment shown
in Fig.[3.7 suggests the influence of ongoing membrane daticadthat has not been mod-
eled. A thorough investigation of the membrane degradatiming DEA operation thus
becomes essential.

The oxidization of carbon, dissolution and mitigation (@rxle size change) of Pt
and membrane polymer decomposition lead to a combined digiywa and the individual
contribution is difficult to be separated. To examine therddgtion solely from mem-
brane, very small current load is desired (less than 0.1 AY¢mminimize the carbon
corrosion. However, such degradation test may be extretimeéyconsuming and special
accelerated stress testing (AST) needs to be designeddfddEA cell. Alternatively, a
modeling approach can be conducted to capture the speaiesrdoation relating to the
membrane chemical degradation and the correspondinggeottacay, some prior works
being Refs.[[131, 132, 133]. Nevertheless, the physicalrdeftion/delamination of the
membrane[[25] due to the cycling and dry conditions can dvdlcaptured by modeling
and still requires AST to investigate.

It is necessary to extend the present study of carbon corresodeling. Due to the un-
availability of a CQ analyzer, the carbon corrosion ratged) has not been tuned directly.
Instead, the value ot is taken from the literature and validated with the voltaggrd-
dation data. Itis of interest to determine the parameteresabf & o andq from systematic
experiment with direct measurement of £@pm at the cathode outlet. For different types
of carbon, these two parameters vary, indicating differesistances against corrosion.

From the system prospective, the present model can be m@teal into a fuel cell
system-level model to evaluate the trade-off between aubpawer density. Specifically,
the statement of cost reduction due to the system simpldicaioes not take into account
the relatively low power density of a DEA fuel cell when compg with the RCA system.
A further evaluation of $/Kw from both systems is very neeegs To this end, the BOP
components should be modeled in addition to the DEA cellfitse
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