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1. Introduction

Fluorescence microscopy is traditionally limited to several hun-
dred nanometers by the diffraction of light. However, centroid
fitting of isolated molecule fluorescent emission enables the
locations of single molecules to be determined with very high
precision.[1, 2] The ability to accurately locate individual mole-
cules afforded by single-molecule fluorescence (SMF) microsco-
py can address fundamental questions in biology and chemis-
try that cannot be approached with bulk measurements or ki-
netics. Since SMF microscopy can be applied even to mobile
molecules, it has been used to directly observe motions as di-
verse as molecular motors, proteins in live bacterial cells, DNA
dynamics, and nanocargo translocation.[3–6] Here, SMF experi-
ments record images of isolated fluorescent emitters, and the
position of each emitter is considered to be the center of that
emitter’s image (point spread function; PSF). This position de-
termination can be achieved by calculating the center-of-
mass,[7] by least-squares fitting to a Gaussian function,[8] or by
maximum likelihood estimation (MLE).[9] If the emitter is small
enough to be considered a point source, if the fluorophore
emits isotropically,[10] and if the object’s motion is negligible
during the imaging frame, then these PSF-fitting methods pro-
vide reasonable estimates for the emitter position.

For point light sources that are stationary and in-focus
during fluorescent imaging, the resulting PSF is an Airy disk
that can be reasonably approximated by a symmetric Gaussian
function with standard deviation, s, where s depends on the
numerical aperture of the microscope objective and the wave-
length of light. Thompson et al. reported closed-form expres-

sions for the localization precision of immobile fluorescent
molecules fit with this symmetric Gaussian fitting function.[11]

Later, the theoretical limits of PSF fitting were determined
from a more rigorous and general treatment of these fitting
methods and their statistics based on Fisher information
theory,[12] and using the true image of a diffracted immobile
point light source corrupted by noise.[13] Furthermore, this
MLE-based method was implemented as a fast, iterative algo-
rithm.[14] The simple symmetric Gaussian fitting function has
been adapted for many applications, including three-dimen-
sional imaging,[15] and Wang and co-workers added precision
estimates for localization along the vertical axis by making use
of the relation of standard deviation of the molecule image to
the molecule’s distance from the objective focal plane.[16]

Furthermore, in many situations, even mobile molecules can
be described by fits to the symmetric Gaussian function, as
a sufficiently fast imaging speed can compensate for molecular
motion. However, fast-moving molecules can no longer be
considered essentially immobile since fast motion will blur the
PSF extensively. Since the accuracy of the position determina-
tion depends on the quality of the fitting function, a fitting
function that accounts explicitly for molecular motion is desira-
ble. For the case of diffusive motion, no net direction of
motion is expected: the molecule PSF will be blurred in all di-
rections, and the convolution of the normal distribution of dif-
fusive motion with the Gaussian-approximated photon distri-
bution function of an immobile molecule results simply in an-
other symmetric Gaussian with a larger standard deviation.
This broadened s has been related to the diffusion coefficient
by empirical calibration[17] and by assuming the blurring to be
represented by a path distribution function characterized by
a normal distribution with a standard deviation that can be re-
lated directly to the molecular diffusion coefficient.[18] Error
propagation and the results from these earlier works allow the
error in the diffusion coefficient estimate to be predicted.

Single-molecule fluorescence permits super-resolution imag-
ing, but traditional algorithms for localizing these isolated fluo-
rescent emitters assume stationary point light sources.
Proposed here are two fitting functions that achieve similar
nanometer-scale localization precision as the traditional sym-
metric Gaussian function, while allowing, and explicitly ac-
counting for, directed motion. The precision of these methods
is investigated through Fisher information analysis, simulation

and experiments, and the new fitting functions are then used
to measure, for the first time, the instantaneous velocity and
direction of motion of live bacteria cells. These new methods
increase the information content of single-molecule images of
fast-moving molecules without sacrificing localization preci-
sion, thus permitting slower imaging speeds, and our new fit-
ting functions promise to improve tracking algorithms by cal-
culating velocity and direction during each image acquisition.
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Though diffusion is ubiquitous, many biological processes
are characterized by directed motion. For instance, bacterial
chemotaxis and particle flow in a current. Rather than produc-
ing isotropic PSF widening, such directional motion causes the
image PSF to be blurred in the direction of motion, x. In this
case, a fitting function that is derived considering molecular
mobility will have the added benefit of providing information
about the speed and directionality of the motion. To quantify
directional motion, we have developed two methods that ex-
plicitly account for motion at a fixed velocity. The first method
more exactly models a moving molecule PSF as the convolu-
tion of a stationary molecule PSF (approximated by a symmet-
ric Gaussian function) and motion at a fixed speed and direc-
tion (represented by a top-hat function). The second method
applies the asymmetric Gaussian, which has been previously
used for three-dimensional imaging through an astigmatic
lens[19]##, to a moving molecule; here the long axis of the
asymmetric Gaussian corresponds to the direction of motion.
Though Y�ce et al. recently treated moving single-molecule
fluorophores with a maximum likelihood approach,[20] the two
fitting functions presented here have the benefit of being
easily incorporated into established data processing routines.

1.1. SErf Fitting Function

The distribution of photons emitted from a fluorophore
moving at a constant in-plane velocity during an imaging
frame is approximated by the analytical convolution [Eq. (1)] of
a top-hat function, h, with a symmetric Gaussian function, g :
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Here, D is the displacement (along the x axis), s’ is the PSF
standard deviation in nm, and the magnification factor, a,
which is dependent on the dimensions of the image sensor
and magnification of the microscope, is in the range of 50–
200 nm pixel�1 for single-molecule fluorescence experiments.
The center position of the molecule during the imaging frame
is (x0, y0). We consider 2D motion restricted to the xy plane,
where the axes are free to rotate through an angle, f, such
that the Cartesian coordinates x’ and y’ become [Eq. (2)]:

x ¼ x0 cosðfÞ̂i�y0 sinðfÞ̂j; y ¼ x0 sinðfÞ̂i þ y0 cosðfÞ̂j ð2Þ

where � and ĵ are the Cartesian unit vectors. All quantities x, y,
x0, y0, D, and (s’/a) are in units of pixels. Throughout the re-
mainder of this discussion, the variable (s’/a) is simplified to s,
the standard deviation in units of pixels, i.e. the number of
pixels in one standard deviation of the point spread function

(PSF) of the microscope. A higher s means the PSF is spread
across more pixels.

qSErf [Eq. (3)] is the Sum of Error Functions (SErf) function that
arises from the convolution in Equation (1):
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Equation (3) has been normalized to include the photon count,
N, and the function is offset by a background level, b.
Figure 1 (a) shows g and h for typical single-molecule imaging
conditions. Figure 1 (b), (c) show the results of this convolution

for D = 2 pixels and D = 8 pixels, respectively, with N = 1 �
105 photons, b = 200 photons pixel�1, and s= 2 pixels. In this
paper, noise is modeled as a Poisson distribution with mean
and variance equal to b2.[11] The traces below and to the left of
Figure 1 (b), (c) show the integrals of the respective PSF images
over dy and dx, respectively. The PSF widening is nearly imper-
ceptible in Figure 1 (b), and becomes more obvious in
Figure 1 (c).

1.2. Asymmetric Gaussian Fitting Function

As an alternative to the SErf function introduced in Section 1.1,
we consider the asymmetric Gaussian function, qAG [Eq, (4)]:

Figure 1. a) Graphical representation of the mathematical convolution of
a top-hat function of width D (in-frame displacement length) in the x direc-
tion (direction of motion) and a symmetric Gaussian function that gives rise
to the SErf function. b,c) Simulated SErf functions for D = 2 pixels (b) and
D = 8 pixels (c). The integral of the images over dy and dx are shown below
and to the left, respectively, of each image. Here, N = 1 � 105 photons,
b = 200 photons pixel�1, and s = 2 pixels.
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Here, the standard deviations (in units of pixels) both along
the direction of motion and perpendicular to it, sx and sy, re-
spectively, are considered, and x and y are again free to rotate
in the xy plane about an angle f according to Equa-
tion (2). The asymmetric Gaussian function, qAG, be-
comes the conventional symmetric Gaussian func-
tion, qSG, when sx =sy =s.

Since the aspect ratio (sx/sy) of a fit to Equation (4)
will increase monotonically with increasing in-frame
displacement, D, simulated data can be used to cali-
brate Equation (4). In Section 2.2, the simulated data
is fit to the parabola [Eq. (5)]:

sx

sy
¼ cD2 þ 1 ð5Þ

This parabolic fit of the calibration curve provides
a single empirical fit constant, c, which allows for
error propagation.

In this paper, we use Fisher information theory[12] to analyti-
cally evaluate the precision (Section 2.1), we consider simulat-
ed data to numerically determine the precision (Section 2.2),
and we fit experimental measurements of scattering from gold
nanoparticles moving at a constant velocity to experimentally
measure the precision (Section 2.3) for each of the fitting func-
tions, qSErf and qAG, introduced above. We then apply the
mobile single-molecule asymmetric Gaussian and SErf func-
tions to fluorescently labeled Vibrio cholerae cells swimming in
the imaging plane of a microscope in Section 2.4.

2. Results and Discussion

2.1. Analytical Precision

The smallest possible variance, or Cram�r-Rao lower bound, of
a fitting parameter, qi, is equal to the inverse of the Fisher in-
formation matrix of the fitting function, I(q).[13] Here, for both
qSErf and qAG, the 7 � 7 square matrix [Eq. (6)]:

½Ið~qÞ�i,j ¼
Z

1
b2 þ q

@q
@qi

@q
@qj

dxdy ð6Þ

In Equation (6), q is the image function qSErf or qAG [Eq. (3) or
(4)] , here used as a likelihood function. b2 is the mean of the
Poissonian noise corrupting the image, in photons per pixel.
Cross-terms of [I]i,j are neglected because symmetry causes
them to be near-zero or identically zero. The derivatives of qSErf

and qAG are taken with respect to each fit parameter:
{x,y,D,s,f,N,b} for qSErf and {x,y,sx,sy,f,N,b} for qAG. For the diago-
nal elements of [I]i,j, each derivative is squared, divided by the
original function plus a noise term, (b2 + q), and then integrat-
ed over all space per Equation (6). The inverse square root of

this quantity is the standard deviation (RMS error), Dqi, of the
corresponding parameter, qi.

Equation (6) is applied to determine the variances (Dx)2,
(Dy)2, and (DD)2 of x, y, and D, respectively, for the asymmetric
Gaussian and SErf functions, and the results are given in
Table 1. As described in the Experimental Section below, solu-

tions for the asymmetric Gaussian function are exact except
for an initial separation of the integrals into high- and low-
noise regimes (a simplification used for all solutions). To find
DD for the asymmetric Gaussian function, the calibration fit
[Eq. (5)] is used in the error propagation according to Equa-
tion (8) in the Experimental Section below. Furthermore, for
the SErf function, Taylor expansions around D = 0 were re-
quired to determine (DD)2 (high- and low-noise limits), (Dy)2

(high-noise limit only), and (Dx)2 (low-noise only); those solu-
tions in Table 1 are therefore best when the displacements are
small. The variance in the estimation of the displacement does
not noticeably differ between numerical and closed-form eval-
uations of the integrals.

Plotted in Figure 2 (a), (b) are the RMS errors (Dx, Dy and DD)
found by numerical integration of the Fisher information of x,
y, and D (solid lines), and the RMS errors from by the closed-
form solutions of Table 1 (dotted lines), for the asymmetric
Gaussian function [Figure 2 (a)] and the SErf function [Fig-
ure 2 (b)] , as a function of number of detected photons, N.
These Cram�r-Rao lower bounds depend on D, b and s in ad-
dition to N ; here, D = 5.1 pixels, b = 200 photons pixel�1, f= 0
and s= 2 pixels.

As expected, all the errors decrease monotonically with in-
creasing N, and we find consistently DD @ Dx�Dy. Importantly,
Dy is identical (in the high-photon-count regime) to errors in
the position estimators, Dx and Dy, for fitting immobile mole-
cules with a symmetric Gaussian.[11] Figure 2 (a), (b) show only
slight discrepancies in the errors of the two new fitting func-
tions, so we expect the two functions to perform similarly.
Good agreement is observed between closed-form and numer-
ical solutions, so one may use the analytical expressions for
the error in Table 1 to design and troubleshoot experiments. In
Figure 2 (b), there is a significant discrepancy between the
closed-form and numerical solution for DD in the SErf function;

Table 1. Closed-form analytical solutions to the Fisher information for three parame-
ters of the asymmetric Gaussian and SErf fitting functions. Each solution is given as
the sum of the solution in the high-noise regime and the solution in the low-noise
regime, and Taylor series expansions are used for some of the SErf results, as de-
scribed in the text.

Gaussian SErf

(Dx)2 8 b2ps3
x sy

N2 þ s2
x

N
2 b2D2ps2

N2 1�exp � D2

4 s2ð Þð Þ þ
24 s2

N 24 s2�D2ð Þ

(Dy)2 8 b2ps3
y sx

N2 þ s2
y

N
192 b2ps6

N2 24 s2�D2ð Þ þ
s2
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(DD)2 4 b2psx 1þs2
xð Þ
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this discrepancy arises from the limit of small D imposed by
the Taylor expansions, and the deviation grows with D (Sup-
porting Figure 1). For both fitting functions, as the displace-
ment is increased, Dx increases while Dy stays fairly constant,
and DD decreases. At the D = 5.1 pixels case considered in Fig-
ure 2 (a), (b), Dx and Dy have already diverged.

Though D cannot be determined from a fit to a conventional
symmetric Gaussian function, the theoretical localization error
for the symmetric Gaussian function can be found by consider-
ing the closed-form solutions for Dx and Dy for the asymmet-
ric Gaussian function in Table 1 under the condition sx =sy =s.
The error for the symmetric Gaussian function is thus (Dx)2 =

(Dy)2 = 8b2ps4/N2 +s2/N, as was found by Thompson et al. in
their consideration of the symmetric Gaussian fitting func-
tion.[11] The theoretical localization precisions of the symmetric
and asymmetric Gaussian functions are therefore identical
when measuring stationary sources (Supporting Figure 3).

2.2. Numerical Precision

The analytical treatment in Section 2.1 gives the lower bounds
for RMS error in x, y and D based only on the choice of fitting
function. To provide an estimate of the RMS errors in the locali-
zation and displacement estimation for realistic experimental
conditions, simulated data was created to span a reasonable
range of photon count, N, and displacement, D. For each con-
dition, 1000 simulated images were fit by least-squares minimi-
zation to each of the fit functions, qSErf and qAG, and the var-
iance in the fit parameters was measured. Figure 2 (c), (d) show
Dx, Dy, and DD for a typical displacement, D = 5.1 pixels. The
precision of all parameters improves with higher photon

count, N, and when D>0, Dx and Dy diverge and we consis-
tently find DD @Dx>Dy.

At the limit of D = 0, the localization precision of the new fit-
ting functions, qSErf and qAG, are the same as that of the tradi-
tional symmetric Gaussian function, qSG. Furthermore, even as
D becomes finite, the localization errors are still nearly identical
(Supporting Figure 2). Finally, as in-frame displacement, D, in-
creases, qSErf and qAG begin to outperform qSG in terms of locali-
zation accuracy (Supporting Figure 3). Since the traditional
symmetric Gaussian function, qSG cannot measure D, the new
functions have the added benefit of providing an instantane-
ous measure of velocity.

The errors Dx and Dy agree between the two new fitting
functions, but we find in the low N regime that DD is smaller
for the SErf function, i.e. the SErf function performs better than
the asymmetric Gaussian function for estimating D. For the b =

200 photons pixel�1 level considered here, at low photon
count, neither fitting function is able to distinguish the particle
from background noise, giving rise to random guesses within
the imaged area. The data in Figure 2 (c), (d) is therefore limit-
ed to the N>6000 regime, in which the parameter variances
depend on N.

Because the fitting functions proposed in this paper are not
perfect estimators of the PSF, there exists a bias in the estima-
tion of D, in part because qSErf and qAG cannot distinguish be-
tween forward and reverse motion and is therefore always
taken to be positive. We compute this bias from fits to simulat-
ed data by averaging over 1000 simulated data sets for each
condition. Figure 3 (a), (b) compare the estimated displacement,
Dfit, from fits to the asymmetric Gaussian and SErf functions, re-
spectively, to the actual displacement, D. Here, the solid lines

Figure 3. Effect of changes in the actual simulated displacement, D, on fit
parameters computed based on fits to simulated data. a,b) Fit displacement,
Dfit, versus actual displacement, D. c,d) Precision for x, y, and D computed
from fits to simulated data. Here, N = 1 � 105 photons, b = 200 photons pix-
el�1, f= 0 and s= 2 pixels.

Figure 2. Precision for x, y, and D. a,b) Precision computed using Fisher infor-
mation theory. Solid lines (c): numerical solutions to the integrals in Equa-
tion (6) ; dotted lines (g): approximate closed-form analytical solutions
from Table 1. c, d) Precision calculated from variance of fits to 1000 simulated
images. Here, D = 5.1 pixels, b = 200 photons pixel�1, f = 0 and s = 2 pixels.
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are the average Dfit as a function of D, and the shaded region
shows �DDfit. For both fitting functions, the correspondence is
worst (large bias in D) at low D, and this bias decreases as D in-
creases, finally disappearing altogether for D>3. The bias in
the asymmetric Gaussian fit, Figure 3 (a), is attributed to errors
in the c = 0.0104 fit of the calibration curve, Equation (5). This
parabolic function is mathematically simple, but gives rise to
a large bias at small D. This bias could be removed with
a more elaborate calibration curve. On the other hand, Fig-
ure 3 (b) shows that for the SErf function, at small D, the bias
depends on D with a slope of �1. This bias in the estimation
of D arises because least-squares fitting to the SErf function
never returns a Dfit value smaller than some minimum value
(~2 pixels), while the true displacement may be as small as 0.
Displacement estimations below that value are no longer de-
pendent on the real displacement, and instead always return
the same value on average. Overall, Figure 3 (a), (b) show that
the two fitting functions have very similar biases in D.

Figure 3 (c), (d) show the errors, Dx, Dy, and DD for the asym-
metric Gaussian and SErf functions, respectively, as a function
of D. For both functions, Dy is mostly independent of D, and
indeed this relationship, Dy¼6 f(D), is used in Section 2.1 to
derive the closed-form precision for y in the high photon
count regime. Dx and Dy are nearly identical for the two fitting
functions, so the localization precision is unaffected by choice
of function. Furthermore, though D was found to be biased at
small displacements, no bias in x, y, or f was identified (data
not shown). The asymmetric Gaussian and SErf functions can
therefore both make accurate estimations of position, (x, y),
and angle, f, at all values of D.

2.3. Controlled Motion

Scattering from 26 nm gold nanoparticles immobilized on
a coverslip was imaged under 532 nm laser excitation and ras-
tered at a constant velocity across the microscope viewing
area with a piezo scanner. Figure 4 (a), (b) show the precision in
x, y, and z from fitting the recorded movies to the asymmetric
Gaussian and SErf functions, respectively. Though the actual
experimental velocity was in principle known, the piezo stage
motion was very non-uniform over the course of the experi-
ment. These significant variations in speed introduced some
additional systematic error to the experiment. To minimize this
error in D, the estimated D from the fits were compared to the
average velocity of the stage over segments of only five con-
secutive frames (see Experimental Section). Those average
values were then subtracted from the position measurements
to measure the variance in the localization estimates.

As was found analytically and numerically, at all N, the errors
followed the trend DD @ Dx>Dy, and the differences in the lo-
calization precision for both Dx and Dy between the two
methods were subtle. The asymmetric Gaussian function, how-
ever, gave greater errors in D. This additional DD may be due
to the fact that D is not a fit parameter for qAG but rather relat-
ed to the ratio of two fit parameters and dependent on anoth-
er parameter in the calibration curve, Equation (5). Further-
more, for both fitting functions, DD depends only weakly on
N. This may be related to the fact that D can only be well esti-
mated if f is accurately determined.

The results from this experiment are similar to the results
from simulation (Figure 2 (c), (d)), and only slightly worse than
the lower bounds suggested by Fisher information analysis
(Figure 2 (a), (b)). The shallower slopes of error versus N in
Figure 4 can be attributed to the background, which is no
longer constant as it was in Figure 2; rather, in these experi-
ments, there is a non-negligible increase in b as N increases.

Figure 4 (c), (d) show typical experimental data from the low-
photon-count (N = 4.56 � 104) and high-photon-count (N =

5.13 � 105) regimes of this experiment, respectively, as well as
the fits of each data set to the asymmetric Gaussian and SErf
functions. The asymmetric Gaussian fits are too sharply peaked
at its center, whereas the SErf function fits with a smaller
residual.

2.4. Cellular Motion

The fit functions qSErf and qAG proposed in this paper can be
used to characterize directional motion of small objects such
as bacteria cells. Here, we excite fluorescent markers on the
surface of V. cholerae cells with a 488 nm laser and record
images as the cells move in two dimensions within a thin layer
of media between a coverslip and an agarose pad. Figure 5 (a)
presents the results of one typical trajectory (see Supporting
Movie 1). Here, a cell marked with a single Alexa-488/antibody
label is tracked for 65 imaging frames, during which time, it
diffuses randomly (frames 1–7), then moves consistently at an
angle of f~1358 from the horizontal (frames 8–41), and then
finally resumes diffusive motion (frames 42–65). Though the

Figure 4. Experimental precision for x, y, and D measured by translating im-
mobilized gold nanoparticles on a motorized stage. a,b) Precision using
asymmetric Gaussian and SErf fits, respectively. b>100 photons pixel�1,
c = 0.0104. (c). d) Example data at low photon counts (N = 4.56 � 104) and at
high photon counts (N = 5.13 � 105), respectively. Left panels : experimental
data, center panels : SErf fits, right panels : asymmetric Gaussian fits.
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average displacement, D, and angle, f, can be estimated from
the trajectories, fits to qSErf and qAG allowed for instantaneous
measurements of the velocity and directionality.

During the intermediate frames, the cell moved fast enough
that fits to the SErf function, qSErf, and the asymmetric Gaussian
function, qAG, yielded meaningful data. Here, we expect that
the instantaneous fit D is reasonable; unfortunately the aver-
age displacement calculated from the average of changes in
position was a bad approximation and so the comparison be-
tween instantaneous fit D and average D was poor (Supporting
Figure S4). Fortunately, the average angle of motion, f, was
more accurately estimated from the center-to-center average
angle over three-frame segments, and a comparison of the in-
stantaneous angle from fit to qAG and qSErf and the average
angle from frame-to-frame changes is presented in Fig-
ure 5 (a), (b), respectively. Here, the dashed lines show perfect
correspondence, the color scale indicates the instantaneous
displacement from the fit for each measurement, and the size
of the points is inversely related to the square of the 95 % con-

fidence interval for the fit to the angle, f. For both functions,
there is good agreement between instantaneous and frame-to-
frame angle measurements for the directed motion at
f~ �1358, where D is large. As expected, in the D small case
(random cellular diffusion), isotropic blurring dominates and
the methods described here produce incorrect instantaneous
angle measurement. Accordingly, Figure 5 (a), (b) show no cor-
respondence for the fits where D is small.

Figure 5 (c) shows the fluorescent image of the cell during
the directional motion portion of its trajectory, frame 40 of
Supporting Movie 1. The fluorescent label on the cell appears
to be asymmetric and elongated in the direction of motion
(~1358 from the horizontal), and the displacement and angle
can both be estimated from fits to qAG and qSErf. Figure 5 (d)
shows the fluorescent image of the cell during the random
portion of its trajectory, corresponding to frame 56 of Support-
ing Movie 1. Here, the asymmetry vanishes and the resulting
PSF is a symmetric Gaussian with increased standard deviation,
as per Schuster et al.[17] The directional motion fitting functions,
qAG and qSErf, cannot accurately determine D or f here.

3. Conclusions

In this paper, we have introduced two new fit functions, the
asymmetric Gaussian function and the Sum of Error Functions
(SErf) function, that can each measure the instantaneous posi-
tion, directionality and velocity (in-frame displacement) from
a fit to the fluorescent image of a single molecule undergoing
directional motion. Both functions have the benefit of being
easily integrated into standard single-molecule fluorescence
microscopy fitting routines. The results from Fisher information
analysis provide a lower bound to the precision of each param-
eter in the fitting function. Though deriving the closed-form
solutions in Table 1 required several simplifications, the true
precision of each parameter was easily attained in Section 2.1
by numerically solving the Fisher information integrals. Overall,
we find that the two fitting functions perform very similarly,
and that the errors consistently follow the trend Dy�Dx !DD,
where x is the direction of motion. Here, the errors in the posi-
tion estimator for the y direction (perpendicular to the motion)
are identical to those derived for fitting stationary molecules
to a symmetric Gaussian function,[11] indicating that no localiza-
tion precision is lost with the new functions relative to stan-
dard single-molecule fitting algorithms.

The simulations in Section 2.2 show that the two fitting
functions perform similarly in nonlinear least squares minimiza-
tion, though in the low photon count regime, the SErf function
provides more precise estimates of position and displacement.
Unfortunately, though estimations of position and angle are
unbiased, we have found a systematic bias when estimating
in-frame displacement by fitting to either function for small D.
This regime could be avoided in applications by choosing ex-
perimental conditions that result in D>3 pixels/imaging frame
and by carefully calibrating the asymmetric Gaussian function.
The results from simulations are similar to the Cram�r-Rao
lower bounds, and the slight increase in error in the simula-
tions can be attributed to our use of nonlinear least squares

Figure 5. Analysis of experimental images of a V. cholerae cell in motion in
the 2D plane. a,b) Comparison of instantaneous direction of motion, f, from
a fit to the asymmetric Gaussian function (a) and the SErf function (b), to
average direction of motion from the center-to-center average angle over
three-frame segments. The dashed lines (a) show perfect correspondence,
the color scale indicates the instantaneous displacement for each measure-
ment from the fit, and the size of the points is inversely related to the
square of the 95 % confidence interval for the fit to the angle, f. c) Repre-
sentative image of a fluorophore undergoing directed motion (frame 40 of
Supporting Movie 1). Scale bar: 500 nm. d) Representative image of a fluoro-
phore undergoing diffusive motion (frame 56 of Supporting Movie 1).
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minimization, which is superior to maximum likelihood estima-
tion (MLE) in speed and simplicity, but inferior to MLE in preci-
sion. Though these simulations were done with very bright ob-
jects in a very noisy background, applications to lower photon
count and noise cases does not alter the results qualitatively.
Results for this regime, which was recently considered by Y�ce
et al. ,[20] are presented in Supporting Figure 5 and 6.

The application of the fitting functions to the motion of
gold nanoparticles in Section 2.3 verified our method in the
context of a controlled experiment, and indeed, we find that
the new fitting method provides the velocity and directionality
of each nanoparticle in each image without degrading the lo-
calization precision relative to the symmetric Gaussian fitting
function. Though these nanoparticle tracking experiments are
not perfect controls due to variations in the stage velocity, the
experiments validate our analytical framework, yielding experi-
mental errors similar to the errors in simulations, and only
slightly worse than the Cram�r-Rao lower bounds.

In Section 2.4, we applied our new fitting functions to the
motion of a live V. cholerae cell moving in the imaging plane
of a microscope. To the best of our knowledge, this is the first
example of instantaneous direction and velocity measurement
of a freely moving bacteria cell. We observed both random, dif-
fusive motion and steadily directional motion, and found that
the instantaneous displacement and angle were only well mea-
sured by the fitting functions in the case of directional motion,
yet the localization precision was not compromised in any
case. The mobile single-molecule fitting functions proposed in
this paper are therefore appropriate for any situation where
there is directional motion for some part of a trajectory.

In conclusion, presented here are two methods for measur-
ing positions and in-frame velocities of single point light sour-
ces. By explicitly accounting for the motion of the fluorophore,
these fitting functions permit even mobile single molecules to
be fit in standard post-processing routines. These methods
promise to improve single-molecule tracking as fewer data
sets must be rejected, and tracking algorithms can also be re-
fined to use the instantaneous displacement and directionality
as a predictor for the next data point. In a crowded environ-
ment, these two factors will make tracking algorithms less am-
biguous. These methods do not require unique experimental
design, and can even be applied to pre-existing data to recov-
er information previously unnoticed. The precision of the two
new fitting functions is nearly identical under all of the condi-
tions we have considered, though least-squares fitting with
the SErf function is 4.5 % slower than least-squares fitting with
the asymmetric Gaussian function.

The directional-motion fitting functions presented in this
paper have the potential to inform on the dynamics of living,
functioning cells. In addition, we envision that these methods
can enable single-molecule imaging of bio-molecules within
live, moving cells, since cellular imaging with the new fitting
functions, like in Section 2.4, can provide a moving frame of
reference for concurrent intracellular single-molecule imaging.
This is particularly promising for studies of cellular chemotaxis
and signaling, though it can be applied in any situation where
directional motion is expected.

Experimental Section

Fitting Function: SErf

The distributive property of the derivative of convolutions is used
to convolve a top-hat function, h, with a symmetric Gaussian func-
tion, g, as in Equation (1). This distribution gives rise to Equa-
tion (7), which is convolved, integrated over all space and normal-
ized to produce Equation (3), the SErf function, qSErf(x, y):

@

@x
qSErfðx,yÞ ¼

d yð Þ d x þ D
2

� �

� d x � D
2

� �� �� �

� exp � x � x0ð Þ2þ y � y0ð Þ2
2 s2

� �

ð7Þ

Fitting Function: Asymmetric Gaussian

To adapt the asymmetric Gaussian function to measuring instanta-
neous directed motion, a calibration curve is introduced that re-
lates the ratio of the standard deviations parallel and perpendicular
to the direction of motion, that is, sx/sy, to D. The curve is populat-
ed by simulated data (see Simulated Data Section below) with
varying in-frame displacement, D, and the ratio sx/sy is obtained
from an asymmetric Gaussian fit. The simulated data had N = 1 �
105 photons, b = 200 photons pixel�1, sy = 2 pixels, and 1000 simu-
lated data sets were fit for each D. This calibration curve is fit by
a parabola, Equation (5). The parabolic fit serves both as a look-up
table for estimating displacement, D, from fitting parameters sx(D)
and sy(D), as well as the method of estimating, by error propaga-
tion, the precision of D.

Fisher Information

Exact solutions for the asymmetric Gaussian function Fisher infor-
mation integrals, Equation (6), were found by splitting these inte-
grals into high- and low-noise regimes (b @ q and b ! q, respective-
ly). For the less analytically tractable SErf function, further simplifi-
cation was required and Taylor expansions at D = 0 were used.
Because numerical integration showed Dy to be independent of D
at high photon count, the integral for y was further simplified by

taking lim D!0
1

b2þq
@q
@y

� �2n o
. Because the variance of each parameter

is reciprocal to its Fisher information, the square roots of the re-
sults in Table 1 give the RMS error. The Fisher information for the
two functions was numerically integrated in Mathematica for com-
parison to the closed-form solutions. Error propagation, Equa-
tion (8), using the calibration curve in Equation (5), was used to
find the precision of D as estimated by the asymmetric Gaussian
function. This treatment was not necessary when evaluating DD
for the SErf function because D is explicitly included in the func-
tion. Values of parameters for the results in this section were as fol-
lows: D = 5.1, s= 2, b = 200 for the SErf integrals, and: sx = 2.54,
sy = 2, b = 200 for the asymmetric Gaussian integrals. This value of
sx was calculated from Equation (5) using the calibration constant
from simulation, c = 0.0104, D = 5.1, and sy = 2 [Eq. (8)]:

ðDDÞ2 ¼
@D sx ; sy

	 


sx

� �2

ðDsxÞ2 þ
@D sx ;sy

	 


sy

� �2

ðDsyÞ2 ð8Þ

Pixelation, which adds noise due to the finite size of a, is ignored
in our solutions to the Fisher information (i.e. Figure 2 (a), (b) and
Table 1) because our results for RMS error were found to depend
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only weakly on pixel size within parameter regimes relevant to
single-molecule experiments. For the SErf function and the asym-
metric Gaussian function, pixelation can be accounted for by
adding the variance of a top-hat distribution with width a, (Da)2 =
a2/12, to the variance of the point spread function, that is, s2 or sx

2

and sy
2.

Simulated Data

Simulated images of point-source emitters were generated by
weighting random numbers (generated by the Matlab routine
rand) by a distribution function given by the numerical convolu-
tion of a top-hat function and an Airy disk. The convolution was
done at high resolution, 1000 � 1000 pixels, and the distributions
were then down-sampled by linear interpolation to 25 � 25 pixels.
The number of photons for each simulated image was chosen
from a Poisson distribution with mean equal to the desired photon
count. Poissonian noise with standard deviation of 200 counts per
pixel was added to the simulated image. The computed precision
in Figure 2 (c), (d) was determined by fitting simulated data with
the asymmetric Gaussian and SErf functions with the built-in
bounded non-linear least squares minimization Matlab routine
lsqcurvefit. The variance of the parameter estimations was calculat-
ed based on fitting 1000 simulated data sets for each value of N
and D.

Controlled Nanoparticle Motion Imaging

Glass microscope coverslips were cleaned using an oxygen plasma
etch (10 min at 200 mTorr; Plasma Etch, Inc. PE-50). Gold nanoparti-
cle substrates were prepared on the cleaned coverslips using
a spin-assisted layer-by-layer technique[21] based on polyelectrolyte
films of positively charged poly(diallyldimethyl ammonium chlo-
ride) solution (PDADMAC, Sigma Aldrich) and negatively charged
poly(sodium 4-styrene) solution (PSS, Sigma Aldrich). 26 nm diame-
ter spherical gold nanoparticles (Nanopartz, Inc.) were used as re-
ceived. Polyelectrolyte solutions (20 % by weight in water) were di-
luted in distilled deionized (DDI) water. 20 mm PDADMAC (calculat-
ed using monomeric weights) was spun onto coverslips (300 mL,
15 s, 4000 rpm), then washed three times with DDI water (300 mL,
15 s, 4000 rpm). A mixture of nanoparticles and 20 mm PSS was
then spun onto the PDADMAC-coated coverslips (100 mL NPs,
200 mL PSS, 15 s, 4000 rpm), followed by three washes with DDI
water.

The resulting sparse gold nanoparticle samples were imaged using
with a 60 � 1.49-NA oil-immersion objective (APON60XOTIRFM) in
an Olympus IX81 inverted microscope. Wide-field epifluorescence
single-molecule microscopy was performed using 532 nm light
(Crystalaser CL532-150mW-L) as an excitation source via fiber
input. Scattered light was imaged on a 512 � 512 pixel EMCCD
(Andor iXon 897) at a frame rate of 2 Hz for 3 min. This setup had
a magnification factor a = 50 nm pixel�1. The samples were translat-
ed during imaging at a constant velocity of 0.5 mm s�1 with a capac-
itive piezoelectric xyz stage (Physik Instrumente).

Controlled Motion Analysis

Movies of translating gold nanoparticles were fit by the Matlab
routine lsqcurvefit to the asymmetric Gaussian and SErf functions,
yielding instantaneous values for all fit parameters for each local-
ized nanoparticle in each imaging frame. To determine the Dx and
Dy as a function of photons detected in Figure 4, particle tracks
were separated into five-frame segments. The average center-to-
center displacement/frame for each segment was calculated then

subtracted from the position measurements, producing five sta-
tionary images. Then the measured x, y, and D values were binned
by N and the variance of the parameter estimations were calculat-
ed for each bin.

Cellular Motion Imaging

Cells of the Vibrio cholerae classical strain O395 were grown in LB
rich medium at 37 8C, then grown to turbidity (OD 0.3) at 30 8C in
M9 minimal medium. V. cholerae cells were incubated first with
intact whole-cell anti-V. cholerae polyclonal rabbit primary antibod-
ies (1/2000, Abcam) for 30 min at RT, rinsed 3 times in M9, then in-
cubated with Alexa-488 goat anti-rabbit secondary antibodies
(1/1000, Life Technologies) for 30 min at RT, and again rinsed three
times in M9. This produced cells with 0–3 fluorescent labels on
their surface. 2.0 mL of cells in M9 media were sandwiched be-
tween a 1.5 % agarose in M9 pad and a glass coverslip. The agar-
ose pad was wet enough to allow for two-dimensional motion
within the focal plane.

The labeled V. cholerae cells were imaged using with a 100 � 1.40-
NA oil-immersion objective in an Olympus IX71 inverted micro-
scope. Wide-field epifluorescence single-molecule microscopy was
performed, using 488 nm light (Sapphire 488-50) as an excitation
source with excitation powers of 100–500 mW. Scattered light was
eliminated with a dichroic and a long-pass filter (Semrock Di01-
R488 and Semrock BLP01-488), emitted signal was magnified by
a 3.3 � beam expander to a final magnification of a = 49 nm/pixel,
and the emission was recorded on a 512 � 512 pixel EMCCD (Pho-
tometrics Evolve EMCCD) at a frame rate of 10 Hz for 5 min.

Cellular Motion Analysis

Swimming cells with a single visible fluorophore were identified
for analysis, and the fluorescent label was fit in each imaging
frame with the SErf and asymmetric Gaussian functions. Each fit
yielded a measured instantaneous D and f for each imaging
frame, i, and these values were compared to an estimate for D and
f determined from the trajectory between the center positions of
that fluorophore in frames (i�1) and (i + 1).
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