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ABSTRACT

Contributions to Pursuit-Evasion Game Theory

by

Dave Wilson Oyler

Chair: Anouck R. Girard

This dissertation studies adversarial conflicts among a group of agents

moving in the plane, possibly among obstacles, where some agents are pur-

suers and others are evaders. The goal of the pursuers is to capture the evaders,

where capture requires a pursuer to be either co-located with an evader, or in

close proximity. The goal of the evaders is to avoid capture. These scenarios,

where different groups compete to accomplish conflicting goals, are referred

to as pursuit-evasion games, and the agents are called players.

Games featuring one pursuer and one evader are analyzed using domi-

nance, where a point in the plane is said to be dominated by a player if that

player is able to reach the point before the opposing players, regardless of

the opposing players’ actions. Two generalizations of the Apollonius circle

are provided. One solves games with environments containing obstacles, and

the other provides an alternative solution method for the Homicidal Chauffeur

game. Optimal pursuit and evasion strategies based on dominance are pro-

vided.

xix



One benefit of dominance analysis is that it extends to games with many

players. Two foundational games are studied; one features multiple pursuers

against a single evader, and the other features a single pursuer against multi-

ple evaders. Both are solved using dominance through a reduction to single

pursuer, single evader games. Another game featuring competing teams of

pursuers is introduced, where an evader cooperates with friendly pursuers to

rendezvous before being captured by adversaries.

Next, the assumption of complete and perfect information is relaxed, and

uncertainties in player speeds, player positions, obstacle locations, and cost

functions are studied. The sensitivity of the dominance boundary to perturba-

tions in parameters is provided, and probabilistic dominance is introduced. The

effect of information is studied by comparing solutions of games with perfect

information to games with uncertainty. Finally, a pursuit law is developed that

requires minimal information and highlights a limitation of dominance regions.

These contributions extend pursuit-evasion game theory to a number of

games that have not previously been solved, and in some cases, the solutions

presented are more amenable to implementation than previous methods.
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CHAPTER 1

Introduction

In recent years, there have been significant investments and improvements in autonomous

vehicle technology. Much of this can be attributed to the increased utilization of re-

motely operated vehicles and the challenges associated with their operation. For example,

Unmanned Air Vehicles (UAVs) have played significant roles in recent military operations,

and due to the unavoidable time delays and intermittent communication links associated

with operating a UAV from halfway around the world across multiple land- and satellite-

based communication links, an increasing number of tasks have been automated. This has

lead to a fundamental shift in operations from a model based on in-situ piloting, where

an aircraft’s control surface deflections are input directly, to a model based on specifying

waypoints or other high-level tasks. This shift has been especially important for the oper-

ations of underwater vehicles and planetary rovers, where time delays and communication

bandwidth limitations are even more severe.

However, the utilization of autonomous mobile vehicles has so far been limited mostly

to benign environments, where there can be a reasonable expectation that either the high-

level task assignments will be completed or the vehicle will be able to enter a safe state

to await further instructions. Returning to the example of UAVs, recent military conflicts

have had large disparities in the technological capabilities of the opposing forces, and the

use of UAVs has been possible primarily due to the possession of complete air superiority

by one of the forces. In a hypothetical future conflict between peers, opposing forces
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could intervene to prohibit the completion of a UAV’s task. Worse still, when a task is

unable to be completed, standard safe-state behaviors, such as loitering, could leave the

UAV in danger of being destroyed. Thus, a lack of air superiority would prohibit the use of

many current operations concepts, and it would render a large amount of autonomous and

remotely-operated technology inoperable.

Besides hostile environments, similar challenges exist in unpredictable environments.

For example, autonomous driving technology has seen vast improvements in recent years,

but one challenge in the autonomous driving problem is that the vehicles must operate in

the presence of human drivers. Standard rules of the road exist in part to increase the

predictability of all drivers, but nevertheless, human drivers are notoriously unpredictable.

One approach to solving this problem is to consider the worst-case behavior; i.e., if an

autonomous vehicle is tasked with avoiding collisions while holding its lane or passing

another vehicle, then a possible design assumption might be that other drivers will actively

attempt to prevent or delay the safe completion of this task. For example, when holding its

lane, this would entail driving with a safe amount of headway in case a car in front decel-

erated rapidly without warning. This is known as “defensive driving”, and it is a standard

practice among human drivers that stems from the assumption that the environment could

become adversarial at any moment.

In order to reach the goal of completely autonomous operations in realistic environ-

ments, the environments cannot be assumed to always be benign, and adversarial behavior

must be considered. This leads to problem formulations known as adversarial games. One

such game, which represents both the UAV and autonomous driving scenarios described

above, is the problem of pursuit and evasion, where some agents, known as pursuers, at-

tempt to capture or collide with other agents, known as evaders, while the evaders attempt

to prevent this capture from occurring.
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1.1 Problem Statement

The problem for the pursuers (evaders) can be stated as follows: given models for the

environment and the capabilities of all players, find actions that cause (prevent or delay)

capture. From this general statement, several interesting questions can be posed:

• How can individuals determine their optimal actions?

• How can heterogeneous teams cooperate to accomplish their goals?

• How do information and uncertainty influence pursuit and evasion?

These questions are broad, and they involve a great deal of complexity, so to reduce the

scope, the following constraints are applied:

• The environment is planar.

• All obstacles are line segments or polygons.

• Players travel at constant speeds.

• Player motions may be further constrained, but only by minimum turn radii.

• All players possess knowledge of the environment as well as the positions and capa-

bilities of all other players, but this knowledge may be subject to uncertainty.

1.2 Original Contributions

The primary contribution of this dissertation is the extension of a solution method for

Pursuit-Evasion (PE) games. This extension permits analysis of a number of games that

have not been solved in the PE literature, including games in the presence of obstacles,

many-player games with heterogeneous teams, and games with uncertain parameters, mea-

surements, or cost functions.

This primary contribution can be separated into the following components:
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• Methods for determining the optimal actions in Single Pursuer, Single Evader (SPSE)

games. These include a solution for games with simple motion in the presence of ob-

stacles, which has not previously been presented in the literature; a solution for the

Homicidal Chauffeur (HC) game, which provides an alternative to existing methods

and has benefits when analyzing extensions to the HC game, such as HC with ad-

ditional pursuers or evaders; and a general method for computing solutions to PE

games with arbitrary player dynamics.

• Methods for decomposing many-player games into a collection of SPSE games.

These include a solution to the Multiple Pursuer, Single Evader (MPSE) game and

contributions to the solution of the Single Pursuer, Multiple Evader (SPME) game.

Additionally, the solutions to these two games provide the foundation for a solution

to the Multiple Pursuer, Multiple Evader (MPME) game.

• The sensitivity of solutions to PE games with respect to perturbations in the available

information. Based on this, solutions for PE games in the presence of uncertainty are

provided, and studies are performed on the effect of information on the solutions to

PE games.

The primary significance of these methods is that they form a foundation for the analysis

of other PE games which have not yet been solved in the literature. For example, in the

SPSE game, these methods give the solution in the presence of obstacles, which has not

been accomplished in the literature. Furthermore, the solution to the SPSE game serves as

the foundation for solutions to games with additional players and games with uncertainty.

Another benefit of these contributions is that they can reduce the computational re-

quirements of solving certain PE problems. Also, in some cases, a significant part of the

computation can be performed a priori, which reduces the amount of computation that

must be performed online. Therefore, these methods can be implemented more easily than

some other solutions in the existing literature.
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1.3 Organization

This dissertation is organized as follows: Chapter 2 provides a survey of the existing

pursuit-evasion literature, and it provides a short introduction to classical methods for solv-

ing PE games. This material is derived from [79].

Chapter 3 analyzes SPSE games, and it introduces the method of dominance regions.

Two classes of player dynamics are analyzed. In the first, both players can turn instanta-

neously, and the solution is provided for games in the presence of obstacles. In the second,

one player can turn instantaneously, and the other has a constrained minimum turn radius.

The material in Chapter 3 is based on material presented in [82], [85], and [80].

Chapter 4 studies problems with additional players. The solution to the MPSE game is

provided, and a novel PE game known as the P3 game is introduced and solved. The SPME

game is also studied. The content of Chapter 4 stems from material in [85] and [80].

Chapters 3 and 4 assume full and perfect information, and in Chapter 5, this assump-

tion is relaxed. A version of the SPME game with an uncertain cost function is introduced

and studied. Next, the sensitivity of solutions to perturbations in game parameters and

measurements is studied, and the P3 game is reanalyzed with uncertainty in the measure-

ments. Finally, a game with minimal information is studied, which shows a limitation to

the methods proposed in this dissertation. This chapter stems from [84], [81], and [83].
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CHAPTER 2

Literature Survey

Pursuit-evasion games have a rich history in the aerospace literature related to problems

such as aerial battles between fighter aircraft and homing guidance laws for missiles. How-

ever, due to technical challenges, there are many interesting questions open in the literature.

Recently, with the increasing prevalence of autonomous vehicles, there is renewed interest

in the field. This chapter addresses both the historic and renewed interest by highlighting

interesting aspects of the various game structures in the literature as well as the existing

solution techniques. It also calls attention to current work and open challenges.

2.1 Introduction

PE games model scenarios with multiple agents where some are pursuers and others are

evaders. The goal of the pursuers is to capture the evaders, while the evaders attempt to

avoid capture. The term “capture” typically refers to a situation where a pursuer and an

evader are colocated, or within some prescribed maximum distance, but other termination

conditions are also possible and are discussed in Section 2.2.3.

There are many examples of pursuit-evasion conflicts. In the aerospace field, these in-

clude aerial battles between fighter aircraft [43], missiles utilizing homing guidance to hit

targets [51], and unmanned aircraft performing surveillance of ground targets [28]. There

are also many applications outside the realm of aerospace such as biological studies of
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predator-prey relationships [15], search and rescue operations [40], and linebackers at-

tempting to tackle the ball carrier in a game of football [51].

Pursuit-evasion games have a rich history in the literature. However, due to technical

challenges, practical systems often rely on heuristic methods, such as the air combat tactics

outlined in [101], or rule-based simulators such as in [19]. Thus, there are many interesting

questions open in the literature.

2.1.1 Problem Description and Notation

This section presents a very general formulation for PE games. In Section 2.2, PE games

are divided according to game structure, and more complete problem formulations are pro-

vided.

PE games are adversarial conflicts between a number of agents consisting ofm pursuers

and n evaders. Individual pursuers and evaders are called Pi and Ej , respectively, and they

comprise the following sets, P and E :

P = {Pi : i = 1, ...,m, },

E = {Ej : j = 1, ..., n}.
(2.1)

For example, [31] considers a game with two pursuers against a single evader, and [18]

considers one pursuer and two evaders. Note that PE games with more than two players are

not always conflicts between P and E . In some cases, teams may consist of both pursuers

and evaders. Team games are considered in depth in Section 2.2.4. In addition, P and E

are not even necessarily disjoint. If a player, Mk, satisfies

Mk ∈ {P ∩ E }, (2.2)

then Mk is referred to as a mixed player.

The goal is to determine strategies for the players, where a strategy is a mapping from
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the game space into the admissible control actions, i.e., it is a vector function of the state.

Due to the inherent complexity of PE games, the existing literature typically assumes

that motion occurs within a plane (See Section 2.2.1). Agents move within their environ-

ment by controlling their speed and heading. Here, pursuers move with heading ψPi and

speed vPi, while evaders move with heading ψEj and speed vEj . Except where noted, in

this dissertation the speeds are assumed constant. The motion of the agents may be sub-

ject to environmental or kinematic constraints, which are considered in Sections 2.2.1 and

2.2.2, respectively.

PE games often terminate when capture occurs; that is, when the distance between the

pursuers and evaders becomes either zero or less than a prescribed quantity, `. However,

the literature also contains PE games with other termination conditions, such as visibility-

based games. These are considered in Section 2.2.3.

As in [48], PE games may have a finite number of outcomes or a continuum. Games

with a finite number of outcomes, such as whether or not capture occurs, are referred to

as games of kind. Alternatively, there may be a continuum of possible outcomes, such

as the time that elapses before capture, or the distance of the evader from a goal when

capture occurs, which one team seeks to minimize while the other attempts to maximize.

These games are referred to as games of degree, and the quantity that the players seek

to maximize or minimize is the payoff. Let J be the payoff, and ~x be the state vector,

which contains the locations and possibly the headings of the players, depending on the

particular dynamics of the game. Let the dynamics be given by f(~x, ~uB, ~uR), where one

team is known as the Blue team and control inputs ~uB while the other team is known as

the Red team and controls ~uR. These inputs may include, among other things, the player’s

headings, heading rates, or speeds (if not constant). If ~uB = ~uB(~x) and ~uR = ~uR(~x), then

~uB and ~uR are known as strategies. The value of the game, V , is given by:

V (~x) = min
~uB(~x)

max
~uR(~x)

J(~x). (2.3)
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Games with different payoffs are considered in Section 2.2.3.

Finally, the information available to the players can have a significant effect on PE

games. This information may include the state, the structure of the environment, the amount

of the environment that can be sensed at a given time, the speed and maneuverability of the

opponent, and even whether a given player belongs to P , E , or both. These topics are all

discussed in Section 2.2.5.

2.1.2 Scope

This dissertation focuses on PE games in continuous space. There is a body of existing

work that focuses on search and pursuit-evasion on graphs, and these works are collected

and organized in references [1], [21], and [32].

There have been a number of textbooks written about PE games. Additionally, this

work makes use of a number of concepts from differential game theory that are not strictly

limited to PE games. For more detailed analysis, and for definitions of terms, the reader is

referred to the following textbooks: [5], [48], [33], [51], [44], [114], and [59].

2.1.3 Organization

The remainder of this chapter is organized as follows: In Section 2.2, a variety of game

structures are provided along with formal problem statements. Section 2.3 describes a

number of solution methods from the literature. Challenges and open problems are de-

scribed in Section 2.4, and a summary is provided in Section 2.5.

2.2 Game Structure

This section describes some of the versions of PE games in the literature. It considers games

with different environments, dynamics, termination conditions, payoffs, team structures,
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and available information. Formal problem statements and applications are provided for

some of the more common games.

2.2.1 Environment

First, consider the environment in which the players move. PE games are typically used

to model physical agents moving in space, and the most general environment is therefore

three-dimensional. Reference [54] extends the state space to Rn. However, as Section 2.3

describes, many solution methods for PE games suffer from the curse of dimensionality,

and for this reason much of the literature considers games in the plane. Extensions of the

two dimensional plane have been analyzed, such as games on the surface of a cone [66]

and games on a two dimensional manifold [65]. Additionally, [111] uses a method of

projections to simplify the game space for higher dimensional games and reduce the effect

of the curse of dimensionality.

PE games have also been formulated in bounded environments and environments with

obstacles. PE games in the presence of obstacles include Isaac’s game of Obstacle Tag

[48] [49] and visibility-based games [9]. One version of PE in a bounded environment

is known as the Lion and Man Game [30], and a version of this game with a circular

obstacle is studied in [53]. There are also examples of PE games in the literature where

the environment contains obstacles that do not affect the players symmetrically [85]. This

could be the case in a game where an unmanned aerial vehicle (UAV) competes against a

ground vehicle. The ground-based vehicle must move around obstacles while the UAV can

simply fly over them.

Table 2.1 shows an organized list of references categorized by the type of environment

considered.
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Environment Type References

2-Dimensional:

[3] [7] [8] [10] [11] [13] [9] [12] [16]
[17] [18] [30] [31] [36] [37] [38] [39]
[46] [49] [50] [52] [53] [57] [67] [68]
[61] [62] [66] [69] [70] [72] [78] [85]
[82] [89] [88] [90] [96] [97] [98] [99]
[100] [103] [113]

3-Dimensional: [19] [26] [27] [41] [42] [47] [52]
[101] [105] [108] [111] [115]

n-Dimensional: [54] [65]

Obstacles:
[7] [8] [10] [11] [13] [9] [12] [38] [48]
[49] [52] [53] [54] [78] [85] [82]
[98]

Bounded: [7] [8] [16] [30] [52] [53] [9]

Table 2.1: References Organized By Game Environment.

2.2.2 Player Dynamics

This section describes the way that the players typically move in PE games. Specifically,

it considers constraints on the players’ turn radii and the speed ratios between the play-

ers. Specific games that are treated frequently in the literature are formulated. Table 2.2

categorizes references by player dynamics.

Player Dynamics References

Simple Motion:

[3] [7] [8] [10] [11] [13] [9] [12] [16] [18]
[30] [31] [36] [38] [48] [49] [50] [52] [53]
[54] [57] [62] [65] [66] [85] [82] [99]

Homicidal Chauffeur: [26] [37] [48] [74] [89] [88] [113] [115]
Two Cars: [26] [37] [48] [52] [67] [69] [70] [72] [100] [111]

Table 2.2: References Organized By Player Dynamics.

2.2.2.1 Simple Motion and Classical Pursuit

First, consider a game where all players move with fixed speeds, and where the players con-

trol their headings directly. That is, inertia is not considered, and the players can change

direction abruptly, leading to paths that need not be smooth. This is often referred to as

simple motion, and much of the literature considers games where all players move accord-
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ing to these rules. Now, consider the rate of change of the range, δ, between a pursuer Pi

and an evader Ej , where the line of sight angle from Pi to Ej is β:

δ̇ = vEj cos(β − ψEj)− vPi cos(β − ψPi). (2.4)

Since vPi and vEj are constant, Pi minimizes δ̇ by choosing

ψPi = β.

This is often referred to as classical pursuit, pure pursuit, or pursuit-guidance. Similarly,

Ej maximizes δ̇ by choosing

ψEj = β.

This strategy is referred to as classical evasion, pure evasion, or anti-pursuit evasion. These

are the optimal pursuit and evasion strategies for a single pursuer versus a single evader

if the payoff is time to capture and both players move with simple motion and have full

information [48]. Note that when the evader plays optimally,

δ̇ = vEj − vPi cos(β − ψPi), (2.5)

and the range decreases whenever

cos(β − ψPi) >
vEj
vPi

. (2.6)

Clearly, if vEj > vPi, (2.6) is never satisfied, and capture is impossible. Therefore, in most

PE games,

∀i ∈ 1, ...,m, ∀j ∈ 1, ..., n, vPi > vEj. (2.7)

However, while this is usually true, there is existing work that considers evaders that are

as fast [53] or faster [50] than their pursuer(s). There is also a special class of games that
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considers players with equal speeds, and this is described in Section 2.2.2.3.

2.2.2.2 Homicidal Chauffeur

One of the PE games most treated in the literature is the Homicidal Chauffeur (HC) game

[48], which considers a single pursuer against a single evader. Both move with fixed speeds,

where vP > vE . P controls the turn rate, ψ̇P , and P ’s radius of curvature is bounded. That

is,

− cψ ≤ ψ̇P ≤ cψ (2.8)

for a given cψ. E, on the other hand, moves with simple motion. Thus, P ’s advantage in

speed is countered by E’s advantage in maneuverability. Capture usually occurs when the

distance between P and E is less than a given `, and the payoff is typically the time to

capture.

2.2.2.3 Game of Two Identical Cars

Another PE formulation is the game of two cars in which both the pursuer and the evader

have bounded turn radii [48]. A special case of this is the game of two identical cars, in

which the pursuer and evader have the same speed and the same minimum turn radius [69].

That is, for a given cψ,

vP = vE,

−cψ ≤ψ̇P ≤ cψ,

−cψ ≤ψ̇E ≤ cψ.

(2.9)

This game is particularly interesting to air combat scenarios, and so termination of the

game often occurs when the pursuer is in a tail-chase [72]; that is, the game ends when

P maneuvers into a position directly behind E, or within some prescribed angle of this

position, and also within some prescribed maximum distance. This distance represents a

missile’s maximum range, so it may be larger than a typical capture ball in other PE games,
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and it is sometimes infinite [72].

2.2.3 Termination Conditions & Payoffs

As discussed previously, the PE literature contains a variety of termination conditions and

payoffs. This section discusses a few of the more common termination conditions, and

Table 2.3 shows a list of references organized by these conditions.

Termination References

Capture: [7] [8] [27] [37] [41] [61] [66] [70] [72] [46]
[113] [115]

Colocation: [16] [18] [38] [48] [49] [53] [54] [62]
[85] [82] [98] [99]

Proximity: [3] [26] [36] [48] [50] [67] [65] [69] [78] [89]
[88] [100] [111]

Target Guarding: [27] [48] [52] [57] [90] [96] [103] [104]
Visibility: [10] [11] [13] [9] [12] [38]

Table 2.3: References Organized By Termination Conditions.

2.2.3.1 Capture

As stated previously, one common termination condition is capture. As a slight abuse of

notation, let Pi and Ej refer to the positions of the ith pursuer and jth evader, respectively.

Then capture typically means either of the following:

• Colocation of the players:

‖Pi − Ej‖ = 0, (2.10)

• Proximity of the players:

‖Pi − Ej‖ < `. (2.11)

One common payoff for games that terminate with capture is simply

J = tc, (2.12)
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where tc is the time that elapses between the start of the engagement and capture. For

games with multiple evaders, the payoff could have a number of forms, such as the capture

time of the first evader [99], the capture time of the final evader [62], or the average capture

time.

2.2.3.2 Escape or Target Guarding

Suppose that in addition to avoiding capture, Ej desires to reach a goal set, Γ. This goal

could be a safe-haven, as in [82], which prevents capture indefinitely if reached by Ej ,

or it might be a target which Pi seeks to defend from Ej’s attack [48] [57]. As a more

complicated example, consider a three player game where one mixed player seeks to not

only evade a pursuer, but also to reach an adversarial goal state, where Γ is the location of

an evader. This game is discussed in Section 2.2.4.2.

The games described above all have more than one potential termination condition.

They end when either Ej reaches Γ or when Pi captures Ej . Payoffs for these types of

games are typically Ej’s distance from Γ when capture occurs.

2.2.3.3 Visibility-based games

Many times in the literature PE games are used to model surveillance scenarios [9]. In

these situations capture may not be necessary, and the pursuers often seek only to maintain

an unbroken line of sight to the evader [12]. The evaders seek to escape by breaking the

line of sight. Payoffs in visibility-based games are often simply the time that elapses before

the line of sight is broken, but more complicated payoffs are possible as well. For example,

Pi may also attempt to minimize ‖Pi − Ej‖. Reference [38] analyzes a similar game with

two potential termination conditions, and it provides sufficient conditions for a pursuer to

achieve capture without loss of visibility.
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2.2.4 Team Games

Many PE games consider scenarios with more than two players. This can lead to interesting

questions in cooperation and group behavior. For example, [108] applies PE games to a

multiple vehicle formation control problem, and [78] considers swarms of UAVs in combat

environments. The following sections consider two teams, called Red and Blue and denoted

by R and B, respectively. Table 2.4 provides a list of PE games that feature more than two

players.

Team Configuration References

Multiple Pursuers: [3] [7] [8] [16] [31] [48] [50] [52], [54]
[68] [57] [78] [85] [98] [100] [108]

Multiple Evaders: [18] [61] [62] [98] [99] [108]
Mixed Teams/Players: [17] [36] [85] [90] [96] [103] [104]

Table 2.4: References Organized By Team Configuration.

2.2.4.1 Coordinated pursuit or coordinated evasion

The simplest cases involving additional players are those that only account for additional

pursuers and evaders, but still maintain the following two conditions

1.

{P ∩ E } = ∅, (2.13)

2.
R = P and B = E

or

R = E and B = P.

(2.14)

That is, no player is both a pursuer and an evader, and teams consist of strictly pursuers

or strictly evaders. For example, [20] considers a group of pursuers, while [62] and [61]

consider a team of evaders cooperating to maximize the time required for a single pursuer

to capture all evaders.
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This formulation can be used to model biological scenarios such as cooperative hunting

which has been observed in champanzees [14] [15], and applying it to a game with a single

pursuer against a group of evaders with different speeds has been shown to result in herding

behaviors [99].

2.2.4.2 Mixed teams

As discussed in Section 2.2.3.2, a single player may be both a pursuer and an evader. This

may occur, for example, in military rescue scenarios or in the case of wildlife protecting

its offspring. Teams can also be mixed, and may include any combination of pursuers,

evaders, and mixed players.

The Lady, the Bandit, and the Bodyguards One version of a PE game with mixed

teams in the literature is known as the Lady, the Bandit, and the Bodyguards [96]. This

game consists of an evader, E, called the Lady, a pursuer, P , known as the Bodyguard, and

a mixed player, M , known as the Bandit. The teams are as follows:

B = {E,P}, R = {M}. (2.15)

In this game, P pursues M while M pursues E, and the game terminates when either of

the two captures occurs. The payoff is typically given by the distance between M and E

when P captures M ; i.e.,

J = ‖M − E‖. (2.16)

This game has been used to model scenarios involving a homing missile or torpedo (M )

attacking a target (E) equipped with a counterweapon (P ) that is capable of destroying the

incoming threat [17] [90] [103] [104]. It has also been referred to as the Active Target

Defense game [36] [34] [35].
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Prey, Protector, and Predator Another PE game with mixed teams is known as the Prey,

Protector, and Predator (P3) game [85]. Here there are two pursuers, a predator, P , and a

protector, R, and one mixed player, the prey, E. The teams are as follows:

B = {E,R}, R = {P}. (2.17)

Both P and R pursue E, and E attempts to evade P and rendezvous with R. The game

terminates either when P captures E or when E and R rendezvous.

2.2.5 Information

Another aspect in which PE games differ is the amount of information available to the play-

ers. This information can take a variety of forms including the locations and strategies of

other players, the environment in which the players move, and even the number of players

and their roles. If a player is able to gain information that their opponent does not have,

they may gain a significant advantage in the game, and therefore players often face trade-

offs between exploiting known information and exploring to gain new information. These

topics can be quite challenging to address, and there are many interesting questions still

open in this area.

2.2.5.1 Sensing Limitations

As discussed previously, realistic PE games often take place in complex environments.

These games can be further complicated by considering the case where the environment is

unknown a priori. Also, in some cases, the players are equipped with sensors that are not

able to detect their opponents or team mates at all times. Two common types of sensors

in the literature are those based on line of sight [13] and those based on proximity [16].

Consider a game that terminates with capture where the players are equipped with either of

these types of sensors. The best strategies for the players to follow when they are unable
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to sense their opponent’s position may not be trivial. For example, the players could act

based on the last detected location, they could attempt to predict their opponent’s current

location, or they could act in a way that increases the likelihood of detecting their opponent

in the future at the cost of a potentially decreased payoff.

Other types of sensor limitations have also been studied. For example, [61] considers

a game where the pursuer’s probable position has uniform distribution within a disk with

known center and radius. References [113] and [115] also consider games where player

locations may be known imperfectly, and in these works position information is allowed to

be jammed by an adversary. There are also examples in the literature of games where the

players have access to sensor networks that can improve their sensing capabilities [98].

While much of the PE literature assumes perfect information, this is rare in practice.

At the least, measurements are often noisy, but in addition to inaccuracies, the information

provided by sensors can vary widely, and a number of techniques and measurements have

been utilized for target localization in pursuit and homing scenarios. Some of these mea-

surements provide large amounts of information, including systems that measure the line

of sight rate and time to impact for missile guidance [87], and localization methods that

utilize multiple acoustic transmitters or multiple receivers [58] [107]. Other measurements

have been utilized that provide only line of sight information, including some optical and

electromagnetic sensors used in terminal guidance [23] [29]; Very High Frequency (VHF)

radio transmitters with directional antennas for tracking wildlife [64] [63]; and directional

passive acoustic devices for torpedo guidance [95] and marine animal tracking [75]. Fi-

nally, low-cost applications have made use of very limited sensors, including range-only

measurements [109] and measurements of the sign of the range-rate [112] [81] [83].

2.2.5.2 Player Traits

Knowledge of the number of players, their roles, and their physical characteristics, such as

speed and maximum turn radius, can also have a significant impact on PE games. Many
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of the tools in the PE literature, such as the construction of dominance regions (Section

2.3.4), require knowledge of the players’ speeds. These tools must be modified if that

information is unknown. References [113] and [115] consider games where characteristics

such as speed and maneuverability are not known perfectly.

Additionally, the roles of pursuer and evader may not be specified. Consider again the

game of two identical cars from Section 2.2.2.3 which is often used to model air combat. In

a more realistic air combat scenario, both players wish to attack if they have the advantage,

or flee if their opponent has the advantage. A natural extension of the game is therefore

to classify both players as mixed players. Then, before determining what actions to take,

the players should first evaluate the game configuration and determine whether it is more

advantageous to pursue or to evade. This problem is often referred to as role determination

or the two-target game, and it has been studied extensively in [27] [37] [42] [43] [70] [72]

[113].

Combining different forms of missing information can lead to more realistic, but often

unmanageable, game formulations. For example, in the problem of role determination

in [70], the players have perfect information about their opponent’s location, speed, and

turning radius. It is often assumed that opponent speed and turning radius are provided by

intelligence, but allowing uncertainty in these values could lead to interesting insights.

2.2.5.3 Strategies

When missing information is considered, players may not be able to determine the optimal

action to take. They may then resort to a specific strategy, and knowledge of an opponent’s

strategy can allow it to be exploited. For example, consider the Lady, the Bandit, and the

Bodyguards game, as described in 2.2.4.2. Player M usually represents a homing missile

or torpedo, and most of the literature assumes that M is the type of weapon in use today.

Therefore, previous work typically assumes that M accounts only for its pursuit of E and

that M has no knowledge of the existence of P . M therefore employs a potentially sub-
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optimal strategy, and the blue team is able to exploit this predictable behavior to maximize

the distance between M and E at the moment of M ’s capture by P [36].

2.3 Solution Methods

This section describes a number of solution methods that are used in the literature, and

Table 2.5 provides a list of references that utilize each solution method.

Solution Method References

Dynamic Programming: [10] [13] [12] [18] [48] [65] [66]
[69] [88] [100] [108] [113] [115]

Indirect Method: [26] [31] [36] [39] [53] [61] [70]
[90] [96] [103] [111]

Viscosity Solutions: [4] [24] [25] [60] [106]

Barrier & Reach Sets: [11] [37] [41] [42] [48] [53] [67] [68]
[69] [70] [72] [89] [100] [111] [46]

Dominance Regions: [7] [8] [85] [82]
Apollonius Circles: [18] [38] [48] [50] [99]
Partitioning Problems: [2] [3] [31] [57] [97] [99]

Enforced Strategy: [3] [16] [17] [19] [27] [36] [39] [42]
[47] [62] [98] [99] [103] [104]

Approximations: [9] [46] [52] [62] [74] [111]

Geometric Methods: [16] [17] [49] [54] [66] [57] [85] [82]
[97]

Table 2.5: References Organized By Solution Method.

2.3.1 Dynamic Programming

One solution method for PE games is as outlined in [48]. It is essentially an application

of dynamic programming methods with two competing controls. Thus, if solved, it pro-

vides both the value of the game and the optimal strategies for each player. If the optimal

strategies ~u∗B(~x) and ~u∗R(~x) are unique, or if one is chosen from a set of optimal strategies,

then substituting these strategies into the game’s dynamics, f(~x, ~uB, ~uR), and integrating

provides the optimal paths from a given set of initial conditions to the game’s termination.
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Consider a payoff of the following form:

J(~x) =

∫ tf

t0

G(~x) dt+K(~x(tf )). (2.18)

As discussed in [48], the value of the game satisfies the following equation:

∑
i

∂V

∂xi
fi(x, ûB, ûR) +G(x, ûB, ûR) = 0, (2.19)

where ûB and ûR are functions of both ~x and ∂V
∂~x

, and they become the optimal strategies

~u∗B(~x) and ~u∗R(~x) once V (~x) is known. Reference [48] refers to this as the Main Equation.

Differentiating (2.19) with respect to each xk leads to the following:

d

dt

∂V

∂xk
= −

(∑
i

∂V

∂xi

∂fi
∂xk

+
∂G

∂xk

)
, (2.20)

and applying ~u∗B and ~u∗R to the game dynamics gives:

~̇x = f(~x, ~u∗B(~x), ~u∗R(~x)). (2.21)

If ~x ∈ Rη, then equations (2.20) and (2.21) represent 2η ordinary differential equations in

the 2η unknowns ~x and ∂V
∂~x

. These are referred to as the path equations.

When solving games, it is typical to start from the known capture conditions and inte-

grate backward in time. This changes the signs in (2.20) and (2.21) and results in a set of

2η equations known as the retrogressive path equations (RPE) which are Hamilton-Jacobi

equations.

Generally, the curse of dimensionality makes numerically solving the RPE a difficult

task. For certain fully nonlinear, partial differential equations, including Hamilton-Jacobi

equations, a type of solution known as a viscosity solution has been shown to both exist and

be unique under a variety of hypotheses [24] [25] [60]. These viscosity solutions have also
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been shown to not require convexity [4]. Reference [106] studies the Dirichlet problem for

first-order Hamilton-Jacobi equations and makes use of viscosity sub- and supersolutions

to show the existence of the value for a class of PE differential games.

2.3.2 Indirect Method

Consider an extension of the Pontryagin Maximum Principle (PMP) [94] that applies to

differential games, including PE games [91]. The Hamiltonian, H , is given by

H = −G+ ~pf, (2.22)

where ~p is a vector of adjoint variables satisfying

~̇p = −∂H
∂~x

. (2.23)

A necessary condition for the trajectory x̄(t) with inputs ūB(x̄) and ūR(x̄) to be a minmax

solution is that

H(x̄(t), ūB(x̄), ūR(x̄), ~p(t)) = min
uB

max
uR

H(~x(t), uB(~x), uR(~x), ~p(t)), (2.24)

i.e., ūB, ūR is a saddle point of the Hamiltonian. The first-order necessary conditions are

∂H

∂uB
=
∂H

∂uR
= 0, (2.25)

and the second-order conditions are

∂2H

∂u2
B

> 0,
∂2H

∂u2
R

< 0. (2.26)

In some cases, specific properties of games can lead to simplifications in the solution.

For example, it is often the case that the Hamiltonian is separable in the two player’s con-
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trols, and therefore, in some cases the controls and optimal trajectories can be determined

through optimal control techniques such as quadratic programming. For example, [10]

and [11] make use of this separability to solve a visibility-based PE game in the presence

of a circular obstacle.

2.3.3 Singular Surfaces

As discussed in [48] and [59], it is often the case that the solutions of differential games

exhibit different behaviors in different regions of the game space. The boundaries between

these regions are known as singular surfaces. Thus, solving these games consists of two

stages, known as the solution in the small and the solution in the large. The solution in the

small refers to the smooth parts of the solution between singular surfaces, and it is the result

of solving the equations in Section 2.3.1. The solution in the large involves decomposing

the game space into i regions, Ri, such that within each Ri the solution is smooth, i.e.,

∀i,∀~x ∈ Ri, V (~x) ∈ C1.

Finding the solution in the large involves the determination of singular surfaces which

can take a variety of forms. Here, the focus is on two forms, dispersal surfaces and the

barrier in games of kind. Other types of singular surfaces exist, and [89] discusses their

construction for games with HC dynamics. For additional information on singular surfaces,

the reader is referred to [48] and [59].

2.3.3.1 Dispersal Surfaces

One type of singular surface is known as a dispersal surface, which is a surface in the game

space in which the optimal paths move away from the surface on both sides. For example,

consider a player deciding which direction of travel is shortest to move around an obstacle.

The surface for which both paths are equally short is a dispersal surface, and locations

that are close together, but separated by the dispersal surface have significantly different

outcomes. A similar choice is required in PE games on a surface of revolution, such as the
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surface of a cylinder, for which the geodesic curve between two points may not be unique.

Another example of a dispersal surface occurs in PE games with HC dynamics. Con-

sider a scenario where the evader is directly behind the pursuer and sufficiently far away.

The pursuer should turn as sharply as possible, but the optimal choice of direction is not

unique. Similarly, reference [102] considers games with a different type of choice, where

the game can be terminated on multiple target sets, and it provides a decomposition of the

game space that allows switching between strategies for these different target sets.

2.3.3.2 The Barrier in Games of Kind

In games of kind, the objective is to identify which initial conditions lead to capture and

which conditions lead to escape. These are referred to as the capture and escape sets,

respectively. The problem is to find the barrier between these two sets. Note that these sets

can be empty. For example, if P is faster than E and at least as maneuverable, P can always

travel to E’s starting point and follow the same path to capture. Thus, the escape set would

be empty for that particular game.

One way to calculate the barrier that is common in the literature is to determine the min-

max controls by constructing the Hamiltonian, then to apply those controls to the terminal

set and calculate the reach set backward in time, where a reach set is the set of all initial

states from which a path exists that takes the initial state to the final state. For example, this

method is used in [9] and [69].

These techniques have also been applied to linear dynamic games in [46]. There, the

two aircraft collision avoidance problem is considered, and backward reachable sets are

used to determine a polytopic approximation to the set of points for which aircraft 2 can

collide with aircraft 1, no matter how hard aircraft 1 tries to prevent the collision. Reference

[100] considers a similar collision avoidance problem with two noncooperative pursuers

and one evader.
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2.3.4 Dominance Regions

An alternative solution method that has been utilized in the literature makes use of domi-

nance regions, where a point is said to be dominated by a player if they are able to reach

that point before their opponent, regardless of the opponent’s actions. Dominance regions

provide the complete solution to capture games with full information, but they have not

been described in the literature for all types of capture games. This section describes the

dominance regions for planar games with no obstacles where all players move with simple

motion.

2.3.4.1 Apollonius Circles

Consider a single pursuer, single evader game in the plane with no obstacles and full in-

formation. Reference [48] shows that the dominance regions are divided by an Apollonius

circle, which is given by:

(
γ2 − 1

)
r2 + (2d cos(θ)) r − d2 = 0, (2.27)

where (r, θ) are polar coordinates with origin at the evader’s initial location and the direc-

tion of zero azimuth along the line of sight to the pursuer; γ = vP/vE is the speed ratio,

and d is the initial distance between the players. If the payoff is time to capture, then if both

players act optimally, capture will occur at C, the point on the dominance boundary with

the highest payoff for E. The optimal strategies therefore dictate that both players travel to

C in minimum time, which leads to heading angles that agree with the previous analysis in

Section 2.2.2. The value of the game is the minimum time required for the players to reach

C.

Apollonius Circles can also be used in more complicated games. For example, [48]

describes the game of the two cutters and the fugitive ship, in which two pursuers coop-

erate to capture a single evader. In this case, two Apollonius Circles are needed, and the
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intersection of the two circles is E’s dominance region. As before, capture occurs at the

point on the dominance boundary with the highest payoff for E, and all players travel there

in minimum time.

Reference [50] considers multiple slow pursuers against a fast evader. Apollonius cir-

cles are used to determine the number of pursuers required to guarantee capture as well as

a strategy that the pursuers can follow.

Reference [38] considers PE in an unknown environment with visibility constraints,

and it uses Apollonius circles to identify regions in the game space where capture occurs

before loss of visibility. Since visibility constraints are included, the analysis considers

only the portion of the standard Apollonius circle that can be reached by both players along

straight-line paths, but it does not consider the overall structure of the dominance region or

how the dominance regions change due to the presence of the obstacle.

2.3.4.2 Partitioning Problems and Voronoi Diagrams

Many cooperative PE strategies rely on knowing which player can reach a given point first.

For example, [7] and [8] study a cops and robbers game with polygonal obstacles, where

a cops and robbers game is a game where the players take turns moving, and they show

that three pursuers are always sufficient and sometimes necessary to capture an evader.

The strategy involves partitioning the environment such that the locations of the pursuers

confine the evader to a polygon. The pursuers are then able to decrease the size of the

polygon with each move, and eventually they capture the evader.

Reference [3] considers relay pursuit of a single maneuvering target by a team of pur-

suers where only the closest pursuer actively pursues the target. This problem is equivalent

to partitioning the space into dominance regions among the entire team of pursuers, and it

can be accomplished by analyzing the pairwise dominance regions for all potential pairs

of pursuers. One simplification that allows the dominance regions for large numbers of

players to be determined more easily is to assume that all players move at the same speeds.
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In this case, the speed ratios are all equal to 1, and for each pairwise dominance boundary,

the first term in (2.27) goes to zero, causing the Apollonius Circle to degenerate into the

line given by

r =
d

2 cos(θ)
, (2.28)

which is the perpendicular bisector of the line segment connecting the locations of the

players. Partitions of the plane into dominance regions with this method are known as

Voronoi Diagrams, and they are treated often in the literature (see Table 2.5).

The concept of Voronoi Diagrams has also been extended to cases where the players

are affected by currents [2]. Reference [97] extends Voronoi Diagrams to scenarios where

the players move at different speeds, but it focuses on crystal growth, and therefore paths

are not allowed to pass through the dominance regions of any other competitor. Instead

crystals can only wrap around others as they grow. This differs from dominance in PE

games, because dominance in PE games does not prevent a player from traveling through a

point where their opponent dominates, it simply means that they can’t reach that particular

point before their opponent does.

Reference [99] features a heterogeneous group of evaders with different speeds and

limited sensing radii against a single, fast predator. A weighted Voronoi diagram is used

to inform the evasion strategies, and group herding behaviors are shown to be the result

of each evader attempting to minimize the set of potential pursuer positions for which that

evader has a shorter capture time than all other evaders.

2.3.5 Enforcement of Pursuit/Evasion Strategies

Due to the difficulties of solving PE games analytically, it is common to consider a single

player and assume a strategy for the opponent. This technique can simplify the problem by

reducing the analysis from a minmax problem to a simpler one-sided optimization prob-

lem. Additionally, one drawback to using a PE game formulation is that it is inherently
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conservative. That is, the opponent is assumed to take the worst-case actions, and if this is

not true in the actual scenario, then it can be possible to achieve better performance.

For example, in [39] [51], proportional navigation is shown to be the optimal guidance

law for a pursuer with linear autopilot dynamics in a differential game with a time varying

cost functional. Thus, in the literature, evaders often assume proportional navigation strate-

gies for their pursuer. This leads to a simplification of the problem from a minmax problem

to a one-sided optimal control problem, and [39] uses this method to show that the well

known evasion strategy referred to as jinking is optimal when used against proportional

navigation.

As another example, as described in Section 2.2.2.1, classical pursuit and classical eva-

sion are optimal in single-pursuer, single-evader games with simple motion and perfect

information. These strategies have also been observed in nature [56] [116]. For this reason,

the literature often enforces these strategies on one or more players, even in scenarios that

do not hold to the assumptions of SPSE and perfect information. For example, [36] con-

siders a cooperative defense strategy against an attacking missile utilizing classical pursuit,

and the missile’s known strategy is able to be exploited due to its predictability. Simi-

larly, [99] shows that in a game with a single pursuer and multiple evaders, strategies based

on pure pursuit and evasion can lead to herding behavior.

2.3.6 Other Approaches

Reference [92] studies PE games governed by linear differential equations where the ter-

minal set is a linear manifold. Conditions are provided that ensure the existence of a set

of initial conditions for which capture can be achieved, and conditions are also provided

for initial conditions where capture can be avoided indefinitely. Reference [93] also stud-

ies linear PE games, and it provides two methods for solving the pursuit problem using

constructions of convex sets.

Alternative mathematical formulations have been proposed to solve PE games. For ex-

29



ample, in [42], a bicricterion game formulation is used which provides open-loop guidance

maneuvers. One benefit of this approach is that the solution need not be a saddle point, and

therefore the existence of the solution is more easily proved. In [37] and [41], an approach

utilizing Lyapunov functions is used to determine the winning regions for each player.

An approach based on online model predictive control has been used in [27], and other

methods such as genetic algorithms, machine learning [105], and reinforcement learning

with level-k games [86] have been applied to learn effective strategies in PE scenarios. Dis-

cretization and sampling-based algorithms have also been utilized to provide fast numerical

computations in PE scenarios [52] [74] [26].

Due to the complexity of PE problems, the practical solution for pilots in air combat

has been the application of a number of heuristics that attempt to maneuver the pilot into

an advantageous position. These heuristics are described in detail in [101], and a rule-

based simulator using many of the same maneuvers is described in [19]. The literature has

shown some of these maneuvers to be optimal under certain conditions [47], but many are

still simply based on pilot experience. Reference [71] describes some of the challenges of

developing a fully autonomous air combat guidance strategy as well as the challenge of

convincing pilots that differential game theory can provide maneuver logic that is better

than the pilot’s intuition.

2.4 Challenges & Open Problems

There are many open problems in the field of PE games, ranging from questions that require

extensions of existing techniques to those that have not even been answered in the simplest

cases.

For example, [9] shows the existence of a value function, as well as an offline scheme

to compute it, for a visibility-based target tracking game with a single circular obstacle.

However, the existence of a value function and the optimal strategies for that game in the
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case of general polygonal environments are stated as open problems.

As discussed in Section 2.2.1, much of the existing literature focuses on systems with

few dimensions, such as a single pursuer and a single evader in a two dimensional environ-

ment. Higher order problems involving complicated environments, constrained dynamics,

or additional players are challenging with existing techniques.

Games with limited information provide many interesting open questions, and these

types of games often represent the most interesting and realistic scenarios. However, they

are also typically difficult to analyze. For example, uncertainty in an opponent’s location

prevents the use of some existing techniques. PE games in uncertain environments present

similar challenges to existing techniques. These types of problems have practical signifi-

cance, because in order to implement PE strategies and algorithms on mobile robots, the

limitations of these robots must be accounted for. For example, the localization and map-

ping problem is addressed often within the mobile robotics community, and a combined

problem involving PE while mapping and exploring an environment would have many ap-

plications.

Another interesting question regarding information involves the representation of un-

certainty in the information available to the players. For example, a player can gain sig-

nificant advantages if they are able to recognize and capitalize on situations where their

opponent plays suboptimally due to a lack of information. However, utilizing this type of

strategy can be detrimental if the opponent employs deception to mask the availability of

important information. This type of problem framework is typically unmanageable, be-

cause it leads to arguments involving infinite regression where player A’s strategy depends

upon what A believes player B knows, what A suspects B believes about A’s knowledge,

and so on. Since game theory assumes a worst-case opponent, typical solutions simply

assume a worst-case information pattern. However, the ability to represent uncertainty in

information, even for simplified examples, could lead to interesting insights.
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2.5 Summary

PE games have a rich history in the literature, and they have many practical applications

both within and outside the aerospace field. They can be used to model aerial battles

between fighter aircraft, surveillance problems for mobile robots, autonomous driving with

collision avoidance, and other interesting scenarios. Interest in the field of PE has grown

in recent years due to the increasing prevalence of mobile robots as well as improvements

in their capabilities. A number of solution techniques and heuristics have been discussed

in the literature, but many questions are still open. Improvements to existing techniques

and advances on these open challenges can lead to significant benefits, including improved

security and surveillance capabilities and better disaster response techniques.
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CHAPTER 3

Single-Pursuer, Single-Evader Games

This chapter studies planar Single Pursuer, Single Evader (SPSE) games where the players

move with fixed speeds. The goal of the pursuer is to capture the evader, and the goal of

the evader is to avoid capture, where capture means pointwise capture, unless otherwise

specified. Specifically, this chapter further develops the method of dominance regions that

was introduced in Chapter 2. Recall that a point in the plane is said to be dominated by one

of the players if that player is able to reach the point before the opposing player, regardless

of the opposing player’s actions, and a dominance region is the set of all points dominated

by a particular player.

The primary contributions of this chapter are two generalizations of the Apollonius cir-

cle dominance boundary. Theorem 3.2.5 and Remark 3.2.6 provide the dominance bound-

ary for PE games with simple motion in the presence of obstacles. Remark 3.3.1 provides

the dominance boundary for PE games that feature simple motion against a Dubins car,

and it provides an alternative method for analyzing the Homicidal Chauffeur and Suicidal

Pedestrian games. As another contribution, this chapter shows that an analysis of domi-

nance provides complete solutions to many PE games, including not only games of kind,

but games of degree as well. For example, optimal pursuit and evasion strategies are pro-

vided for the PE game of degree with time to capture as the payoff.

Besides solving SPSE games, one important benefit of this chapter’s contributions is

that they simplify the analysis of games with additional players. Thus, even though the
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HC problem has been solved previously, the alternative method of analysis provided in this

chapter forms an important foundation for the analysis of MPME games in Chapter 4. Like-

wise, these contributions serve as a foundation for the analysis of games with uncertainty

in Chapter 5.

3.0.1 Problem Statement

The problems addressed in this chapter can be stated as follows:

P3.1 Dominance Regions: Given two players, a pursuer, P , with constant speed vP and

minimum turn radius ρP , and an evader, E, with constant speed vE and minimum

turn radius ρE , moving in a plane with full and perfect information (i.e., each player

exactly knows vP , ρP , vE , and ρE , as well as the locations of both players at all

times), find the locus of points, BPE , such that BPE separates the region of the plane

dominated by P from the region dominated by E.

P3.2 Pursuit and Evasion Strategies: Given the scenario described in P3.1, and addi-

tionally given BPE , find the optimal pursuit and evasion strategies for the game of

degree with time to capture as the payoff.

Note that the solution to P3.1 is BPE , the boundary between the two players’ dominance

regions, and as Sections 3.2.3, 3.2.4, and 3.3.2 show, the construction of BPE does not take

the roles of pursuer and evader into account, but instead views both players simply as

mobile agents. However, the construction of BPE provides all of the information required

to solve P3.2 once the roles are specified. This is discussed in Sections 3.1.2, 3.2.6, and

3.3.4.

3.0.2 Organization

This chapter is organized as follows: Section 3.1 provides preliminary information from

the literature, including a description of the Apollonius circle and its use in PE games.
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Section 3.2 considers PE with simple motion (i.e., ρP = ρE = 0) in the presence of

obstacles, and Section 3.3 considers PE where one of the players is a Dubins car (i.e.,

either ρP 6= 0 or ρE 6= 0). Note that Section 3.2 provides two methods for constructing the

dominance regions, and the method in Section 3.2.3 is general and not limited to simple

motion dynamics. Finally, Section 3.4 provides a summary of the chapter’s results.

3.1 Preliminaries

3.1.1 Classical Pursuit/Evasion

Consider the SPSE game with simple motion, which can be stated as follows: Given a pur-

suer, P , at position (xP , yP ) with fixed speed vP and heading input ψP , and an evader, E,

at position (xE, yE) with fixed speed vE and heading input ψE , and subject to the following

dynamics:

ẋP = vP cosψP ,

ẏP = vP sinψP ,

ẋE = vE cosψE,

ẏE = vE sinψE,

(3.1)

and given as payoff the capture time, tc, when the pursuer is colocated with the evader;

find the inputs ψ∗P and ψ∗E such that ψ∗P and ψ∗E maximize the minimum tc or, equivalently,

minimize the maximum tc.

The solution to this problem can be determined by defining β as the line of sight angle

from P to E, and then considering the change in the range, δ, between the players with

respect to time as a function of their headings:

δ̇ = vE cos(β − ψE)− vP cos(β − ψP ). (3.2)

From (3.2), P minimizes δ̇ by choosing ψP = β, and E maximizes δ̇ by choosing ψE = β.
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These strategies maximize the minimum time to capture, or, equivalently, minimize the

maximum time to capture. They are typically referred to as classical pursuit and classical

evasion, and they lead to behaviors where P travels directly toward E along the line of

sight and E flees directly away from P in the same direction.

3.1.2 Apollonius Circles

The Apollonius circle is the set of all points for which the ratio of distances to two fixed

points is constant. In a Cartesian coordinate system with arbitrary origin, where P =

(xP , yP ) and E = (xE, yE) are the fixed points, and γ is the ratio of the distance from P to

the distance from E, the center of the Apollonius circle, (h, k), is:

(h, k) =

(
xP − γ2xE

1− γ2
,
yP − γ2yE

1− γ2

)
, (3.3)

and the radius, rA, is:

rA =
γ

1− γ2

√
(xP − xE)2 + (yP − yE)2. (3.4)

Note that in the context of this dissertation, the fixed points represent the locations of the

pursuer and evader, and the Apollonius circle gives the points where P and E can meet if

both follow straight-line paths. Hence, γ represents not only the ratio of distances traveled

by P and E in a common time, t, but also the ratio of their constant speeds:

γ =
vP t

vEt
=
vP
vE
. (3.5)

An alternative expression, which will be utilized in later sections, gives the Apollonius

circle in polar coordinates (r, θ). Take the following implicit description of the Apollonius

circle:

(x− h)2 + (y − k)2 − r2
A = 0, (3.6)
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and substitute r cos θ = x and r sin θ = y:

(r cos θ − h)2 + (r sin θ − k)2 − r2
A = 0. (3.7)

Expand and rearrange to arrive at:

r2 − 2r(h cos θ + k sin θ) + (h2 + k2 − r2
A) = 0. (3.8)

A version of this equation which will be useful in later sections places the origin at the

location of the evader and the direction of zero azimuth along the line of sight to the pursuer,

with d defined as the initial distance between the players. Thus, xE = yE = yP = 0 and

d := xP . This gives the following:

h =
d

1− γ2
, k = 0, rA =

γd

1− γ2
. (3.9)

Substitute these values for h, k, and rA into (3.8), then multiply the resulting equation by

(γ2 − 1) to arrive at: (
γ2 − 1

)
r2 + (2d cos(θ)) r − d2 = 0. (3.10)

As discussed in [48] [51], the Apollonius circle can be applied to solve a variety of PE

games, including both P3.1 and P3.2.

Theorem 3.1.1 For a SPSE game where both players move with simple motion in a plane

containing no obstacles, the dominance regions of the PE game are separated by an Apol-

lonius circle.

Theorem 3.1.1 provides solutions to games of kind, for which there are a finite number

of possible outcomes; e.g., the question of whether or not E can reach a safe haven before

being captured. Additionally, the dominance regions provide the solution to the more gen-

eral game of kind which asks simply whether or not P can capture E at all, given enough
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time. If E’s dominance region is bounded, which is always the case if vP > vE , then

P dominates this game of kind, and given the optimal strategy, P will always be able to

capture E. This type of strategy that guarantees victory for one player is called a dominant

strategy. In this case, since vP > vE , and since P is as maneuverable as E, one dominant

strategy is that P simply travels to E’s initial location and then follows the same path as E

until capture occurs. However, the notion of dominance regions is not specific to the dy-

namics of simple motion, which this example considers, and knowledge of the dominance

regions can be used to construct dominant strategies in other cases as well. Additionally,

the usefulness of dominance regions is not limited to games of kind. The information they

provide is sufficient to solve games of degree as well, which have a continuum of outcomes;

e.g., the question of how long it takes for P to capture E.

Theorem 3.1.2 In a SPSE game of degree with no obstacles where the payoff is the time

to capture, which P seeks to minimize and E seeks to maximize, the optimal strategies

are such that capture occurs at the point, C, on the Apollonius circle that is farthest from

E’s initial position, and optimal play dictates that P and E both travel to C in minimum

time [48].

Note that when no obstacles are present, P , E, and C are co-linear. Thus, the strategies

that result from this construction are equivalent to classical pursuit and classical evasion.

If P and E both play optimally, then they travel straight to the capture point, and the

Apollonius circle at any intermediate point is tangent to the initial circle at C. If either

player deviates from their optimal strategy and travels laterally, then the optimal capture

point changes, and the resulting path for the other player curves.

3.2 Simple Motion

This section considers PE games where both players move with simple motion, and it

presents two methods for constructing the dominance regions. The first involves finding
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Figure 3.1: Example scenario: SPSE with simple motion.

the intersection of bundles of isochrones, where an isochrone is a level curve for the value

function of a time-optimal control problem. This method is general, and is not limited to

simple motion dynamics. The second method is based on the first, but utilizes the equations

of motion to provide the dominance regions in closed form. Hence, it is limited to PE with

simple motion. This method involves identifying singular surfaces that divide the plane into

regions, and then determining closed form expressions for the portion of the dominance

boundary that lies in each region.

3.2.1 Motivating Example

Consider the SPSE game in Figure 3.1, in which the environment contains a line segment

obstacle. Here, the � represents the evader and the4 represents the pursuer. Unless other-

wise specified, the pursuer is twice as fast as the evader. This scenario is used throughout

Section 3.2 to illustrate a number of concepts. For this example, previous methods are

unable to answer the following questions:

Q3.1 What are the dominance regions?

Q3.2 Which player benefits from the the obstacle and which player is hindered by it?
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Q3.3 How can the game be analyzed if the obstacle affects the players asymmetrically?

Q3.4 What are the optimal pursuit and evasion strategies in the presence of the obstacle?

The remainder of Section 3.2 starts from a reduced version of this example with only

one player. Then, it slowly adds complexity and addresses each question in turn.

3.2.2 Time-Optimal Paths & Isochrones

This subsection addresses a foundational version of the motivating example that consists of

a single player moving in the presence of the obstacle. Consider the following time-optimal

control problem: Given an agent moving with simple motion and speed v, initial and final

locations, (xi, yi) and (xf , yf ), and a set of known obstacles, S, find a path that connects

(xi, yi) to (xf , yf ) without intersecting S such that the time required for the agent to reach

(xf , yf ) is minimized.

Here, the agent moves with constant speed, and therefore time-optimal paths corre-

spond to paths with the smallest Euclidean distance. These paths can be determined us-

ing [73] and [45]. For this work, we are interested in level curves for the value function of

this time-optimal control problem, and these level curves are referred to as isochrones.

The following theorems are useful for future developments, and their proofs involve the

propagation of a simulated wavefront in the plane [73].

Theorem 3.2.1 In the absence of obstacles, the time-optimal paths are straight lines, and

the isochrones are concentric circles centered at the agent’s initial location.

Theorem 3.2.2 In the presence of a set of polygonal obstacles, the time-optimal paths are

broken lines, breaking at obstacle vertices, and the isochrones form arcs of concentric

circles centered at generating points, where a generating point is either an obstacle vertex

or the agent’s initial location.

40



Theorem 3.2.3 The curves that separate the plane into regions with unique generating

points are either line segments or arcs of hyperbola.

The preceding theorems are illustrated in Figure 3.2a, which shows a bundle of iso-

chrones of different durations for the evader in the motivating example. The thick line is the

obstacle, the thin lines are isochrones, and the dotted lines are the curves that separate the

regions with different generating points. In region 1, the time-optimal paths are unaffected

by the obstacle, and the isochrones form concentric circles centered at the evader’s initial

location. For destinations in regions 2 and 3, the time-optimal paths break at the obstacle’s

end points, and the isochrones form concentric circles centered at the end points. Regions

2 and 3 are separated by an arc of hyperbola where each point on the arc can be reached in

equal time by traveling around the obstacle in either direction.

Figure 3.2b shows the isochrones for the pursuer, and the isochrones are plotted for the

same time durations as in Figure 3.2a. Note that the pursuer is faster than the evader, so the

isochrones in Figure 3.2b are spaced farther apart.

3.2.3 Dominance Boundary as an Intersection of Isochrone Bundles

This subsection provides the dominance regions in SPSE games with obstacles. The method

presented involves finding the intersection of bundles of isochrones, and this method is

shown to agree with Theorem 3.1.1 when no obstacles are present. The method is then

used to construct the dominance regions for a PE game with an obstacle, which the previ-

ous literature is unable to do.

3.2.3.1 Intersection of Isochrone Bundles

Section 3.2.2 describes how isochrones can be constructed for each player for a specified

time duration. A bundle of isochrones, i.e., a set of curves parameterized by the time

duration, t, is then formed for each player, as in Figures 3.2a and 3.2b, where the two
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(a) Evader

(b) Pursuer

Figure 3.2: Bundles of isochrones.

42



bundles are parameterized by a common variable, t. Elimination of this common parameter

leads to the region of points over all time where the players can meet if both follow time-

optimal paths.

Theorem 3.2.4 In the PE game with obstacles, the plane is exhaustively divided into three

disjoint regions:

1) A region where a player strictly dominates,

2) A region where the other player strictly dominates,

3) A region where neither player dominates.

Moreover, the third region is obtained by intersecting bundles of isochrones.

Proof: Consider an arbitrary point in the plane. For that point, solve the two time-optimal

control problems of moving from the initial locations of the two players to the arbitrary

point. Only two outcomes are possible: either one transfer time is strictly smaller than the

other, or the two transfer times are equal. In the first alternative, the arbitrary point is in the

interior of one of the two dominance regions. In the second alternative, the arbitrary point

is at the interface between the two dominance regions. However, that case is characterized

by the equality of the transfer time; therefore, the point belongs to the intersection of the

bundles of isochrones. �

As an example, consider the PE game with no obstacles in a Cartesian coordinate sys-

tem with origin at the evader’s initial location. If the pursuer’s initial location is (xP,0, yP,0),

then for a given time, t, the isochrones for each player are given by:

x2
E + y2

E = v2
Et

2, (3.11a)

(xP − xP,0)2 + (yP − yP,0)2 = v2
P t

2. (3.11b)
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Divide (3.11a) by v2
E and (3.11b) by v2

P , then apply transitivity of equality to eliminate the

common parameter, t. Also, since the intersections of the isochrones are the points where

xE = xP and yE = yP , drop the subscripts to yield:

x2 + y2

v2
E

=
(x− xP,0)2 + (y − yP,0)2

v2
P

. (3.12)

Substitute xP,0 = d, yP,0 = 0, and γ = vP/vE:

(γ2 − 1)(x2 + y2) + 2dx− d2 = 0. (3.13)

Finally, convert from Cartesian coordinates to polar coordinates by substituting x2+y2 = r2

and x = r cos(θ) to arrive at:

(γ2 − 1)r2 + (2d cos(θ))r − d2 = 0, (3.14)

which agrees with (3.10).

3.2.3.2 Two Player PE with a Line Segment Obstacle

Figure 3.3 shows this method for a PE game in the presence of a line segment obstacle. In

Figure 3.3a, the bundles of isochrones from Figures 3.2a and 3.2b are shown, and each

intersection of isochrones of the same duration is marked by a ∗. In Figure 3.3b, the

isochrone bundles are removed for clarity, and a much larger number of intersections are

plotted to form the boundary between the two dominance regions. In both figures, the circle

is the Apollonius circle that would determine dominance if the obstacle was not present,

and it is included to show how the dominance boundary changes due to the presence of the

obstacle. The effects of obstacles are discussed in greater detail in Section 3.2.4.3.

44



(a) Intersection of isochrone bundles

(b) Dominance Regions

Figure 3.3: Dominance regions formed by isochrone intersections.
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3.2.4 Dominance Boundary in Closed Form

The dominance boundary in Figure 3.3b is piecewise smooth with two distinct cusps. As

described in [48], this occurs in the solutions of many differential games. Following [48], in

this section, the dominance boundaries are constructed analytically by determining singular

surfaces and the solution in the small, where singular surfaces are curves that divide the

plane into regions where the solution behaves differently in each region, and the solution “in

the small” refers to the smooth part of the solution that occurs between singular surfaces.

The solution in the small is presented in Section 3.2.4.1.

The solution need not be smooth when it crosses a singular surface, and in Section

3.2.4.2, the cusps in Figure 3.3b are shown to occur at singular surfaces. The solution in

its entirety is referred to as the solution “in the large”, and it is obtained by identifying

the singular surfaces and piecing together solutions in the small in regions delineated by

singular surfaces. This is described in Section 3.2.4.2.

3.2.4.1 Solution in the Small

As stated in Theorem 3.2.2, in the presence of obstacles, the isochrones always form arcs of

concentric circles centered at known points. Therefore, when considering the intersections

of isochrone bundles, the solution in the small is as follows:

Theorem 3.2.5 Each portion of the dominance boundary satisfies the following condition

for a specific value of tB and d:

(
γ2 − 1

)
r2 + 2

(
d cos θ − γ2vAtB

)
r +

(
γ2v2

At
2
B − d2

)
= 0. (3.15)

Proof: From Theorem 3.2.2, time-optimal paths are made up of a number of straight line

segments. Consider two players moving along the final segments of their time-optimal

paths to a candidate capture point. In general, the players begin their final segments at

different times, so let A be the first player to begin its final segment, and for simplicity
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Figure 3.4: Geometry of final segments of time-optimal paths.

assume that A departs on this segment at t = 0. Let B be the other player, and let tB be the

time that elapses before B departs on its final segment.

The locus of intersections of the isochrone bundles can be determined from Figure 3.4,

where d is the distance between the starting points of the final segments. From the law of

cosines:

v2
B(t− tB)2 = v2

At
2 + d2 − 2vAtd cos(θ). (3.16)

Rearrange (3.16) and let γ = vB/vA to obtain

(γ2 − 1)t2 + 2

(
d

vA
cos(θ)− γ2tB

)
t+

(
γ2t2B −

d2

v2
A

)
= 0. (3.17)

Define r = vAt, substitute t = r/vA into (3.17), and multiply the resulting equation by v2
A

to obtain (
γ2 − 1

)
r2 + 2

(
d cos θ − γ2vAtB

)
r +

(
γ2v2

At
2
B − d2

)
= 0. (3.18)

This quadratic equation is easily solved for r, and it defines, in polar form, the locus

of points where A and B can meet at the end of the final segments of their paths, with the

origin at the start of A’s final segment and the direction of zero azimuth along the line of

sight from the origin to B’s position at t = tB. �
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Note that when tB = 0 in (3.15), the quadratic form of the standard Apollonius circle

given by (3.10) is recovered.

Depending on the values of tB and d, (3.15) can take the following three forms:

1) A limaçon: when tB 6= 0 and d 6= 0;

2) An Apollonius circle: when tB = 0 and d 6= 0;

3) A circle centered at an obstacle vertex: when tB 6= 0 and d = 0.

Note that the fourth case, when tB = d = 0 at an obstacle vertex, is ignored because

capture occurs when the players reach that location.

Consider the third form of the solution which applies to regions where both players

travel past the same obstacle vertex at different times. Note that if A is faster than B, then

A dominates the entire region. Therefore, isochrones only intersect in this type of region

if vB > vA. Since both players’ isochrones are concentric circles centered at the same

location, the resulting locus of intersections is also a circle centered at the same vertex.

The radius can be computed from (3.15) with d = 0:

(
γ2 − 1

)
r2 − 2γ2vAtB r + γ2v2

At
2
B = 0. (3.19)

This equation has two solutions for r:

r1 =
γvAtB
γ − 1

, r2 =
γvAtB
γ + 1

. (3.20)

However, since vB > vA, γ > 1, and therefore r1, r2 > 0. Here, r2 corresponds to a

suboptimal path for A where A turns around and heads back toward the obstacle vertex at

the moment that B reaches the vertex. Therefore, for time-optimal paths, the isochrones

intersect along the circle with radius r1.
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3.2.4.2 Solution in the Large

In this section, the solution in the large is constructed by identifying the singular surfaces in

two player PE games and then assembling the portions of the solutions in the small that lie

in regions delineated by these surfaces. The dominance boundary is continuous, but it need

not be smooth, and this section explains why cusps often occur at the singular surfaces, as

noted previously.

The singular surfaces in the following remark can be categorized using the taxonomy

of [48]. A dispersal surface is a curve for which time-optimal paths move away from

the surface on both sides, and in this context, it separates two regions of the plane and

represents a choice for one of the players about which direction to travel around an obstacle.

A surface of type (p, u, p) is one where time-optimal paths that are sufficiently close to the

surface are parallel to it on both sides, and where time-optimal paths are allowed to coincide

with the surface. These surfaces represent a difference of behavior in the time-optimal paths

of nearby points, where on one side of the surface the time-optimal paths require a turn at

an obstacle, while on the other side no turn is required. For the remainder of this work, the

surfaces of type (p, u, p) are referred to as visibility surfaces because they occur when an

obstacle blocks the visibility from a generating point. The term “generating point” is used

in the context of Theorem 3.2.2.

Remark 3.2.6 The curves described in Theorem 3.2.3, which separate the plane into re-

gions with unique generating points, are the singular surfaces for the two-player PE game

in the plane in the presence of obstacles. These singular surfaces consist of:

1) Visibility surfaces, which are portions of straight lines emanating from a generating

obstacle vertex and extending away from another generating point parallel to the line

of sight;

2) Dispersal surfaces, which are arcs of hyperbola.
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For example, consider again the reduced version of the motivating example from Sec-

tion 3.2.3.2. Figure 3.5a shows this scenario with the singular surfaces depicted with dotted

lines and the dominance regions determined by assembling the solutions in the small for

each region. For this scenario, the visibility surfaces separate regions that can be reached

by both players with straight-line paths (those labeled with “1” in the figure) from regions

where one of the players must travel around the obstacle (those labeled with “2” in the

figure). If a player’s destination is a point located near one of these surfaces, then paths

that are sufficiently close to the surface on either side are parallel to the surface. The only

difference is that on one side of the surface the time-optimal path is straight, while on the

other side of the surface the time-optimal path requires a slight bend at the obstacle vertex.

For clarity, let the visibility surface denoted VS{ζ1, ζ2} be the surface generated due to the

visibility of point ζ2 from point ζ1; i.e., it is the surface with endpoint ζ2 that extends away

from ζ1.

The dispersal surfaces in Figure 3.5a are the arcs of hyperbola that separate two regions

that are both labeled with “2”. If a player’s destination is a point located near a dispersal

surface, then that player is faced with a decision about which way to travel around the

obstacle. Points that are very close together but on opposite sides of the dispersal surface

have significantly different time-optimal paths. Again, for notation, let the dispersal surface

DS{ζ1, ζ2/ζ3} refer to a surface that is generated by starting from point ζ1 and traveling

past either point ζ2 or point ζ3 (where the two paths have the same distance).

The following points are noteworthy:

• The cusps in the dominance boundary occur where the dominance boundary inter-

sects the dispersal surface, and they are the result of the difference in behavior for

points that are close together, but on opposite sides of the dispersal surface.

• The singular surfaces are the same as the curves described in Theorem 3.2.3 for a

single agent in the presence of obstacles, but they take on additional significance in

the context of the PE game.
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• The dominance boundary in Figure 3.5a, which is formed by assembling the solutions

in the small between singular surfaces, agrees with the result obtained by intersecting

isochrone bundles in Figure 3.3.

3.2.4.3 Effect of Obstacles on PE Games

Figure 3.5 shows two example scenarios. For both scenarios, the pursuer is twice as fast

as the evader, the pursuer’s starting location is given by 4, and the evader’s starting lo-

cation is given by �. The thick line represents the obstacle, and the dotted lines are the

singular surfaces. Regions labeled with “1” can be reached by both players with straight

line paths, regions labeled with “2” require one player to travel around the obstacle, and

regions labeled with “3” require both players to travel around the obstacle. The thin curve

represents the boundary between dominance regions. For comparison, the dashed circle is

the Apollonius circle that defines dominance in the absence of the obstacle.

As Figure 3.5 shows, in some cases the dominance region in the presence of the obsta-

cle is contained in the original Apollonius circle, while in other cases it encompasses the

Apollonius circle. This shows that the obstacle can be either a benefit or a hindrance to

both players, depending on the initial player locations. In Figure 3.5b, the faster pursuer

benefits from the obstacle, while in Figure 3.5a the slower evader benefits.

3.2.5 Obstacles With Greater Complexity

The motivating example includes a line segment obstacle which affects both players sym-

metrically, but the theorems and methods provided in previous sections are not limited to

obstacles with these properties. This section provides dominance regions for two types

of more complicated obstacles. The first scenario involves polygonal obstacles, and the

second involves an obstacle that has asymmetric effects on the players. The key results of

this subsection are that isochrones still determine dominance, and that Theorem 3.2.5 and

Remark 3.2.6 still hold.
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(a) Evader benefits from obstacle

(b) Pursuer benefits from obstacle

Figure 3.5: Effect of obstacles on dominance regions.
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3.2.5.1 Polygonal Obstacles

When more complex obstacles are introduced, the solution method remains unchanged.

The number of singular surfaces increases due to the increased number of generating points,

but the singular surfaces are still determined by Remark 3.2.6, and they can be constructed

using [73] and [45]. Similarly, the isochrones are still arcs of concentric circles, and there-

fore the solution in the small from Section 3.2.4.1 holds. Figure 3.6 shows how the version

of the motivating example used in Figures 3.3 and 3.5a changes when a third vertex is

added to make the obstacle triangular.

The dashed lines represent the singular surfaces, and the faint dotted lines show the

previously determined dominance boundary and dispersal surface from the motivating ex-

ample where the obstacle consists of only the line segment between vertices 1 and 2.

In this case, the dispersal surface generated by the � consists of portions of two hyper-

bolas, labeled “a” and “b”. Points on curve “b” can be reached in equal time by traveling

past either vertex 1 or 3. Points on curve “a” can be reached in equal time by traveling

past vertex 1 or past both vertices 3 and 2. As expected, these hyperbolas intersect at the

singular surface extending upward from vertex 2.

3.2.5.2 Obstacles with Asymmetric Effects

Consider a scenario where the pursuer is an Unmanned Air Vehicle (UAV) and the evader

is an Unmanned Ground Vehicle (UGV). Obstacles on the ground, such as streetside curbs

or bushes, inhibit the motion of the UGV, but they do not affect the UAV.

Obstacles that have asymmetric effects on the players of a PE game can be analyzed us-

ing the techniques described previously. The isochrones are still arcs of concentric circles,

and therefore the solution in the small from Section 3.2.4.1 holds. In fact, in this scenario

the analysis is simpler because only one player generates singular surfaces, and the number

of singular surfaces therefore decreases.

Figure 3.7 considers the motivating example with alternate starting locations. The
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Figure 3.6: Polygonal obstacle.

dashed lines show the 6 singular surfaces, and the dominance boundaries are shown for

all four possible scenarios. These scenarios include the case when neither player is af-

fected by the obstacle, when both are affected by the obstacle, and when only one player is

affected by the obstacle.

In the region of points that both players can reach with straight-line paths, all four dom-

inance boundaries coincide, and the dominance boundary forms a portion of an Apollonius

circle. The remainder of the Apollonius circle is shown by the faint dotted line which gives

the dominance boundary when neither player is affected by the obstacle. The other three

dominance boundaries diverge from the Apollonius circle when the dominance boundary

crosses a singular surface. The boundary labeled “a” represents the scenario where only

the � is affected by the obstacle. Since the 4 is unaffected, surface “1” is not a singular

surface, and the dominance region agrees with the Apollonius circle until it reaches singu-

lar surface “2”. As expected, since the � is the only player affected by the obstacle, this

dominance region is the worst-case scenario for the �, and it is the smallest of the four
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Figure 3.7: Asymmetric PE game.

potential dominance regions.

When only the 4 is affected by the obstacle, surface “1” is a singular surface, and

the dominance boundary departs from the Apollonius circle when it crosses that surface.

However, surface “2” is no longer a singular surface, so the dominance boundary does

not deviate again until reaching the hyperbolic dispersal surface, “3”, and this scenario

leads to the dominance boundary labeled “c”. Since the 4 is the only player affected by

the obstacle, this scenario is the best-case scenario for the �, and it leads to the largest

dominance region for the �.

Finally, when both players are affected symmetrically by the obstacle, all six singu-

lar surfaces affect the solution, and the resulting dominance boundary is curve “b”. As

expected, this is an intermediate case in terms of the size of the dominance regions.
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3.2.6 Games of Degree & Optimal Strategies

As in Section 3.1.2, construction of the dominance boundary provides the complete solution

to not only games of kind, but games of degree as well. If the payoff is the time to capture,

then the solution is identical to Theorem 3.1.2; i.e., the optimal capture point, C, that

maximizes the minimum time to capture, is the point on the dominance boundary with

the longest minimum time path from P ’s initial location. The optimal strategies are such

that both P and E travel to C in minimum time, though in this case P , E, and C are not

necessarily co-linear, and the minimum time paths are not necessarily single line segments.

Theorem 3.2.7 Let Ri be an arbitrary region in the partitioned plane. The following are

the only possibilities withinRi for the location of the optimal capture point, C:

1) A point (r, θ) satisfying all three of the following: Equation (3.15), (r, θ) ∈ Ri, and

∂r/∂θ = 0 along (3.15). These conditions only hold for:

(a) θ = {0, π},

(b) Any θ if d = 0;

2) An intersection of (3.15) with either a singular surface or an obstacle;

3) An intersection between obstacle edges and/or singular surfaces.

Furthermore, possibilities 2 and 3 are only valid if no point satisfies possibility 1.

Proof: Let Ri be an arbitrary region in the partitioned plane; hence, it may only be

bounded by obstacles and/or singular surfaces. Let Di ⊂ Ri be the portion of E’s dom-

inance region that is contained in Ri, and let P ′ and E ′ be the locations where P and E

enterRi under optimal play.

By definition, if C ∈ Di, then it must be the point in Di that maximizes P ’s minimum

travel time. Let ξ be an arbitrary point in the interior of Di. Then, since ξ is in the interior

of Di, P can always travel for an additional length of time dt in the direction from P ′ to ξ
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without leaving Di. Therefore, C may only occur on the boundary of Di, which consists

strictly of obstacle edges, singular surfaces, and curves satisfying (3.15).

Let B̄ be an arbitrary boundary segment of Di that does not satisfy (3.15); i.e., it is

either an edge of a polygonal obstacle or a singular surface. By Remark 3.2.6, it is therefore

either a portion of a line or a portion of a hyperbola with P ′ or E ′ as a focus. Let B be the

complete line or hyperbola containing B̄, and for simplicity let H ′ represent either P ′ or

E ′, depending on which is applicable for B. Define a reference frame with origin H ′, and

let the polar representation of B be rB(θB), where for a hyperbolic boundary, the direction

of zero azimuth is toward the hyperbola’s vertex, and for a linear boundary, the direction of

zero azimuth is the direction of the perpendicular intersector. Finally, let θ̂B be the smallest

positive angle for which rB(θ̂B) is undefined (i.e., the line θB = θ̂B is either parallel to

a linear B or parallel to the asymptote of a hyperbolic B). Then B is entirely contained

in (−θ̂B, θ̂B), and the distance from H ′ to B is a convex function of θB over the interval

(−θ̂B, θ̂B). Therefore the only possible maxima in B̄ are at its end points.

Finally, consider curves in (r, θ) satisfying (3.15), and let Dθ ⊂ [0, 2π) be the domain

of values for θ over which (r, θ) ∈ Ri. Maxima of r(θ) must either occur at the boundary

of Dθ or at a critical point within Dθ. Consider (3.15) again:

(
γ2 − 1

)
r2 + 2

(
d cos θ − γ2vAtB

)
r +

(
γ2v2

At
2
B − d2

)
= 0. (3.21)

Differentiate with respect to θ:

2
(
γ2 − 1

)
r
∂r

∂θ
− 2dr sin θ + 2

(
d cos θ − γ2vAtB

) ∂r
∂θ

= 0, (3.22)

Solve for ∂r/∂θ:
∂r

∂θ
=

dr sin θ

(γ2 − 1)r + d cos θ − γ2vAtB
. (3.23)
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Setting (3.23) equal to zero provides a necessary condition for θ to be a maximizer of

r(θ) for θ not on the boundary of Dθ, and there are three situations where this can occur.

One is the degenerate case r ≡ 0.The second case, d = 0, is discussed in Section 3.2.4.1.

Since the dominance boundary forms an arc of a circle when d = 0, all locations on that

portion of the dominance boundary have the same capture time. The final case is:

sin θ = 0 ⇒ θ = {0, π}. (3.24)

Note that θ = {0, π} represents movement of the evader both toward and away from the

pursuer, and therefore one is a minimizer of r(θ) while the other is a maximizer of r(θ),

depending on the particularRi.

Equation (3.15) is periodic in θ with period 2π, and thus over the restricted domain

[0, 2π), either (r(π), π) or (r(0), 0) is the global maximizer. Therefore, if the maximizer

is in Ri, no other point in Di needs to be evaluated. The only other possibilities for max-

imizers on curves satisfying (3.15) require (r(π), π) /∈ Ri or (r(0), 0) /∈ Ri (depending

on which is the maximizer), and they occur at the boundaries of the interval Dθ, where the

dominance boundary intersects an obstacle or singular surface. �

Note that in the absence of obstacles, Ri is unbounded, Dθ = [0, 2π), and hence C

occurs where θ = π, which agrees with the classical evasion strategy.

As before, if C is located on a curve satisfying (3.15), and if both players act optimally,

then at any intermediate point in the game, the dominance boundary is tangent to the ini-

tial boundary at C. This is illustrated in Figure 3.8a, which shows a PE game with the

same parameters as Figures 3.3 and 3.5a. The pursuer’s initial location is given by the 4,

and the evader’s initial location is given by the �. The minimum time paths are shown,

and as expected, C remains in the same location as both players travel along these time-

optimal paths to reach it. The dominance boundary is plotted for the initial time and three
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intermediate points in time, and as expected, all are tangent to the initial boundary at C.

Figure 3.8b shows the same conditions as Figure 3.8a, except that in this case only

the evader follows the optimal strategy. As before, the pursuer and evader begin at the

points labeled P and E, respectively, leading to the initial dominance boundary marked

DB with optimal capture point C. Here, the pursuer acts suboptimally and travels around

the obstacle in the wrong direction. This causes E’s path to curve as the minmax capture

point moves, and E gains advantage due to P ’s suboptimal play. The locations of P and E

at a later time are given by P ′ and E ′, and the dominance boundary at that time is marked

DB′ with capture point C ′. Note that capture at C ′ occurs at a later time than the original

minmax capture at C.

As Theorem 3.2.7 states, the point C is not always on a curve satisfying (3.15). For

example, Figure 3.9 shows a scenario with two line segment obstacles, depicted with thick

lines. The thin curves represent the dominance boundary, and dashed lines represent singu-

lar surfaces. For clarity, the figure only shows the singular surfaces that bound the regions

containing portions of the dominance boundary. In this scenario, C is located at the inter-

section of a dispersal surface and an obstacle. When C is not on a curve satisfying (3.15),

it does not remain in the same location throughout the game. As the pursuer moves, the

dispersal surface changes, and therefore C moves with it.

Finally, note that if the optimal capture occurs in a region where d = 0, which occurs

when both players pass the same obstacle vertex, then the evader has a choice of C, with

all possibilities leading to the same minmax capture time. However, at the moment when

the evader passes the vertex and chooses a direction to travel, the point C becomes fixed.

3.2.7 Notes for Fast Implementation

Consider the Euclidean Shortest Path Problem (ESPP) in an environment with many ob-

stacles. Shortest paths can be computed, as discussed in [73] and [45], and the ESPP can

be decomposed into the construction of a visibility graph and a search problem using that
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(a) Optimal play

(b) Suboptimal pursuit

Figure 3.8: Dominance regions during the game.

60



Figure 3.9: Capture point at intersection of singular surface and obstacle.

graph [77]. A nice feature of this approach is that the visibility graph can be constructed

a priori. In a similar way, the PE game can be reduced to the following subproblems, and

many of the required computations can be completed a priori:

1) The Euclidean shortest path problem,

2) The construction of singular surfaces,

3) The determination of the optimal capture point.

Like the visibility graph in subproblem 1, much of subproblem 2 can be constructed a

priori because many of the singular surfaces depend only upon the locations of the obsta-

cles. Then, during the game, a small number of surfaces are added based on the locations

of the players. This is discussed in Section 3.2.7.1. Also, Theorem 3.2.7 simplifies the

determination of the optimal capture point, and Section 3.2.7.2 makes use of the theorem

to provide an algorithm to quickly determine the location of C. Once C is known, optimal

pursuit and evasion reduce to the ESPP from an initial location to C. Furthermore, since
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both players can calculate their opponent’s optimal path as well as their own, the game only

requires further computations if the opponent plays suboptimally. Hence, this framework

can potentially reduce the online computations required to implement optimal pursuit or

evasion in practice.

3.2.7.1 Partitioning of the Environment

Many of the region boundaries can be determined a priori, and only a small number of

updates need to be made at runtime. As noted in Section 3.2.2, the partitioning of the plane

can be done in a computationally efficient way that grows as O(ηs log ηs), where ηs is the

number of obstacle vertices. In some cases, recomputing the surfaces might be preferable

over storing and retrieving them. This section illustrates the decomposed approach, and

the tradeoffs between computation and memory are left as future work. Additionally, it is

unnecessary to consider all singular surfaces when determining the optimal capture point.

This is considered in more detail in Section 3.2.7.2, but here all surfaces are considered in

order to illustrate concepts.

Consider the environment shown in Figure 3.10, where obstacle ABD has the same

dimensions as the obstacle in Figure 3.6. The visibility surfaces correspond to edges of the

visibility graph that are extended until they intersect obstacles, and since the visibility graph

is constructed as part of the ESPP, the visibility surfaces can be constructed simultaneously

with very little additional computation. For example, the visibility graph is shown in 3.11a,

and the visibility surfaces are added in 3.11b.

The hyperbolic dispersal surfaces correspond to specific sequences of generating points,

and therefore, many of them can be computed a priori as well. Figure 3.12 shows some of

the precomputable dispersal surfaces with their associated generating point sequences.

The only surfaces that must be computed at runtime include those generated by the

locations of the players. Figure 3.13 shows the additional surfaces required if the play-

ers are placed in the same locations relative to obstacle ABD as they were previously in

62



Figure 3.10: Example Environment

Figure 3.6. The runtime surfaces include those from Figure 3.6 as well as six additional

surfaces due to the two additional obstacles. These include the visibility surfaces VS{E, ·}

and VS{P, ·} as well as the dispersal surfaces DS{E,A/D}, DS{E,A/(D,B)}, and

DS{P,A/(B,D)}. Again, the additional visibility surfaces coincide with edges that must

be added to the visibility graph for the ESPP, so the additional computation for PE is min-

imal. Also note that the number of additional surfaces depends on the number of obstacles

visible from the player’s locations. Therefore, no surfaces are added due the pursuer’s po-

sition except the three from Figure 3.6, because neither obstacle JK nor obstacle FGH is

visible from P .

3.2.7.2 Fast computation of the optimal capture point

To reduce unnecessary calculations when locating C, note that it is unnecessary to consider

all regions. The dominance regions are continuous, and it is therefore sufficient to begin

with the region containing the evader and move outward to neighboring regions until the
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(a) Visibility Graph

(b) Visibility graph with singular surfaces added.

Figure 3.11: Relationship between singular surfaces and visibility graph.
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Figure 3.12: Hyperbolic Singular Surfaces

Figure 3.13: Singular surfaces added at runtime
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evader’s dominance region (and therefore the dominance boundary) is known in its entirety.

Furthermore, for the same reason, it is unnecessary to consider all singular surfaces. The

relevant surfaces can be determined by solving ESPPs and noting the generating points

traversed by the players. Let g = {g1, g2, ..., gf} be the sequence of generating points in

a player’s path to an arbitrary region, and let s be an arbitrary obstacle vertex visible from

gf . The relevant region boundaries are as follows:

1) Obstacle edges,

2) VS{gf , s},∀s,

3) VS{gf−1, gf},

4) Dispersal surfaces associated with any subsequence of g.

For example, consider the region containing the evader in Figure 3.14. To determine

the generating points traversed by the players, solve the ESPP from each player’s initial

location to the evader. The potential region boundaries are shown in Figure 3.14, and are

determined as follows: The generating point sequence for the evader consists solely of E,

so the only relevant boundaries due to the evader are the six visibility surfaces VS{E, ·}.

The generating point sequence for the pursuer is {P,A}, so the relevant boundaries due to

the pursuer are the six visibility surfaces VS{A, ·}, the visibility surface VS{P,A}, and

the dispersal surface DS{P,A/(B,D)}.

The optimal capture point can then be calculated with Algorithm 1, where RE is the

region containing the evader and Rc is a candidate capture region which P and E enter

at locations P ′ and E ′, respectively, and at times tP ′ and tE′ , respectively. Also, Ĉ is a

candidate for C, Cc is a set of all valid candidates discovered, and tc[i] is the capture time

associated with the i-th element in Cc. Finally, let Xj be an intersection of the boundary

segments ofRc with coordinates (rXj
, θXj

).

For each candidate capture region, Algorithm 1 first computes d and tB, which are

necessary to define r(θ) with (3.15). Then, it checks whether any Ĉ that can be a global
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1 AddRE to list of candidate regions;
2 while not at end of list of candidate regions do
3 determine P ′, E ′, tP ′ and tE′ for next Rc (by solving ESPPs);
4 d = ||P ′ − E ′||;
5 if tP ′ ≥ tE′ then
6 tB = tP ′ − tE′;
7 Ĉ = (r(π), π);
8 else
9 tB = tE′ − tP ′;

10 Ĉ = (r(0), 0);
11 end

12 if Ĉ ∈ Rc then
13 add Ĉ to set Cc;
14 else if d=0 then
15 Set Ĉ to any (r, θ) ∈ Rc satisfying (3.15);
16 add Ĉ to set Cc;
17 else
18 foreach Xj ∈ Rc do
19 if rXj

< r(θXj
) then

20 add Xj to set Cc;
21 end
22 end
23 end

24 foreach Xj ∈ Rc do
25 if rXj

< r(θXj
) then

26 add neighboring region to list of candidate regions;
27 end
28 end
29 i∗ = arg mini tc[i];
30 C = Cc[i∗];

Algorithm 1: Computing the optimal capture point.
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Figure 3.14: Relevant singular surfaces for region containing evader.

maximizer of (3.15) is contained inRc, and if not, the boundary intersections in the interior

of the dominance region are added as candidate capture points. Finally, if the dominance

region extends into any adjoining region, that region is added to the list of regions to be

evaluated. After all regions containing a portion of the dominance boundary have been

evaluated, C is the Ĉ with the largest associated capture time.

3.3 Simple Motion vs. Dubins Car

This section considers SPSE games where one player moves with simple motion (i.e., ρ =

0) and the other player is a Dubins car (i.e., ρ 6= 0), and it follows the same development as

the SPSE game with simple motion in Section 3.2. Note that the results of this section apply

to both the Homicidal Chauffeur (HC) problem (i.e., ρE = 0, ρP 6= 0) and the Suicidal

Pedestrian problem (i.e., ρE 6= 0, ρP = 0). However, in order to simplify notation, the

notation in this section is consistent with the HC problem.
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3.3.1 Isochrones

Consider the following time-optimal control problem: Given an agent moving in the plane

with speed v, minimum turn radius ρ, and initial and final locations (xi, yi) and (xf , yf ),

find a path that connects (xi, yi) to (xf , yf ) and satisfies the minimum turn radius ρ such

that the time required for the agent to reach (xf , yf ) is minimized.

Again, the agents move with constant speeds, and therefore time-optimal paths corre-

spond to paths with the smallest Euclidean distance. For this work, we are interested in

level sets for the value function of this time-optimal control problem, and the boundaries of

these level sets are referred to as isochrones. Alternatively, isochrones form the boundary

of the set of points that are reachable by a player at a given time.

3.3.1.1 Dubins Car Isochrones

First, consider a pursuer with minimum turn radius ρ and speed vP . If the final heading is

free, as is the case here, then the optimal paths that end on the boundary of the reachable

set are one of two types [22]:

1) Curve-straight (CS): a curved segment with minimum turn radius followed by a

straight segment,

2) Curve-curve (CC): two curves in opposite directions, both with minimum radius.

Note that the only other possibilities, a single straight segment or a single curved segment,

are special cases of the two types described previously.

For a reference frame with origin at the location of the pursuer and y-axis along the

pursuer’s velocity vector, the isochrones are given by the following parametric equations

[22]:
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Curve-Straight For CS paths, the isochrones are:

x(φ, t) = ρ (1− cosφ) + (vP t− ρφ) sinφ, (3.25a)

y(φ, t) = ρ sinφ+ (vP t− ρφ) cosφ, (3.25b)

where 0 < φ < vP t/ρ.

Curve-Curve For CC paths, the isochrones are:

x(φ, t) = ρ

[
2 cosφ− 1− cos

(
2φ− vP t

ρ

)]
, (3.26a)

y(φ, t) = ρ

[
2 sinφ− sin

(
2φ− vP t

ρ

)]
. (3.26b)

Note that the pursuer’s reachable set is not simply connected for all t. In particular, it

becomes doubly connected at time t1 [22]:

t1 =
ρ

vP

(
3π

2
+ 1

)
. (3.27)

The internal boundary that forms at time t1 is comprised of endpoints of both CS and CC

paths. This remains the case until time t2 [22]:

t2 =
2πρ

vP
. (3.28)

After time t2, the internal boundary is comprised solely of endpoints of CC paths. Finally,

the internal hole shrinks as t increases until time t3, when it vanishes [22]:

t3 =
ρ

vP

(
2π + cos−1 23

27

)
. (3.29)

The doubly connected nature of the pursuer’s reachable set is revisited in Section 3.3.4.
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3.3.1.2 Simple Motion Isochrones

Finally, consider an evader starting from initial location (xE0, yE0) with speed vE and ρE =

0. As in Section 3.2, the optimal paths are straight lines, and the isochrones are concentric

circles centered at (xE0, yE0), as given in (3.11). To simplify future analysis, consider a

case where the evader starts at a different time than the pursuer, and let the delay in the

evader’s start be tB. Note that in the game the players begin at the same time, but including

tB simplifies the analysis of evader strategies with turns in Section 3.3.3. Therefore, the

isochrones are:

(x− xE0)2 + (y − yE0)2 = (vE(t− tB))2. (3.30)

3.3.2 Isochrone Intersections

Equations (3.25), (3.26), and (3.30) provide bundles of isochrones, i.e., sets of curves pa-

rameterized by the common time duration, t. Elimination of this common parameter leads

to the set of points over all time where the players can meet if they follow time-optimal

paths.

3.3.2.1 Intersection with Curve-Straight Paths

Consider the intersection of the evader’s isochrones with the CS portion of the pursuer’s

isochrones. First, eliminate x and y by substituting (3.25) into (3.30). Then expand and

rearrange the resulting equation to arrive at the following quadratic equation for t:

0 =
1

2
[v2
P − v2

e ] t
2

+
[
vP ((ρ− xe0) sinφ− ye0 cosφ− ρφ) + v2

etB
]
t

+

[
ρ(−ρφ+ xe0φ− ye0) sinφ+

1

2
ρ2φ2 + ρ2 − ρxe0

+ ρ(−ρ+ xe0 + ye0φ) cosφ+
1

2

(
x2
e0 + y2

e0 − v2
et

2
B

) ]
.

(3.31)
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Equation (3.31) can be easily solved for t(φ). Finally, substitute t(φ) into (3.25) to arrive

at x(φ) and y(φ).

3.3.2.2 Curve-Curve

Following the same procedure, eliminate x and y by substituting (3.26) into (3.30), and

rearrange the resulting equation to arrive at one of the following:

0 = (v2
e)t

2 − (2v2
etB)t

+ 2ρ
[
ye0 cos(2φ)− (ρ+ xe0) sin(2φ) + 2ρ sin(φ)

]
sin(

vP t

ρ
)

− 2ρ
[
(ρ+ xe0) cos(2φ) + ye0 sin(2φ)− 2ρ cos(φ)

]
cos(

vP t

ρ
)

+
[
4ρye0 sin(φ) + 4ρ(ρ+ xe0) cos(φ)− (ρ+ xe0)2 − y2

e0 + v2
et

2
B − 5ρ2

]
,

(3.32a)

0 =

[
−2ρ(ρ+ xe0) sin(

vP t

ρ
)− 2ρye0 cos(

vP t

ρ
)

]
sin(2φ)

+

[
2ρye0 sin(

vP t

ρ
)− 2ρ(ρ+ xe0) cos(

vP t

ρ
)

]
cos(2φ)

+

[
4ρ2 sin(

vP t

ρ
) + 4ρye0

]
sin(φ)

+

[
4ρ2cos(

vP t

ρ
) + 4ρ(ρ+ xe0)

]
cos(φ)

+
[
v2
et

2 − 2v2
etBt− (ρ+ xe0)2 − y2

e0 + v2
et

2
B − 5ρ2

]
.

(3.32b)

Note that CC paths only need to be analyzed for t <= t3, because at t = t3, the hole

in the pursuer’s reachable set closes, and after t3, the pursuer’s isochrones are made up of

strictly CS paths. With experience, pairs of t and φ can be found relatively easily using,

for example, the Newton-Raphson method with initial guesses based on a small number of

subsets of initial conditions. For example,

1) evader positions in front of the pursuer and close by;

2) evader positions beside the pursuer and close by;
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3) evader positions behind the pursuer and close by.

For evader positions far from the pursuer, only CS paths intersect the evader’s isochrones,

and no initial guess is needed. Additionally, this section proposes open-loop methods,

but if these open loop methods are used to iteratively recalculate actions, the solutions

at the previous step can be used to warm-start the next calculations. This is an area for

future work, but its cost has not been prohibitive thus far. Once pairs of t and φ have been

identified, they can be substituted into (3.26) as before.

3.3.2.3 Examples

This section provides a few examples of isochrone intersections, including an example that

verifies this approach by letting ρ→ 0, which reproduces the standard Apollonius circle.

First, consider the limit ρ→ 0. Equation (3.26) vanishes, and (3.25) becomes:

x(φ, t) = vP t sinφ, (3.33a)

y(φ, t) = vP t cosφ. (3.33b)

Equation (3.31) reduces to:

1

2
(v2
P − v2

E)t2 +
[
vP (−xE0 sinφ− yE0 cosφ) + v2

EtB
]
t+

1

2

[
x2
E0 + y2

E0 − v2
Et

2
B

]
= 0.

(3.34)

Let tB = 0:

1

2
(v2
P − v2

E)t2 + vP (−xE0 sinφ− yE0 cosφ) t+
1

2

(
x2
E0 + y2

E0

)
= 0. (3.35)

Therefore, from the quadratic formula,

t =
vP (xE0 sinφ+ yE0 cosφ)

(v2
P − v2

E)
±

√
v2
P (xE0 sinφ+ yE0 cosφ)2 − (v2

P − v2
E)(x2

E0 + y2
E0)

(v2
P − v2

E)
.

(3.36)
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t(φ) =
vP

v2
P − v2

E

[
xE0 sinφ+ yE0 cosφ

±

√
(xE0 sinφ+ yE0 cosφ)2 − v2

P − v2
E

v2
P

(x2
E0 + y2

E0

]
. (3.37)

Substituting (3.37) into (3.33) and substituting γ for vP/vE gives:

x(φ) =
γ2

γ2 − 1
sinφ

[
xE0 sinφ+ yE0 cosφ

±
√

(xE0 sinφ+ yE0 cosφ)2 − (1− γ−2)(x2
E0 + y2

E0)

]
, (3.38a)

y(φ) =
γ2

γ2 − 1
cosφ

[
xE0 sinφ+ yE0 cosφ

±
√

(xE0 sinφ+ yE0 cosφ)2 − (1− γ−2)(x2
E0 + y2

E0)

]
. (3.38b)

For simplicity, let xE0 = 0 and yE0 > 0:

x(φ) =
γ2

γ2 − 1
sinφ

[
yE0 cosφ±

√
y2
E0 cos2 φ− (1− γ−2)y2

E0

]
, (3.39a)

y(φ) =
γ2

γ2 − 1
cosφ

[
yE0 cosφ±

√
y2
E0 cos2 φ− (1− γ−2)y2

E0

]
. (3.39b)

Note that yE0 > 0 is a common factor, and cos2 φ − 1 = − sin2 φ, so simplifying and

rearranging terms gives:

x(φ) =
γ2

γ2 − 1
yE0 sinφ

[
cosφ±

√
− sin2 φ+ γ−2)

]
, (3.40a)

y(φ) =
γ2

γ2 − 1
yE0 cosφ

[
cosφ±

√
− sin2 φ+ γ−2)

]
. (3.40b)

Equation (3.40a) gives the result in Cartesian coordinates (x, y). Transforming to polar
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coordinates yields the folowing:

r2(φ) = x2(φ) + y2(φ),

=

(
γ2

γ2 − 1
yE0

)2

(sin2 φ+ cos2 φ)

(
cosφ±

√
− sin2 φ+ γ−2)

)2

,

=

(
γ2

γ2 − 1
yE0

)2(
cosφ±

√
− sin2 φ+ γ−2)

)2

.

(3.41)

Thus,

r(φ) = ± γ2

γ2 − 1
yE0

(
cosφ±

√
− sin2 φ+ γ−2)

)
. (3.42)

To see that this agrees with the Apollonius circle, solve (3.8) for r(θ):

r(θ) = h cos θ + k sin θ ±
√

(h cos θ + k sin θ)2 − h2 − k2 + r2
A. (3.43)

Place the origin at the location of the pursuer with the direction of zero azimuth along the

x axis. As before, consider an evader at xE0 = 0, yE0 > 0. Then, xP = yP = yE = 0, and:

h = 0, k =
−γ2yE0

1− γ2
, rA =

γyE0

1− γ2
. (3.44)

Substitute these values for h, k, and rA into (3.43) and simplify:

r(θ) =
−γ2

1− γ2
yE0 sin θ ±

√
γ4y2

E0

(1− γ2)2
sin2 θ − γ4y2

E0

(1− γ2)2
+

γ2y2
E0

(1− γ2)2
,

=
γ2

γ2 − 1
yE0 sin θ ±

∣∣∣∣ γ2

γ2 − 1
yE0

∣∣∣∣√sin2 θ − 1 + γ−2,

=
γ2

γ2 − 1
yE0

[
sin θ ±

√
− cos2 θ + γ−2

]
.

(3.45)

Finally, apply the coordinate transformation θ = φ+ π/2 to arrive at (3.42).

Figure 3.15a shows a scenario with ρ = 3 and γ = 2 where the evader begins directly

in front of the pursuer. Again, the evader begins at the �, and the pursuer begins at the

4 with its heading aligned with the vertical axis. The solid curves show the isochrone
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intersections, and the dotted circles show the tightest turn that the pursuer can achieve.

Note that the isochrone intersections do not form a single, continuous curve. Instead,

three curves are formed, corresponding to three types of capture. The curve labeled “1”

occurs between P and E, and it represents possible meeting locations if E moves toward

P . The curve labeled “2” corresponds to cases where the evader moves away from the

pursuer, and the pursuer catches up from behind. Finally, curve “3” forms a continuous

curve that surrounds the evader. Note that this illustrates why HC formulations typically

define capture by proximity instead of colocation, because as the pursuer approaches the

evader, the evader can escape by moving to the side immediately prior to capture. This is

discussed in greater detail in Section 3.3.3.2.

Figure 3.15b shows another example, where the evader begins to the side of the pur-

suer. Note that in both Figures 3.15a and 3.15b, the isochrone intersections are piecewise

smooth with distinct cusps. These cusps occur where the dominance boundary intersects

singular surfaces which form directly in front of and behind the pursuer as well as along

the minimum achievable turn. Thus, they occur at points where the pursuer’s behavior

changes, either by switching from an initial turn to the left to an initial turn to the right,

or by switching from a CS path to a CC path. This is similar to previous discussions for

games with simple motion in the presence of obstacles, where cusps also occur at singular

surfaces and indicate a change in behavior, such as a change in the optimal direction for a

player to move around an obstacle [82] [85].

3.3.3 Dominance Regions

The evader’s dominance region consists of all points that it can reach before any possible

collocation with the pursuer, but Figure 3.15a illustrates a few important aspects of the HC

problem that differ from games where the pursuers move with simple motion.

As discussed in [85], the boundary of the dominance regions is equivalent to the inter-

sections of the isochrones for games with simple motion. In the HC problem, extra care
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(a) E in front of P

(b) E to the side and rear of P

Figure 3.15: Isochrone Intersections.
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must be taken because points that are in the pursuer’s reachable set at time τ1 are not nec-

essarily in the pursuer’s reachable set at time τ2 for τ2 > τ1. This is particularly the case

for small τ1. Thus, even if E cannot reach a particular location ξ without getting captured

prior to t = τ1, E might be able to reach ξ for t > τ2, and therefore, ξ might be dominated

by E, even though P can initially reach ξ before E. For example, consider the isochrone

intersections on curve “1” in Figure 3.15a. If E moves to the side and avoids the initial

pass by P , then E can return to points on curve “1” without being captured, regardless of

the actions of P .

Nevertheless, the following holds:

Remark 3.3.1 The boundary of the dominance regions in the HC problem is completely

defined by (3.31), (3.25), (3.32), and (3.26). However, multiple instances of these equations

may be required, each with different values for the constants {xE0, yE0, tB}.

Section 3.3.2 gives the intersections of the isochrones which are all points where the

players can meet if traveling along minimum-time paths, but they are not all potential

capture locations. Figure 3.16 illustrates this idea using the same scenario as Figure 3.15a.

The points on the dashed outer curve between points A and B are isochrone intersections,

but they are not potential capture points. If the evader moves away from the pursuer, then

capture happens along the solid inner curve between points C and D. Similarly, the evader

would be captured along the solid inner curve FG before reaching the dashed outer curve

HI.

The solid curves in Figure 3.16 show the portions of the isochrone intersections that the

evader can reach with straight line paths before any potential capture (i.e., the curves AH,

BI, CD, and FG). The region of the plane that is known to be in the evader’s dominance

region is then made up of the wedges EHA, ECD, EBI, and EGF. The rest of the intersection

points from Figure 3.15a are shown with dotted lines, and they represent an outer bound on

the evader’s dominance region. The straight dotted lines AC, DB, GI, and FH demarcate

the subset of the dominance region that is known after intersecting the isochrone bundles

78



Figure 3.16: From isochrone intersections to dominance regions.

with tB = 0. These lines represent an inner bound for the dominance region. Finally, the

dashed curves AC, DB, GI, and FH represent the portion of the dominance boundary which

is yet to be determined.

Note that the isochrone intersections with tB = 0 provide an outer bound on E’s dom-

inance region. This is because the isochrones with tB = 0 represent minimum-time paths

from E’s initial position, and the reachable set for paths with turns must be a subset of the

reachable set for straight-line paths. Also note that for many initial conditions, such as the

scenario in Figure 3.15b, the intersection of isochrone bundles with tB = 0 is equivalent to

the dominance boundary, and no additional steps are required.

3.3.3.1 Evasion with Turns

The dominance boundary represents the set of all points at which the pursuer and evader

can meet if both follow paths that are time-optimal in the space of all paths where the
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evader can prevent capture no matter what the pursuer does. Thus, in Figure 3.16, the in-

ner curves CD and FG are equivalent to an obstacle that the evader must avoid on its way

to the dominance boundary. Note that the hypothetical obstacle the evader must avoid is

not necessarily equivalent to curve CD, but can instead be viewed as a straight line segment

connecting C to D. As previously discussed, it is well-known in the literature that the short-

est Euclidean path between two points in the presence of polygonal obstacles is a broken

line that breaks at the obstacle vertices [73]. Therefore, to determine the remaining portion

of the dominance region, consider paths for the evader that first travel from (xE0, yE0) to a

point infinitesimally close to C, D, F, or G, but still within the known subset of the evader’s

dominance region, and then turn and travel into the portion of the plane for which domi-

nance has not yet been determined. These paths represent an evasion strategy where the

evader “sidesteps” the pursuer to prevent an early capture.

These turning evasion paths are simple to implement due to the time delay that was built

into the equations in Sections 3.3.1 and 3.3.2. The point where the evader turns becomes

(x′E0, y
′
E0), and the time when the turn occurs is tB. The evader’s isochrones are still arcs of

concentric circles, although they are now centered at the location of the turn, and therefore

the analysis from Section 3.3.2 holds without any changes.

Note that the reachable set of points for turning paths is always contained within the

reachable set for straight-line paths, and the isochrones for the turning paths are always

tangent to the original isochrones along the direction that the evader was traveling prior

to the turn. Therefore, the dominance boundary transitions smoothly across the boundary

between regions of straight-line paths and turning paths.

Points C, D, F, and G are the solutions of the system of equations given by (3.30) along

with the location of the pursuer along its minimum radius turn. For a clockwise turn, the

location is given by:

x =ρ− ρ cos(vP t/ρ), (3.46a)
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y =ρ sin(vP t/ρ), (3.46b)

and for a counter-clockwise turn, the location is given by:

x =− ρ+ ρ cos(vP t/ρ), (3.47a)

y =ρ sin(vP t/ρ). (3.47b)

This development considers the case of a clockwise turn, but the development is equivalent

for the other case. Substitute (3.46) into (3.30):

(ρ− ρ cos(vP t/ρ)− xE0)2 + (ρ sin(vP t/ρ)− yE0)2 = (vE(t− tB)2. (3.48)

Rearrange (3.48) to arrive at:

0 = 2ρ(xE0 − ρ) cos(
vP t

ρ
)− 2ρyE0 sin(

vP t

ρ
)− v2

Et
2

+ (2v2
EtB)t+

(
−v2

Et
2
B + (xE0 − ρ)2 + y2

E0 + ρ2
)
.

(3.49)

Note that the cusps in the outer curve of the isochrone intersections also occur as solu-

tions to this system of equations, so their locations can also be computed using (3.49).

Figure 3.17 shows the dominance regions for the scenario used in Figures 3.15a and

3.16 after turns have been applied at points C, D, F, and G. The isochrone intersections

shown in Figure 3.15a are included for comparison, and as expected, the dominance region

is contained within it. The change can be seen at the top of the figure, where a small area

has been lost. A very small area is also lost at the bottom of the figure. Note that curves CD

and FG from Figure 3.16 are not part of the dominance boundary, because after dodging

an early capture, the evader is able to return to areas outside those curves, regardless of the

pursuer’s actions.
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Figure 3.17: Dominance region with evader turns.

3.3.3.2 Capture Radius

Because the evader can always move to the side immediately prior to point capture, typical

formulations of the HC game use proximity instead of colocation as the capture condition.

Let ` be the capture radius. The evader’s dominance region is then the set of points that

the evader can reach without coming within an `-neighborhood of the pursuer. This section

proposes three different ways to incorporate this feature. The first is exact, and the other

two are approximate.

In general, instead of constructing the dominance regions for only the point (xE0, yE0),

the methods developed in Sections 3.3.2 and 3.3.3 can be used to map a domain of ini-

tial evader locations into a set of dominance regions, and the aggregate dominance region

is then the intersection over the entire set. For example, if ∂B`(xE0, yE0) represents the

boundary of the `-neighborhood around the point (xE0, yE0), then the dominance region,

D, is determined by mapping the domain {x̄E0, ȳE0 : (x̄E0, ȳE0) ∈ ∂B`(xE0, yE0)} into
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multiple dominance regions with different initial evader locations, D(x̄E0, ȳE0), and then

taking the intersection:

D =
⋂

(x̄E0,ȳE0)

D(x̄E0, ȳE0). (3.50)

The dominance region can also be approximated in the following two ways:

1) Construct a single dominance region, D(xE0, yE0), and then contract it by a distance

dmax at each point, where dmax is given by:

dmax =
vE`

vP − vE
. (3.51)

Note that inflating the evader to a disk of radius dmax is an equivalent, but simpler

way to accomplish this.

This method is conservative, because the evader can often get closer to the point-

capture dominance boundary than dmax before capture, depending on the relative

headings of the pursuer and evader when they meet at that point on the dominance

boundary. The true distance from the point-capture dominance boundary at which

the evader would be caught ranges from dmin to dmax, where:

dmin =
vE`

vP + vE
. (3.52)

2) Make use of tB. The evader travels a distance of ` in time t` = `/vE . The dom-

inance region for (xE0, yE0) with tB = t`, denoted D(xE0, yE0, t`), gives the pos-

sible locations where the pursuer enters the capture region from behind the evader,

and D(xE0, yE0,−t`) gives the locations where the pursuer enters the capture region

from in front of the evader. The isochrones for tB = t` and tB = −t` envelope the

isochrones of the entire capture ball, so:

(
D(xE0, yE0, t`) ∩ D(xE0, yE0,−t`)

)
⊂ D. (3.53)
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3.3.4 Optimal Strategies

As in the case of simple motion, the optimal evasion strategy follows from the dominance

regions. If the payoff is the time to capture, which the evader seeks to maximize and the

pursuer to minimize, then the maxmin capture point is one of the following:

1) the point on the boundary of the evader’s dominance region with the longest capture-

avoiding, time-optimal path from the evader’s initial location;

2) the point where the hole in the pursuer’s reachable set closes at t = t3; i.e., the point

within the evader’s dominance region that remains outside the pursuer’s reachable

set for the longest time.

The first alternative is equivalent to the maxmin capture point in PE games where all

players move with simple motion. The second alternative exists because the pursuer’s

reachable set is not simply connected at all times, and if the hole in the pursuer’s reachable

set is in the interior of the evader’s dominance region, then the evader can reach that point

without being captured, and capture remains impossible until the hole in the pursuer’s reach

set becomes too small to contain an `-neighborhood around the evader, which occurs near

time t = t3. Note that this is similar to the scenario in Figure 3.9, except that here the hole

comes about as a natural consequence of P ’s dynamics, and no obstacles are required.

The optimal evasion strategy then consists of determining the maxmin capture point

and traveling to that point. Note that again, this is an open-loop policy, and as the players

move, if the pursuers do not take the optimal actions, then the capture point slides, and the

evader’s path curves. Also, as was the case for Figure 3.9, if C is located in the hole in the

pursuer’s reachable set, then it will move at some point during the game.

3.3.4.1 Optimal Point-Capture Location

Similarly to Theorem 3.2.7, the optimal location for point-capture can be determined by

examining a small number of candidate locations, and thus it can be computed quickly.
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This can be used as an approximation to the optimal strategy for proximity capture.

Theorem 3.3.2 For a PE game featuring simple motion against a Dubins car, the optimal

point-capture location, C, must satisfy one of the following conditions:

1) C occurs at an intersection between the dominance boundary and a singular surface;

2) C coincides with the location where the hole in P ’s reachable set closes at t = t3;

3) For CS pursuit paths, the parameter φ satisfies:

(ρ− xE0) cosφ+ yE0 sinφ− ρ = 0; (3.54)

4) For CC pursuit paths, the parameters {t, φ} satisfy:

[
ρ sinφ− (ρ+ xE0) sin(2φ) + yE0 cos(2φ)

]
cos

(
vP t

ρ

)
+

[
−ρ cosφ+ (ρ+ xE0) cos(2φ) + yE0 sin(2φ)

]
sin

(
vP t

ρ

)
+ (ρ+ xE0) sinφ− yE0 cosφ = 0.

(3.55)

Proof: As previously discussed, the dominance boundary may be made up of multiple

instances of isochrone intersections. Consider an arbitrary instance with its associated

straight line segment evasion paths and with initial evader location E ′ = (xE0, yE0).

Let ξ be an arbitrary point in the interior of D. Then, since ξ is in the interior of D, E

can always travel for an additional length of time dt in the direction from E ′ to ξ without

leaving D. Therefore, ξ cannot maximize E’s travel time, and it may only be the optimal

capture point if it maximizes P ’s travel time. The only way for a point to be in the interior

ofD and also maximize P ’s travel time is for that point to coincide with the location where

the hole in P ’s reachable set closes. This is condition 2 in the theorem.

Let ∆ be the distance from E ′ to a point (x, y) on the dominance boundary, where ∆ is
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given by:

∆ =
√

(x− xE0)2 + (y − yE0)2 = vE(t− tB). (3.56)

The dominance boundary is piecewise smooth and parameterized by φ. For each smooth

portion of the dominance boundary, the maximum ∆ must either occur at a critical point

where ∂∆/∂φ = 0 or at the interface between two smooth segments. These interfaces

occur at the singular surfaces, which gives condition 1 in the theorem, and these singular

surfaces occur directly in front of and behind the pursuer, or along the pursuer’s minimum

radius turn.

The only remaining possibilities are critical points where

∂∆

∂φ
=

∂

∂φ
[vE(t− tB)] = vE

∂t

∂φ
= 0, ⇒ ∂t

∂φ
= 0. (3.57)

First consider CS paths. The isochrones are given by (3.25) and (3.30). Take the partial

derivative of each equation with respect to φ and combine like terms:

∂x

∂φ
= vP sinφ

∂t

∂φ
+ (vP t− ρφ) cosφ, (3.58a)

∂y

∂φ
= vP cosφ

∂t

∂φ
− (vP t− ρφ) sinφ, (3.58b)

2(x− xE0)
∂x

∂φ
+ 2(y − yE0)

∂y

∂φ
= 2v2

E(t− tB)
∂t

∂φ
. (3.58c)

Substitute (3.58a) and (3.58b) into (3.58c), and substitute ∂t/∂φ = 0:

2(x− xE0)(vP t− ρφ) cosφ− 2(y − yE0)(vP t− ρφ) sinφ = 0. (3.59)

Rearrange using common factors:

2(vP t− ρφ)

[
(x− xE0) cosφ− (y − yE0) sinφ

]
= 0. (3.60)
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Thus, there are two opportunities for the capture point on CS paths. The first is the condi-

tion:

vP t− ρφ = 0, (3.61)

but this gives points on the pursuer’s minimum radius turn, which is a singular surface, and

hence, this duplicates points already considered. The only other critical points satisfy

(x− xE0) cosφ− (y − yE0) sinφ = 0. (3.62)

Substitute (3.25) into (3.62):

(
ρ(1−cosφ)+(vP t−ρφ) sinφ−xE0

)
cosφ−

(
ρ sinφ+(vP t−ρφ) cosφ−yE0

)
sinφ = 0.

(3.63)

Expand and simplify:

ρ cosφ− ρ cos2 φ− xE0 cosφ− ρ sin2 φ+ yE0 sinφ = 0. (3.64)

Substitute sin2 φ+ cos2 φ = 1 and gather like terms to arrive at

(ρ− xE0) cosφ+ yE0 sinφ− ρ = 0, (3.65)

which is condition 3 in the theorem.

Next, consider CC paths and follow the same procedure. The isochrones are given by

(3.26) and (3.30). Take the partial derivative of each equation with respect to φ:

∂x

∂φ
= ρ

[
−2 sinφ+ sin

(
2φ− vP t

ρ

)(
2− vP

ρ

∂t

∂φ

)]
, (3.66a)

∂y

∂φ
= ρ

[
2 cosφ− cos

(
2φ− vP t

ρ

)(
2− vP

ρ

∂t

∂φ

)]
, (3.66b)
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2(x− xE0)
∂x

∂φ
+ 2(y − yE0)

∂y

∂φ
= 2v2

E(t− tB)
∂t

∂φ
. (3.66c)

Substitute (3.66a) and (3.66b) into (3.66c), and substitute ∂t/∂φ = 0:

4ρ(x−xE0)

(
− sinφ+ sin

(
2φ− vP t

ρ

))
+4ρ(y−yE0)

(
cosφ− cos

(
2φ− vP t

ρ

))
= 0.

(3.67)

Since ρ 6= 0, divide (3.67) by 4ρ and substitute (3.26) into the resulting equation:

(
ρ

[
2 cosφ− 1− cos

(
2φ− vP t

ρ

)]
− xE0

)(
− sinφ+ sin

(
2φ− vP t

ρ

))
+

(
ρ

[
2 sinφ− sin

(
2φ− vP t

ρ

)]
− yE0

)(
cosφ− cos

(
2φ− vP t

ρ

))
= 0.

(3.68)

Expand and simplify to obtain:

(ρ cosφ− (ρ+ xE0)) sin

(
2φ− vP t

ρ

)
− (ρ sinφ− yE0) cos

(
2φ− vP t

ρ

)
+ (ρ+ xE0) sinφ− yE0 cosφ = 0.

(3.69)

Note that:

sin

(
2φ− vP t

ρ

)
= sin(2φ) cos

(
vP t

ρ

)
− cos(2φ) sin

(
vP t

ρ

)
= 2 sinφ cosφ cos

(
vP t

ρ

)
− cos2 φ sin

(
vP t

ρ

)
+ sin2 φ sin

(
vP t

ρ

)
,

(3.70a)

cos

(
2φ− vP t

ρ

)
= cos(2φ) cos

(
vP t

ρ

)
+ sin(2φ) sin

(
vP t

ρ

)
= cos2 φ cos

(
vP t

ρ

)
− sin2 φ cos

(
vP t

ρ

)
+ 2 sinφ cosφ sin

(
vP t

ρ

)
.

(3.70b)

Using (3.70) together with sin2 φ+ cos2 φ = 1,

ρ cosφ sin

(
2φ− vP t

ρ

)
− ρ sinφ cos

(
2φ− vP t

ρ

)
= ρ sinφ cos

(
vP t

ρ

)
− ρ cosφ sin

(
vP t

ρ

)
.

(3.71)
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Substituting (3.70) and (3.71) into (3.69) and rearranging the resulting equation gives:

[
ρ sinφ− (ρ+ xE0) sin(2φ) + yE0 cos(2φ)

]
cos

(
vP t

ρ

)
+

[
−ρ cosφ+ (ρ+ xE0) cos(2φ) + yE0 sin(2φ)

]
sin

(
vP t

ρ

)
+ (ρ+ xE0) sinφ− yE0 cosφ = 0,

(3.72)

which is condition 4 in the theorem. �

Remark 3.3.3 collects and summarizes the results from previous sections and theorems,

and it notes all of the equations required to determine the candidate capture points. Once

all candidates have been determined, C is the candidate with the maximum capture time.

Remark 3.3.3 The candidate capture points can be calculated as follows:

1) Singular surfaces: Solve (3.46) for t, then use (3.49).

2) Hole in P ’s reachable set: Find t = t3 from (3.29) and substitute into (3.26). Use

x = 0 to calculate φ, then use φ to calculate y. Note that this can be computed a

priori.

3) CS paths: Solve (3.54) for φ, then use (3.31) to get t, then use (3.25).

4) CC paths: Solve (3.32) and (3.55) for φ and t, then use (3.26).

3.4 Summary

This chapter considers games between a single pursuer and a single evader, and it develops

methods for solving SPSE games that are based on the concept of dominance regions. Two

generalizations of the Apollonius circle are provided. The first applies to games where

both players move with simple motion, and it enables the study of games with polygonal

obstacles. The second applies to games where one player moves with simple motion and the
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other is a Dubins car. In both cases, it is shown that construction of the dominance regions

provides the necessary information for the players to implement their optimal pursuit and

evasion strategies, respectively.
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CHAPTER 4

Multiple-Pursuer and Multiple-Evader Games

This chapter considers PE games with additional pursuers and evaders. The primary fo-

cuses of this chapter are the Multiple Pursuer, Single Evader (MPSE) game, and the Single

Pursuer, Multiple Evader (SPME) game. The primary contributions of this chapter are The-

orem 4.1.1, which gives the dominance region of a single evader against multiple pursuers,

and Algorithm 3 with (4.34), which give the maxmin capture times and locations for a

single pursuer against multiple evaders with a specified capture order. Solutions to more

complex games build upon these contributions.

This chapter utilizes the results of Chapter 3 by analyzing the MPSE and SPME games

through the lens of dominance. Specifically, the MPSE and SPME games are shown to be

decomposable into a set of SPSE games. In addition, this chapter adds to the foundation

for Chapter 5, which considers the effects of uncertainty. Games that are analyzed with

full and perfect information in this chapter are reconsidered as examples for games with

uncertain information in Chapter 5 in order to show the influence of information on PE

games.

Section 4.1 considers the MPSE game, and it introduces the Prey, Protector, and Preda-

tor (P3) game, which is also utilized as an example for games with parametric and mea-

surement uncertainty in Chapter 5. Similarly, Section 4.2 considers the SPME game, which

is further utilized in Chapter 5 as an example of a game with an uncertain cost function.

Section 4.3 discusses games with both multiple pursuers and multiple evaders (MPME), as
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well as the benefits of analyzing many-player games through dominance.

4.1 Multiple Pursuers, Single Evader

One benefit of analyzing PE games through dominance is that it allows additional pursuers

to be incorporated easily. For example, consider a game with a single evader and m pur-

suers, called P1, P2, ..., Pm. Let the region where E is dominant over Pi be the set DE/Pi
,

and let the boundary of DE/Pi
be the set BEPi

. The evader’s dominance region against all

pursuers, DE , can be constructed as follows:

Theorem 4.1.1 For a MPSE game with m pursuers, the evader’s dominance region is:

DE =
m⋂
i=1

DE/Pi
. (4.1)

Proof: Consider an arbitrary point ξ ∈
⋂m
i=1DE/Pi. Since ∀i, ξ ∈ DE/Pi, E can reach ξ

before being captured by any Pi, and therefore ξ ∈ DE . Next, consider ξ /∈ cl(
⋂m
i=1DE/Pi).

Then ∃k such that ξ /∈ DE/Pk, and thus Pk can capture E prior to E reaching ξ. Therefore,

ξ /∈ DE . Finally, consider ξ ∈ ∂(
⋂m
i=1DE/Pi

). Then ∃k such that ξ ∈ ∂DE/Pk, and Pk can

capture E at ξ (but no earlier). Thus, ξ ∈ ∂DE . �

4.1.1 Simple Motion

For MPSE games where all players move with simple motion and the payoff is the time to

capture, all of the analysis from the SPSE game holds, and the only change is that Theorem

3.2.7 must be amended as follows to account for the additional pursuers:

Theorem 4.1.2 Let Ri be an arbitrary region in the partitioned plane, bounded only by

obstacles and singular surfaces. The following are the only possibilities within Ri for the

location of the optimal capture point, C:
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1) Any possibility given in Theorem 3.2.7.

2) An intersection between two instances of (3.15).

Proof: The proof of Theorem 4.1.2 follows immediately from Theorem 4.1.1 and the

proof of Theorem 3.2.7. The only difference for the MPSE game is that endpoints of dom-

inance boundary segments satisfying (3.15) can be created by not only intersections with

obstacles and singular surfaces, but also by intersections with other instances of (3.15) that

arise as a result of the additional pursuers. �

Corollary 4.1.3 For the arbitrary region Ri and an arbitrary pursuer, Pj , if C∗j is the

global maximizer of the jth instance of (3.15) with associated capture time t∗C,j , then:

C = C∗j ⇒ ∀k, t∗C,j ≤ t∗C,k. (4.2)

Proof Suppose the contrary; i.e., suppose that C = C∗j , but there exists a pursuer, k, such

t∗C,j > t∗C,k. Since t∗C,k is the global maximum capture time in DiE/Pk
, this implies that

C∗j /∈ DiE/Pk
. However, this contradicts C = C∗j , because the definition of C and Theorem

4.1.1 require that ∀k, C ∈ DE/Pk
. �

From Corollary 4.1.3, it is unnecessary to verify that ∀k, C∗k ∈ DiE/Pk
. It is sufficient

to check only the C∗k with minimum associated t∗C,k. Furthermore, the global minimum

and maximum capture times for two pursuers can be compared to determine the existence

of intersections between instances of (3.15). Therefore, the determination of C for MPSE

games can be determined using Algorithm 2.
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1 AddRE to list of candidate regions;
2 while not at end of list of candidate regions do
3 foreach pursuer, k do
4 determine P ′k, E ′, tP ′k and tE′ for Rc (by solving ESPPs);
5 dk = ||P ′k − E ′||;
6 if tP ′k ≥ tE′ then
7 tB,k = tP ′k − tE′;
8 C∗k = (rPk(π), π);
9 else

10 tB,k = tE′ − tP ′k ;
11 C∗k = (rPk(0), 0);
12 end
13 end
14 k∗ = arg mink t

∗
c,k;

15 Ĉ = C∗k∗;

16 if Ĉ ∈ Rc then
17 add Ĉ to set Cc;
18 else if dk∗ = 0 then
19 Set Ĉ to any (r, θ) ∈ Rc satisfying the k∗-th instance of (3.15);
20 add Ĉ to set Cc;
21 else
22 foreach Xj ∈ Rc do
23 if ∀k, rXj

< rPk(θXj
) then

24 add Xj to set Cc;
25 end
26 end
27 end

28 foreach Xj ∈ Rc do
29 if ∀k, rXj

< rPk(θXj
) then

30 add neighboring region to list of candidate regions;
31 end
32 end
33 i∗ = arg mini tc[i];
34 C = Cc[i∗];

Algorithm 2: Computing the optimal capture point in MPSE games
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4.1.2 Simple Motion vs. Dubins Car

Additional pursuers affect the HC game in the same way as they affect games where all

players move with simple motion. However, one additional issue must be considered. As

discussed in Section 3.3.3.1, constructing the dominance regions in SPSE games requires

the consideration of turns by the evader. In the MPSE game, each turn must be consid-

ered against all pursuers. The procedure to construct the evader’s dominance region is as

follows:

1) Construct the isochrone intersections for the evader with tB = 0 against each pursuer

individually.

2) Determine the intersection of the subsets of the pairwise dominance regions gener-

ated by straight-line paths for the evader.

3) Determine a turn location and time as in Section 3.3.3.1.

4) Determine the intersection of each pairwise dominance region after the turn.

5) Repeat Steps 3 and 4 until the entire dominance boundary is known.

Once the dominance region has been constructed, the optimal evasion strategy is the

same as in Section 3.3.4, with the additional consideration that for capture points located

in the hole of a pursuer’s reachable set, the point must be outside the reachable sets of all

pursuers to be valid. Hence, for an arbitrary hole closure point, CH , shortest path problems

must be solved from each pursuer’s initial position to CH , and C is only colocated with CH

if the minimum time for any pursuer to reach CH is greater than the maximum capture time

on the boundary of E’s dominance region.

As in games with simple motion, the possibilities for candidate capture points in MPSE

HC games must be amended to include the possibility that C occurs at an intersection of

dominance boundaries for more than one pursuer.
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Figure 4.1: Two Pursuer Game

Theorem 4.1.4 In MPSE HC games, the following are the only possibilities for the loca-

tion of the optimal capture point, C:

1) Any possibility given in Theorem 3.3.2.

2) An intersection between pairwise dominance boundaries.

Proof: The proof is identical to the proof of Theorem 4.1.2. �

Figure 4.1 shows an example for two pursuers with the maxmin capture point marked

by the C. Optimal evasion dictates that the evader travels toward C along a straight-line

path.

4.1.3 Pursuers that aren’t involved in capture

As in SPSE games, E should travel to the optimal capture point in minimum time, and so

should any pursuer, Pi, for which C ∈ BEPi
. However, there may be a number of pursuers,
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Pj , that are not involved in the capture if E acts optimally. Hence, traveling to the optimal

capture point in minimum time might not be the best pursuit behavior for Pj , because even

along a time-optimal path, Pj can’t reach C until after capture has been achieved by Pi.

The best strategy for Pj is left as future work, but one possibility is for Pj to pursue in

such a way as to maximize the penalty incurred by E for employing suboptimal evasive

behavior.

4.1.4 Competing teams of pursuers

With more than one pursuer in the game, it is possible to formulate games where some

pursuers compete against others. For example, consider the Prey, Protector, and Predator

(P3) game [85], which is applicable to combat search and recovery scenarios.

4.1.4.1 Problem Statement

Consider the following games:

P4.1 P3 Game of Kind: Given the following teams of players:

• Red team:

– m pursuers, Pj , j = 1, ...,m, known as predators;

• Blue team:

– an evader, E, known as the prey;

– q pursuers, Rk, k = 1, ..., q, known as protectors;

where the ratio of Pj’s speed to E’s is γPj , and the ratio of Rk’s speed to E’s is γRk;

and given the following team goals:

• Red team: any Pj captures E before any Rk achieves rendezvous,

• Blue team: any Rk achieves rendezvous with E before any Pj achieves capture,

97



determine whether there exists a k such that for all j, Rk can rendezvous with E

before capture by Pj , regardless of the actions of Pj .

P4.2 P3 Game of Degree: Given everything stated in the P3 game of kind, and also given

as cost function the time, tR, when the first Rk achieves rendezvous with E, find the

optimal location for E to rendezvous with Rk such that tR is minimized.

Note that the P3 game is similar to another multiplayer game known as the Lady, the

Bandits and the Bodyguards [96], except that in that game the goal of the bodyguards is to

intercept the bandit adversaries, and the bodyguards often (though not always) start from

the location of the lady. Here the protector starts away from the prey, and the goal of the

Blue team is to cooperate and rendezvous in order to rescue the prey.

4.1.4.2 Solution in the Absence of Obstacles

The solution of P4.1 in the case of perfect information is determined by constructing the

pair-wise dominance regions.

Theorem 4.1.5 The team of {E,Rk : k = 1, .., q} dominates the team {Pj : j = 1, ..,m}

if and only if:

∃k, ξ s.t. ∀ j, ξ ∈ {BERk
∩ DE/Pj

}, (4.3)

or equivalently,

∃k, ξ s.t. ∀ j, ξ ∈ {BERk
∩ DRk/Pj

}. (4.4)

Proof: To be able to guarantee rendezvous before capture, E and at least one Rk must

be able to reach the rendezvous point before all Pj . Thus, the rendezvous point, ξ, must

satisfy:

∀ j, ξ ∈ {DE/Pj
∩ DRk/Pj

}. (4.5)

Furthermore, dominance regions are defined using time-optimal paths, so the rendezvous

must occur at a point where E and Rk can meet if both travel optimally. Thus, ξ ∈ BERk
,
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which gives:

∀ j, ξ ∈ {DE/Pj
∩ DRk/Pj

∩ BERk
}. (4.6)

Finally, by transitivity, if ξ ∈ BERk
, then

(
ξ ∈ DE/Pj

)
⇔
(
ξ ∈ DRk/Pj

)
, (4.7)

which gives the two conditions stated in the theorem. �

Consider a P3 game with a single predator and a single protector. In the absence of

obstacles, three Apollonius circles can be drawn using (3.10). Due to the transitivity of

equality, any intersection between two of the circles must necessarily be an intersection of

all three circles, and all of the dominance information can be obtained from any two of the

Apollonius circles. Consider the protector/prey and predator/prey Apollonius circles. Place

the origin at the prey and define the direction of zero azimuth as the line of sight from the

prey to the protector. Then define the following four dimensionless parameters:

• γR: the ratio of speeds between protector and prey,

• γP : the ratio of speeds between predator and prey,

• α: the ratio of the initial distance between protector and prey to the initial distance

between predator and prey,

• θP : the angle between the prey’s lines of sight to the protector and the predator.

The solution to the game is as follows:

Theorem 4.1.6 Given γR > 1, γP > 1, α, and θP , if ∃θ such that

α

(
γ2
P − 1

γ2
R − 1

)
− cos(θ) +

√
γ2
R − sin2(θ)

− cos(θ − θP ) +
√
γ2
P − sin2(θ − θP )

< 1, (4.8)
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then the Blue team dominates the game of kind. If no such θ exists, then the Red team

dominates the game of kind. Furthermore, in the solution to the game of degree, (r∗, θ∗),

θ∗ must satisfy (4.8).

Proof: For a given angle θ, let the distance from the origin to the protector/prey Apollo-

nius circle be rR, and let the distance to the predator/prey Apollonius circle be rP . These

Apollonius circles can be expressed as:

rR =
− cos(θ)±

√
γ2
R − sin2(θ)

γ2
R − 1

dR, (4.9)

rP =
− cos(θ − θP )±

√
γ2
P − sin2(θ − θP )

γ2
P − 1

dP , (4.10)

where dR is the initial distance between the prey and the protector, and dP is the initial

distance between the prey and the predator.

Equations (4.9) and (4.10) each provide two values of r for each θ. Since the prey is the

slowest player, the dominance boundaries surround its initial location, so there are always

one positive and one negative value of both rR and rP . Take the positive values, which

correspond to the + sign in (4.9) and (4.10). Then the Blue team dominates if there exists a

θ such that

rR < rP . (4.11)

Since rP > 0, this is equivalent to
rR
rP

< 1. (4.12)

Substitute (4.9) and (4.10) into (4.12), and substitute α = dR/dP to obtain (4.8). �

Figure 4.2 shows a game with one predator, represented by the ∗, and one protector,

represented by the4. The parameters are:

• γR = 2,
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Figure 4.2: P3 game with faster predator.

• γP = 3,

• α = 1,

• θP ≈ 49◦.

Evaluating the left hand side of (4.8) yields a solution which is larger than 1 for all θ, and

therefore the Red team dominates; that is, there is no location where the Blue team can

rendezvous unless the predator acts suboptimally.

Theorem 4.1.6 follows from the Apollonius Circle Theorem, and indeed, Figure 4.2

shows the same result. In Figure 4.2, the predator/prey Apollonius circle is depicted with a

dashed circle, and the protector/prey Apollonius circle is depicted with a solid circle. The

protector/prey Apollonius circle lies entirely within the dominance region of the predator,

and so there are no locations where the Blue team can rendezvous if the predator acts

optimally.

This result easily generalizes for additional players. Suppose there are m predators and

q protectors. Condition (4.8) is evaluated at most mq times. If any protector is found to
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Figure 4.3: P3 game with three predators.

dominate allm predators, then the Blue team dominates the larger game, and the remaining

protectors need not be evaluated. If all q protectors are dominated by at least one predator

each, then the Red team dominates the larger game.

For example, consider the game in Figure 4.3 where the prey is represented by �, the

protector by 4, and the three predators by ∗, with the predators numbered as shown. The

parameters of the game are:

• m = 3, q = 1,

• γR = 3,

• γP1 = γP2 = γP3 = 2,

• dR = dP1 = dP3 = 5, dP2 = 4,

• θR = 0, θP1 = 90◦, θP2 = 180◦, θP3 = 270◦.

In this game, the Blue team dominates because for angles near θ = 0, i.e., to the left

in the figure, the protector and prey can rendezvous at a location that lies within the prey’s
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dominance region for all three of the predator/prey Apollonius circles. Indeed, evaluating

condition (4.8) for θ = 0 and for each of the games involving a single predator vs. the

protector yields:

Predator 1 :
√

3
4
< 1, (4.13)

Predator 2 : 5
16
< 1, (4.14)

Predator 3 :
√

3
4
< 1. (4.15)

Therefore, the protector dominates all individual predators, and the Blue team dominates

the larger game.

4.1.4.3 Solution in the Presence of Obstacles

When obstacles are introduced, the solution is still given by Theorem 4.1.5 and the con-

struction of pairwise dominance regions. The only difference is that the dominance regions

are constructed using Theorem 3.2.5 and Remark 3.2.6 instead of Apollonius circles.

Figures 4.2 and 4.4 show the effect of an obstacle in the P3 game. The initial locations

of the players are the same in both figures. The predator and the protector start at the same

distance from the prey, but the predator is faster than the protector. In both figures, the

dominance boundary for the predator/prey two player game is represented by the dashed

line and the dominance boundary for the protector/prey game is represented by the solid

line. In Figure 4.4, the thick line represents an obstacle. The singular surfaces are not

shown to maintain clarity.

As stated previously, in Figure 4.2, when there is no obstacle present, the predator

dominates the game because for all directions that the prey could choose to travel, the

predator can capture it before the protector rescues it. However, in the presence of the

obstacle, a portion of BER is contained within DE/P . The protector can therefore rescue

the prey at any point along this section of BER, and it is impossible for the predator to
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Figure 4.4: P3 game with a line segment obstacle.

achieve capture first.

4.1.4.4 P3 Game of Degree

Consider a simple P3 game with one prey, one predator, one protector, and no obstacles, as

shown in Figure 4.5. The prey’s initial location is shown by the �. The predator’s initial

location is given by the ∗, and γP = 2. The protector’s initial location is given by the 4,

and γR = 3. BER is shown by the solid curve, and BEP is shown by the dashed curve. In

this game, the team {E,R} dominates P , and E can rendezvous with R at any point on the

solid curve that lies within the dotted curve.

The P3 game of degree can be formulated as a constrained minimization problem. Place

the origin at E, and the angle of zero azimuth in the direction of R. Then the best ren-

dezvous location is the minimizer of (4.9) subject to (4.8). Note that in some cases, no

minimum exists since the set {BER∩DE/P} is open. However, in these situations, ifRk and

E wish to rendezvous quickly, they can rendezvous near the boundary of {BER ∩ DE/P}.
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Figure 4.5: P3 Game With Perfect Information.

The solution, (r∗, θ∗), can be determined as follows:

θ∗ = arg inf
θ

− cos(θ)±
√
γ2
R − sin2(θ)

γ2
R − 1

dR,

subject to

α

(
γ2
P − 1

γ2
R − 1

)
− cos(θ) +

√
γ2
R − sin2(θ)

− cos(θ − θP ) +
√
γ2
P − sin2(θ − θP )

< 1,

r∗ =
− cos(θ∗)±

√
γ2
R − sin2(θ∗)

γ2
R − 1

dR.

(4.16)

The straight lines in Figure 4.5 show trajectories for R and E that lead to a rendezvous

location near (r∗, θ∗).

This example will be revisited in Section 5.2.3.1, which considers a P3 game where the

location of the predator is not perfectly known.
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4.2 Single Pursuer, Multiple Evaders

This section considers games with a single pursuer and multiple evaders where the payoff

is the time to capture all evaders (i.e., the payoff is the final capture time).

4.2.1 Problem Statement

Two problems are of interest:

P4.3 SPME game with specified capture order: Given an evader, P , and n evaders,

Ei, i = 1, ..., n, where the evaders are arranged in the order in which the pursuer

must capture them; and given as payoff tcf = tcn, the capture time of the final evader,

find ~ψ∗E , the heading for each evader that maximizes the minimum tcn.

P4.4 SPME game with free capture order: Given an evader, P , and n evaders, Ei, i =

1, ..., n, where all evaders must be captured, but the choice of capture order is free,

and given as payoff tcf , the capture time of the final evader, find ~ψ∗E , the heading

for each evader that maximizes the minimum tcf , as well as the capture order which

minimizes the maxmin tcf .

Problem P4.3 has been considered in [62] using a method known as parallel-pursuit.

This leads to the same trajectories as the method of dominance regions. However, this

dissertation analyzes the game using (3.15), which yields a solution that requires only a

maximization instead of the minmax calculation required by other methods. This occurs

because the minimization is built into (3.15).

4.2.2 Two Evaders

To provide intuition, consider the case of two evaders. The general case is solved in the

following section.
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The minimum time required for the pursuer to capture the first evader can be determined

from an Apollonius circle with the evader’s choice of heading angle, ψE1:

tc1 =
rE,1(ψE1)

vE1

. (4.17)

If the evaders cooperate, then E2 travels directly away from the capture point. The distance

that E2 travels before E1 gets captured is:

dc1 = vE2tc1. (4.18)

Consider Figure 4.6, and the triangles formed by the initial positions of P , E1 and E2, as

well as the capture point of the first evader, C1. Let the distance between P and E1 be d1,

the distance between E1 and E2 be δ2, and the distance between P and E2 be a2. Also, let

the angle between the line from E1 to P and the line from E1 to E2 be σ2, which can be

calculated from the law of cosines:

a2
2 = d2

1 + δ2
2 − 2d1δ2 cosσ2, (4.19)

⇒ σ2 = cos−1

(
a2

2 − d2
1 − δ2

2

−2d1δ2

)
. (4.20)

The capture point C1 lies on an Apollonius circle, and the distance from E1 to C1 is

rE,1(ψE1). Then from the law of cosines, the distance between C1 and the starting point of

the second evader, d2, is given by:

[d2(ψE1)]2 = [rE,1(ψE1)]2 + δ2
2 − 2δ2rE,1(ψE1) cos(ψE1 − σ2). (4.21)

Thus, the total distance between P and E2 at tc1 is:

d′2 = dc1 + d2, (4.22)
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Figure 4.6: 2 Evader Scenario.

and the time that it takes for the pursuer to make up the distance lost while pursuing E1

(dc1), then overcome the initial separation (d2) is:

t̄c2 =
dc1 + d2

vP − vE2

=
vE2rE,1(ψE1)

vE1(vP − vE2)
+

d2(ψE1)

vP − vE2

. (4.23)

The total time to capture both evaders is then given by:

tc2(ψE1) = tc1(ψE1) + t̄c2(ψE1), (4.24)

and the minmax capture time of the second evader (for a given capture order) is:

t′c2 = max
ψE1

tc2(ψE1)

= max
ψE1

[(
1

vE1

+
vE2

vE1(vP − vE2)

)
rE,1(ψE1) +

d2(ψE1)

vP − vE2

]
.

(4.25)

This is the solution of P4.3 for n = 2. Then the solution to P4.4 is that the pursuer chooses

the capture order with the lowest t′c2; i.e., if ζ represents the set of all potential capture

sequences, then

t∗c2 = min
ζ
t′c2(ζ). (4.26)
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4.2.3 n-Evaders, specified order

To generalize the previous section, consider an alternative form of the arguments using

the time delay, tB, that is built into the generalized Apollonius circle. For the first evader,

tB1 = 0, and d1 is the distance between the pursuer’s initial position and the first evader’s

initial position. With tB1 = 0, the generalized Apollonius circle reduces to the standard

Apollonius circle, and thus (4.17) holds with no change.

Subsequent captures also occur on generalized Apollonius circles, where tBi is set to

the total time required for the pursuer to achieve all prior captures in the sequence, and di

is the distance between an evader’s initial position and the capture location of the previous

evader in the capture sequence. Returning to the two evader case, the first capture is on the

curve described by (3.15) with tB1 = 0 and d1 = ||P − E1||. The second capture occurs

along (3.15) with tB2 = tc1, as given by (4.17), and d = d2, as given by (4.21). The total

time to capture all evaders is then given by:

tcf (ψE1, ψE2) = tc2(ψE1, ψE2) =
rE,2(ψE1, ψE2)

vE2

, (4.27)

and the minmax capture time is given by:

t′cf = max
ψE1,ψE2

tcf (ψE1, ψE2). (4.28)

Note that with this formulation, calculating tc2 no longer requires separate calculations

for dc1 and t̄c2, because the distance traveled by E2 during the capture of E1 is already

included through the incorporation of tB2. Furthermore, this formulation is recursive, and

hence it generalizes to n evaders easily.

Theorem 4.2.1 In a game with a single pursuer and n evaders, the i-th evader’s capture

time, tc,i, and capture location, Ci, in the dominance boundary given by (rE,i, ψE,i), satisfy
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the following:

(
γ2
i − 1

)
r2
E,i + 2

(
di cosψE,i − γ2

i vP tc,i−1

)
rE,i +

(
γ2
i v

2
P t

2
c,i−1 − d2

i

)
= 0, (4.29)

where

di(ψE,i−1) =
√

[rE,i−1(ψE,i−1)]2 + δ2
i − 2δirE,i−1(ψE,i−1) cos(ψE,i−1 − σi), (4.30)

tci =
rE,i(ψEi)

vEi
, (4.31)

δi is the distance between Ei and Ei−1, and σi is the angle formed by the line from Ei−1 to

Ei−2 and the line from Ei−1 to Ei, which can be calculated as follows:

σi = cos−1

(
a2
i − d2

i−1 − δ2
i

−2di−1δi

)
, (4.32)

where ai is the distance between Ei and Ci−2.

Proof: Equations (4.30), (4.31), and (4.32) in Theorem 4.2.1 are simply the iterative

application of (4.21), (4.17), and (4.20), respectively, which only require knowledge of

Ei−1, Ci−2, and ψE−1. Equation (4.29) is the generalized Apollonius circle, where capture

occurs if both players follow minimum-time paths. Note that to initialize this recursion,

E0 = C0 := P and rE,0 := 0. �

The capture times and locations can then be determined with Algorithm 3, where λi

is the angle between the line from Ei to Ei−1 and the line from Ei to Ci−1, and θ0
i is the

direction of zero azimuth forEi. Line 12 calculates λi using the law of sines for the triangle

EiEi−1Ci−1, as shown in Figure 4.6. The optimal evader headings can be calculated as

follows:

~ψ∗E = arg max
~ψE

n Capture(P, ~E, ~ψE). (4.34)
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1 Function n Capture (P , ~E, ~ψE)
2 E0 = P ;
3 C0 = P ;
4 rE,0 = 0;
5 d0 = 0;
6 ψE0 = 0;
7 for i = [1, n] do
8 δi = ||Ei − Ei−1||;
9 ai = ||Ei − Ci−2||;

10

σi = cos−1

(
a2
i − d2

i−1 − δ2
i

−2di−1δi

)
;

11 di =
√

[rE,i−1(ψE,i−1)]2 + δ2
i − 2δirE,i−1(ψE,i−1) cos(ψE,i−1 − σi − θ0

i );
12

λi = sin−1

(
rE,i−1 sin(ψE,i−1 − σi − θ0

i−1)

di

)
;

13 θ0
i = θ0

i−1 + σi − π + λi;
14

rE,i =
1

γ2
i − 1

[
−di cos(ψEi − θ0

i ) + γ2
i vP tc,i−1

±
√
γ2
i (di cos(ψEi − θ0

i )− vP tc,i−1)2 + d2
i (γ

2
i − 1 sin2(ψEi − θ0

i )

]
(4.33)

15 Ci = Ei +

[
rE,i cosψEi
rE,i sinψEi

]
;

16 tCi =
rE,i

vEi
;

17 end
18 return {Ci}, {tCi};
Algorithm 3: Computation of capture locations and times for a particular capture order.
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Figure 4.7: Contours of tC3 vs. (ψE1, ψE2).

Note that tcn is always maximized for ψEn = π. Thus, for a game with n evaders, the search

space is Rn−1. The optimal pursuit strategy requires calculating n Capture(P , ~E,~ψ∗E) and

traveling toward the capture points Ci in sequence.

For example, consider a game with three evaders where the pursuer is located at the

origin and three evaders are located at E1 = (2, 0), E2 = (3, 3), and E3 = (0, 4), where

γ1 = γ2 = γ3 = 2. Figure 4.7 shows contours for the final capture time as a function

of ψE1 and ψE2. Notice that the maximum occurs at (ψE1, ψE2) = (2.7303, 2.9189) and

not at (ψE1, ψE2) = (π, π). This can be seen in Figure 4.8, where solid lines represent the

path of the pursuer, and dashed lines represent the paths of the evaders. The dominance

boundaries BPE1 and BPE2 are plotted with dotted lines, but BEP3 and the capture point C3

are not shown in order to highlight P ’s interactions with E1 and E2. Note that E1 and E2

do not follow classical evasion with regard to points P and C1, respectively. Instead, E1

and E2 sacrifice their own survival time in order to maximize the capture time of E3.
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Figure 4.8: Trajectories for game with three evaders.

4.2.4 Capture Order

To calculate an upper bound on the minmax tcf , the pursuer can evaluate the maximum

capture time, t′cf , for each capture order using Algorithm 3 and (4.34), then choose the

order with the minimum t′cf ; i.e., if ζ represents the set of all potential capture sequences,

then

tubcf = min
ζ
t′cf (ζ). (4.35)

Figure 4.8 shows the best capture order using this method. However, if the capture

order is not specified, then the evader headings calculated in (4.34) may not be optimal.

The reason for this can be seen in Figure 4.8. The evasion heading for E3 calculated with

(4.34) for capture order {E1, E2, E3} causes E3 to move toward the pursuer, and this leads

to a change in the optimal capture order during the game. Figure 4.9 shows how the game

plays out if all players iteratively compute their headings using Algorithm 3 and (4.34).

This strategy will be referred to as the Iterative Static solution, because it considers only the

current locations of the players, and not their locations at future times. As Figure 4.9 shows,
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Figure 4.9: Trajectories for the iterative static solution.

the optimal capture order changes during the game, and this change occurs at the moment

when E2 and E3 turn from their initial headings. Note that due to the non-infinitesimal step

size in the numerical simulation, the moment when the two orders lead to equal capture

times is passed over, and the capture order changes without the two alternatives ever being

equal.

The Iterative Static strategy is suboptimal for the evaders because it leads to paths with

turns. However, for P , following this strategy guarantees that no evasion strategy can lead

to tcf > tubcf . As an example, consider the iterative static strategy shown in Figure 4.9 again.

Figure 4.10 shows the progression of the upper bound as the players move. For comparison,

it also shows how the upper bound changes if all the evaders follow a greedy strategy,

where each follows a classical evasion strategy without regard for the other evaders. Even

though the iterative static solution is not optimal for the evaders, cooperation still leads to

better performance than the greedy strategy. The player trajectories for the greedy strategy

are shown in Figure 4.11. Note that as expected, the remaining times to capture for both

114



Figure 4.10: Bound on final capture time vs. time.

strategies are less than or equal to the bound throughout the game.

The optimal evasive headings must not be static solutions; i.e., they must consider

future locations of the players. Furthermore, the optimal headings must avoid unnecessarily

changing the optimal capture order (which can only benefit the pursuer).

Theorem 4.2.2 For a SPME game with a free capture order, the singular surfaces consist

of player locations where the maximization problem in (4.34) does not have a unique solu-

tion; i.e., they consist of points where two different capture orders give identical maximum

values of tcf for the same player locations. The optimal evasion strategy requires that the

maximization in (4.34) be constrained such that the player trajectories do not cross these

singular surfaces.

Proof: Equation (4.35) selects the capture order that gives the minmax tcf . Let this order

be ζ∗ with associated maxmin capture time t∗cf , and let ζA be an arbitrary alternative capture

order with maxmin capture time tAcf . If all evaders follow minimum time paths calculated
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Figure 4.11: Trajectories using greedy classical evasion.

with (4.34) (i.e., no evaders purposely play suboptimally), then the only way for the pur-

suer’s outcome to improve is for the minmax capture order to change. Since Algorithm 3

is a continuous function, by the intermediate value theorem, no tAcf > t∗cf can become less

than t∗cf without first being equal to it. �

As an example, Figure 4.12 shows a configuration of three evaders where E1 and E2

are equidistant from the pursuer and E3 is along the line that bisects the angle subtended

by the radial lines from P to E1 and E2. In this configuration, if E1 and E2 have the same

velocity, they can be exchanged in the capture order with no effect on t′cf . Note that if E3

is removed, in the two evader game, configurations with E1 and E2 equidistant from P and

vE1 = vE2 still lead to equivalent values of t′cf for either capture order.

Figure 4.13 shows the scenario from Figure 4.9 with a circular arc centered at P at

the moment when the capture order changes, which shows that at that time E2 and E3 are

equidistant from P .
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Figure 4.12: Singular arrangement in the SPME game.

Figure 4.13: Iterative static solution with singular surface.
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Further investigation of singular surfaces is left as future work. Once the singular sur-

faces are known, the determination of the evader headings for a particular capture order

that maximize capture time while preserving capture order reduces to the maximization in

(4.34), subject to the constraints imposed by singular surfaces.

The efficient determination of the optimal capture order is also left as future work. To

address this problem, consider a fully connected directional graph where the nodes are:

N = {P,E1, E2, ..., En}. (4.36)

For simplicity of notation, let E0 = P , and let each edge from Ei, i 6= 0 to E0 have

zero cost. Then the costs of the remaining edges from Ei to Ej are given by the times

required for the pursuer to travel from Ci to Cj , which are dependent on the particular

capture order selected. With this formulation, the problem of determining the optimal

capture order is equivalent to the Sequence-Dependent Traveling Salesman Problem [76],

which is a generalization of the standard Traveling Salesman Problem, and it is known to

be NP-hard. Thus, efficient methods for determining capture order will likely be heuristic

in nature.

4.3 Benefits and Future Work

There are a number of benefits to analyzing MPSE and SPME games through dominance.

First, since MPSE and SPME games can be analyzed by decomposing the game into a set

of SPSE games, all of the benefits from Chapter 3 apply as before. Namely, dominance re-

gions can be used to analyze games with obstacles if the players move with simple motion.

Second, it provides a method to analyze games with arbitrary numbers of players, and in

some cases it is computationally simpler than other methods. For example, implementa-

tion of these methods does not require solving two-point boundary value problems. In the

SPME game with specified capture order, where previous methods require the computation
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of maxmin saddle points, the proposed method only requires a maximization. Furthermore,

an unspecified capture order can be incorporated by simply adding a constraint to the maxi-

mization. Finally, even though calculating the optimal capture order still scales poorly with

the number of evaders, the method proposed in this dissertation is easily parallelizable,

which increases the maximum number of evaders that can be considered in practice.

The final type of game that has not yet been considered in this chapter is the MPME

game, which can be solved using the results of the MPSE and SPME games with one

additional consideration. The analysis of the MPSE game provides the optimal capture

point, C, for a group of pursuers against an evader. The analysis of the SPME game solves

the scheduling problem, i.e., the problem of determining the order in which evaders should

be pursued. The challenge of the MPME game is that in addition to solving optimal capture

points and scheduling problems, the MPME game also requires an assignment problem,

i.e., which pursuer or group of pursuers should pursue each evader or group of evaders.

This is an interesting problem that is left as future work.

Including the MPME game, three key areas have been identified for future work in this

chapter:

1 The study of singular surfaces in the SPME game. Figure 4.12 gives an example, but

it is not exhaustive. As discussed in Theorem 4.2.2, once the singular surfaces are

known, the determination of the evader headings that maximize capture time while

perserving the capture order becomes a maximization problem subject to constraints.

2 The development of heuristics for determining the optimal capture order (which can

be mapped to a sequence-dependent traveling salesman problem).

3 The MPME game, which can be analyzed using the same tools developed for the

MPSE and SPME games. The primary challenge of the MPME game is that an

additional assignment problem must be considered, i.e., which pursuer or group of

pursuers should pursue each evader or group of evaders.
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4.4 Summary

This chapter considers games with multiple pursuers and/or multiple evaders, and it pro-

vides solutions for the MPSE game, the P3 game, and the SPME game with time to final

capture as the payoff. The complete solution is provided for SPME games with a specified

capture order, and a solution is proposed for SPME games with free capture order. The

solution with free capture order is based on the solution with specified capture order, but

with the additional step of identifying singular surfaces which act as constraints during op-

timization. As in Chapter 3, the dominance regions provide all of the necessary information

to solve these PE games.
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CHAPTER 5

Games With Uncertainty

This chapter relaxes the assumption of full and perfect information that is imposed on the

games in previous chapters. Specifically, it focuses on two types of uncertainty: uncertainty

in the cost function and uncertainty in parameters and measurements.

This chapter builds upon the results of Chapters 3 and 4. Section 5.1 reconsiders the

SPME game in the case where the cost function does not depend upon the final capture

time, but instead upon the capture time of a particular, but unknown, evader. This evader

is known as a Very Important Player (VIP), and the game is referred to as the VIP game.

Then, Section 5.2 considers the sensitivity of the SPSE dominance regions to uncertainty

in the parameters of the game. Section 5.2 also introduces the concept of probabilistic

dominance, and it reconsiders the P3 game in the case where the predator’s location is

not perfectly known. Finally, Section 5.3 considers a limitation of the use of dominance

regions, and it provides a scenario with very limited information where dominance regions

are not able to solve the problem, but other methods are.

The primary contributions of this chapter are:

1 (5.3) and (5.4), which solve the VIP game;

2 (5.6), which gives the sensitivity of the dominance regions to perturbations in the

game parameters;

3 (5.10) and (5.12), which give the probability of dominance for Gaussian uncertainty;
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4 Section 5.3.4, which gives a pursuit law for scenarios with minimal information.

5.1 Uncertain Cost Functions

Consider a SPME game, where one of the evaders is a Very Important Player (VIP) that is

more important than all others, and where the cost function depends only upon the capture

time of the VIP. This game can be used to model scenarios where one vehicle in a fleet

carries an important payload, and where the cost function depends only upon the fleet

delivering the payload, not on the number of vehicles captured prior to delivery. One

particular example of this game is in sports, like football, where one player carries the ball,

and the cost function depends only upon the time when the ball carrier is tackled; tackling

other players is irrelevant.

5.1.1 Problem Statement

Like the SPME game, the VIP game can be stated as the following two subproblems:

P5.1 VIP game with specified capture order: Given an evader, P , and n evaders,Ei, i =

1, ..., n, where the evaders are arranged in the order in which the pursuer must cap-

ture them; where a particular, but unknown, evader is the VIP and both teams share

a known probability distribution, w, for the identity of the VIP; and given as pay-

off tc,V IP , the capture time of the VIP; find ~ψ∗E , the heading for each evader that

maximizes the minimum expected value of tc,V IP .

P5.2 VIP game with free capture order: Given an evader, P , and n evaders, Ei, i =

1, ..., n; where a particular, but unknown, evader is the VIP and both teams share a

known probability distribution, w, for the identity of the VIP; and given as payoff

tc,V IP , the capture time of the VIP; find ~ψ∗E , the heading for each evader that max-

imizes the minimum expected value of tc,V IP , as well as the capture order, ζ∗, that

minimizes the maxmin expected value of tc,V IP .
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The solution of P5.1 is similar to the SPME game. The true payoff function is:

J = tc,V IP , (5.1)

and the expectation of the value function is:

E[J ] =
n∑
i=1

witc,i, (5.2)

where wi gives the probability that Ei is the VIP, and
∑n

i=1wi = 1. As in the SPME game

from Section 4.2.3, the maxmin E[J ] for a particular capture order can be computed as an

optimization of the function given in Algorithm 3:

~ψ∗E = arg max
~ψE

n∑
i=1

witc,i, (5.3)

where the capture times, tc,i, are the outputs of Algorithm 3.

As in the SPME game with perfect information, if the capture order is free, then the

~ψE selected by (5.3) might lead to suboptimal evasion with a switch in the optimal capture

order. However, as before, (5.3) still provides an upper bound for the minmax E[J ]. One

possible strategy for P is to utilize this bound, and choose the order with the smallest

max minE[J ]; i.e., if ζ represents the set of all potential capture sequences, then

E[J ]ub = min
ζ
E[J(ζ)]. (5.4)

5.1.2 Example: Two evader VIP game

Figure 5.1 shows the capture times as a function of the probability that E1 is the VIP for a

two-evader game with P = (0, 0), E1 = (3, 3), E2 = (0, 6), and γ1 = γ2 = 2. Figure 5.1a

shows the capture times if E1 is captured first, and Figure 5.1b shows the capture times if

E2 is captured first. In both subfigures, the capture time of E1 is shown with a solid line,
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and the capture time of E2 is shown with a dashed line. The evaders choose their headings

using (5.3), and therefore as the probability that E1 is the VIP increases to 1, the capture

time of E1 increases at the cost of an earlier capture for E2. Similarly, as the probability

that E1 is the VIP decreases to 0, the capture time of E2 increases at the cost of an earlier

capture for E1.

The payoff for each capture order as a function of w1 is shown in Figure 5.2. Following

(5.4), P should choose the order that minimizes the maxmin E[J ], and the expected values

for the two capture orders intersect at approximately w1 = 0.37. Therefore, for 0 ≤ w1 <

0.37, the optimal capture order is {E2, E1}, and for 0.37 < w1 ≤ 1, the optimal order is

{E1, E2}.

The trajectories of the pursuer for this scenario can be seen in Figure 5.3, and trajecto-

ries are shown for four different values of w1. The optimal capture of the first evader occurs

at the sharp corner of each trajectory, but the capture locations of the second evader are not

shown in order to emphasize the differences in the paths.

The solid lines represent the trajectories for w1 = 0 and w1 = 1, and as expected,

if the VIP is known with certainty, then the optimal strategies are classical pursuit of the

VIP and classical evasion without regard for the other evader. The dashed lines represent

trajectories when w1 is near the switching point w1 = 0.37, and in both cases, the evaders

choose to sacrifice the capture time of the first evader in order to increase the capture time

of the second evader.

As in the SPME game, the calculation of this bound on the minmax E[J ] does not

account for singular surfaces. Therefore, the solution is only valid if the maximization in

(5.3) is subject to the constraint that the paths of the evaders never cross singular surfaces.

Further investigation of these singular surfaces is again left as future work.

There are a number of interesting extensions to this problem that are also left as future

work. For example, consider a game with incomplete information, where either the pursuer

or the team of evaders knows the VIP with certainty, while the other team is only given a
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(a) Capture order: {E1, E2}

(b) Capture order: {E2, E1}

Figure 5.1: Capture times as a function of w1.
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Figure 5.2: E[J ] as a function of w1.

Figure 5.3: Trajectories for various values of w1.
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probability distribution that is known to both teams. Instead of the Nash equilibria consid-

ered in this work, the solution under incomplete information requires the identification of

Bayes-Nash equilibria. Furthermore, a number of interesting questions are raised if both

teams are given different probability distributions for the identity of the VIP, as well as a

measure of confidence in their estimates. Namely, under what conditions do the following

strategies give the best results?

1 Exploit known information; i.e., assume the given probability distribution is correct,

and play optimally for that distribution.

2 Learn an opponent’s probability distribution.

3 Influence an opponent’s probability distribution (i.e., bluff).

4 Call an opponent’s bluff and capitalize on their suboptimal play.

5.2 Uncertain Parameters & Measurements

This section considers PE games with uncertainty in parameters and measurements, includ-

ing uncertainties in player speeds and locations as well as obstacle locations. Note that the

results of this section extend the SPSE theory and result in probabilistic dominance regions,

and since the other results in this dissertation are built upon SPSE games, the results of this

section apply to the other games as well. As an example, this section considers a P3 game

where the location of the predator is uncertain.

5.2.1 Problem Statement

P5.3 Probabilistic dominance: Given two players, A and B, with speeds vA and vB, re-

spectively, and locations (xA, yA) and (xB, yB), where vA, vB, xA, yA, xB and yB are

all random variables, and given an environment containing obstacles with parameters
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that are also random variables, determine a mapping PD which maps each point in

the environment into the probability that player A dominates that point.

5.2.2 Probabilistic Dominance & Risk

As discussed in previous sections, dominance regions provide useful information about PE

games, but in previous sections, they required perfect information about a player’s oppo-

nent. However, with (3.15), the analysis of PE games through the construction of domi-

nance regions allows for the application of existing techniques for handling uncertainty. As

previously discussed, this is typically impractical with other PE solution methods, and it

can therefore provide new insight into PE games.

This section discusses the sensitivity of the dominance boundary with respect to per-

turbations in the game parameters, and then it provides an expression for the probability of

dominance in the presence of uncertainty. Finally, risk is introduced as a way to incorporate

the probability of dominance into PE formulations.

5.2.2.1 Sensitivity of Dominance Regions to Parameters

The sensitivity of the dominance boundary with respect to perturbations in the game pa-

rameters is determined by solving (3.15) for r, and then calculating the partial derivatives

with respect to each parameter. For simplicity of notation, let

c =
√
γ2t2B + d2(γ2 − sin2 θ)− 2dγ2tb cos θ. (5.5)

Then the partial derivatives are as follows:

∂r

∂γ
=

−2γ

(γ2 − 1)2

(
γ2tB − d cos θ ± c

)
+

γ

γ2 − 1

(
2tB ±

1

c

(
−2dtB cos θ + d2 + t2B

))
,

(5.6a)
∂r

∂d
=

1

γ2 − 1

(
− cos θ ± d(γ2 − sin2 θ)− γ2tB cos θ

c

)
, (5.6b)
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Figure 5.4: Dominance boundary variables.

∂r

∂θ
=
d sin θ

γ2 − 1

(
1± γ2tB − d cos θ

c

)
, (5.6c)

∂r

∂tB
=

γ2

γ2 − 1

(
1± tB − d cos θ

c

)
. (5.6d)

Note that these sensitivities allow for the characterization of uncertainties in player

parameters as well as the environment. Consider Figure 5.4, which shows two pursuers

and their respective parameters in the presence of an obstacle. Sensitivity to d1 and θ1

characterize the sensitivity to perturbations in the location of P1 relative to E. On the

other hand, sensitivity to the location of P2 is captured by the sensitivity to perturbations in

tB2, and perturbing P2’s location along a circle centered at the obstacle vertex produces no

change in the dominance boundary. In this case, perturbations in d2 and θ2 characterize the

sensitivity of the dominance boundary to perturbations in the measurements of the location

of the obstacle vertex relative to E.
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5.2.2.2 Dominance Regions Under Uncertainty

Equations (5.6a)-(5.6d) lead naturally to an analysis of the dominance boundary for PE

games with uncertainty in the game parameters. Consider the vector, z, given by:

z =



γ

d

θ

tB


. (5.7)

Solving (3.15) for r and linearizing about the point z0 gives

r(z) = r(z0) +

[
∂r

∂γ

∂r

∂d

∂r

∂θ

∂r

∂tB

]∣∣∣∣
z0

(z − z0). (5.8)

Now assume that z is a Gaussian random vector with mean z̄ as shown below and

covariance Σz; that is,

z̄ =



γ̄

d̄

θ̄

t̄B


, (5.9)

where γ̄, d̄, θ̄, and t̄B are the means of their respective random variables. The distance, r,

of the dominance boundary from the origin is then a Gaussian random variable as well with

mean and variance given by

r̄ = r(z̄),

σ2
r =

[
∂r

∂γ

∂r

∂d

∂r

∂θ

∂r

∂tB

]∣∣∣∣
z̄

Σz



∂r
∂γ

∂r
∂d

∂r
∂θ

∂r
∂tB


∣∣∣∣
z̄

.
(5.10)
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Figure 5.5 shows the probabilistic dominance boundary for the case when the covari-

ance in z is given by

Σz =



(0.05γ)2 0 0 0

0 (0.02d)2 0 0

0 0 (5◦)2 0

0 0 0 0


. (5.11)

As before, the � represents the evader, and the 4 represents the pursuer. The curve sur-

rounding the pursuer represents the 3σ confidence interval of the distribution of the pur-

suer’s initial location. As before, the dominance boundary mean is given by the Apollonius

circle, and the dashed curves represent the 3σ confidence intervals of the distribution of the

dominance boundary.

Finally, if γ̄, d̄, t̄B, and Σz are given, then the probability that the opponent dominates

a point (r, θ) is given by the cumulative distribution function of a Gaussian and is easily

computed:

PD(r, θ) =
1

σr
√

2π

∫ r

−∞
exp

[
−(ω − r̄)2

2σ2
r

]
dω, (5.12)

where r̄ = r̄(θ) and σr = σr(θ).

Note that the dispersal surfaces and visibility surfaces must also be computed proba-

bilistically, and the probabilistic dominance regions are then computed as the sum over all

regions of the conditional probability of dominance given a particular region multiplied by

the probability of being in that region:

PD =
∑
i

(P iD|Ri)Pr(Ri). (5.13)
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Figure 5.5: 3-σ dominance boundary.

5.2.2.3 Risk in PE Games

A typical PE game with two teams has a cost function of the form:

J = K(~xf , tf ) +

∫ tf

0

G(~x, uB, uR, t)dt, (5.14)

where ~x ∈ R2η contains the locations of all η players, tf is the terminal time, and ~xf =

~x(tf ). One team controls the input vector uB and attempts to maximize J , while the other

team controls the input vector uR and attempts to minimize J . The value of the game is

V (x) = max
uB

min
uR

J. (5.15)

Consider a specific case of (5.14) where the cost function contains a risk function, with

the risk fr defined as follows:

fr : R2η → R+ : x 7→ fr(x). (5.16)
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The cost function then has the following form:

J = K(~xf , tf ) + fr(~xf ) +

∫ tf

0

(
fr(~x) +G(~x, uB, uR, t)

)
dt. (5.17)

This risk could represent dangers or uncertainties in the environment, and in general it may

not be known to all players. For example, consider the cooperative hunting of chimpanzees

as described in [15]. Here, some chimpanzees are drivers and actively pursue the prey,

some are blockers and take up positions to block the progression of the prey in a certain

direction, and others are ambushers that hide and attempt to intercept the prey when it

passes by. This can be modeled through an increased risk as the location of the evader

approaches that of each chimpanzee, with the risk due to drivers and blockers being known

to all players, but the risk due to ambushers being known only to the chimpanzees. Sim-

ilarly, consider an anti-predator defense strategy where an adult prey attempts to draw a

predator away from the prey’s hidden offspring. Here, the risk increases as the predator

gets closer to the offspring, and the prey attempts to minimize the risk, which is unknown

to the predator.

In the following sections, risk at a point is proportional to the probability that an oppo-

nent dominates that point:

fr ∝ PD. (5.18)

5.2.3 Example PE Game with Risk

This section provides an example of a P3 game with probabilistic dominance as risk. This

game was described in Section 4.1.4 along with the solution for the case with perfect infor-

mation. Section 5.2.3.1 analyzes the game with uncertainty using the method developed in

Section 5.2.2. Note that for simplicity, the environment does not contain obstacles in this

example. However, as discussed in Section 5.2.2, (3.15) applies to the case with obstacles,

and therefore this approach is applicable to games with obstacles as well.
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5.2.3.1 P3 with Probabilistic Dominance as Terminal Risk

This section addresses the P3 game with uncertainty in the game parameters by using the

probability that P dominatesE at the rendezvous point as risk, and it solves an optimization

problem to minimize the risk.

Consider the case with only a terminal cost. This gives

J = K(~xf , tf ) + fr(~xf ). (5.19)

In Section 4.1.4.4, the components of the cost were:

K = tf , fr ∝


0 ~xf ∈ DE/P ,

1 otherwise.

(5.20)

In this section, let

fr = PD. (5.21)

First, let K = 0; i.e., the only cost is risk at the rendezvous point. If P acts optimally,

then R can only rescue E if they rendezvous at a point where they dominate P . Thus, they

maximize their probability of winning the game regardless of P ’s actions if they minimize

the probability that P dominates their rendezvous point. Therefore, the problem becomes:

min
r,θ
PD(r, θ),

subject to Q(r, θ + θP ) = 0,

(5.22)

where PD(r, θ) is calculated using (3.15), (5.10), and (5.12) with P ’s parameters; i.e.,

γ = γP , d = dP , tBP = 0, and θ = 0 along the initial line of sight from E to P .

The constraint, Q(r, θ + θP ), is the left-hand side of (3.15) with R’s parameters; i.e., with

γ = γR, d = dR, tBR = 0, and θP equal to the initial angle between E’s lines of sight to

R and P .
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The KKT conditions [55] hold everywhere along Q(r, θ + θP ) = 0, so the necessary

condition for optimality is

∇PD + λ∇Q = 0, (5.23)

where λ is a Lagrange multiplier; i.e., the minimum risk occurs at a point where ∇PD

is parallel to the gradient of the constraint BER. This can be seen in Figure 5.6b, which

shows a P3 game where P has the same characteristics as those in Figure 5.5, and R has

the same characteristics as the perfect information case in Figure 4.5, which is reproduced

in Figure 5.6a for comparison. The dashed curves represent level curves of fr. The solid

circle represents BER, and the straight line segments show the optimal paths to minimize

the risk of P capturing E.

Finally, consider the tradeoff between minimizing the risk that P dominates and min-

imizing the time to rendezvous. This tradeoff is captured in the following weighted cost

function where K(~xf , tf ) ∝ tf and fr(~xf ) ∝ PD(~xf ), and where wt and wr weigh the

terminal time against the risk, respectively:

J = wttf + wrfr(~xf ). (5.24)

Varying the weights causes the optimal rendezvous point to move along BER between the

solutions shown in Figures 5.6a and 5.6b.

5.3 Maximal Uncertainty: A Limitation of Dominance

Consider a SPSE game with even less information than in Section 5.2, where the position

of the evader is only available as a uniform distribution over a half-space. This is the case

if the only available measurement is sgn(δ̇), the sign of the rate of change of the range

between P and E, and these scenarios can occur for low cost autonomous vehicles. For

example, consider a vehicle that measures only the strength of a received signal with an om-
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(a) P3 Game With Perfect Information

(b) P3 Game With Minimum Terminal Risk

Figure 5.6: P3 game: Effect of uncertainty in the predator’s location.
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nidirectional receiver, where the transmitted signal strength is unknown or the receiver is

uncalibrated such that received signal strength does not map directly to range. In this case,

range cannot be determined, but consecutive measurements can be compared to determine

whether the range is increasing or decreasing. Here, due to the nature of the available infor-

mation, dominance regions do not provide enough meaningful information to construct a

pursuit strategy. However, [83] shows that this measurement is sufficient to asymptotically

capture an evader. As [83] shows, the use of sgn(δ̇) alone can lead to poor performance,

but performance can be improved if P also measures ψP .

5.3.1 Problem Statement

The problem can be stated as follows:

P5.4 Pursuit with minimal information: Given a pursuer, P , with heading ψP , speed

input vP , and heading rate input uψ; and given a stationary target, E, where δ is the

distance between P and E, and β is the line of sight angle from P to E; and also

given, µ(t) = sgn(δ̇(t)); find a pursuit law uψ(ψP , µ) and vP (ψP , µ) such that P

asymptotically achieves point-capture of E.

5.3.2 System Model

Let P move with simple motion in the plane; i.e., do not account for inertia, and assume

that ψ̇P is unbounded. For simplicity, assume that the origin is fixed to P .

The polar form of the state and input vectors are

~xπ =


δ

β

ψP

 , ~u =

vP
uψ

 . (5.25)
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The dynamics are given by:


δ̇

β̇

ψ̇v

 =


−vP cos(β − ψP )

vP
δ

sin(β − ψP )

uψ

 , (5.26)

and the system outputs are:

~yπ =

 ψv

sgn(δ̇)

 . (5.27)

Additionally, some calculations utilize Cartesian coordinates. For this representation,

the state of the system is:

~xc =


xE

yE

ψP

 . (5.28)

The system dynamics in the Cartesian model are given by:


ẋE

ẏE

ψ̇P

 =


−vP cos(ψP )

−vP sin(ψP )

uψ

 = fc(~xc, ~u, t). (5.29)

Finally, the outputs are:

~yc =

 ψP

sgn

(
−vP (xE cos(ψP )+yE sin(ψP ))√

x2E+y2E

)
 . (5.30)
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5.3.2.1 Nonlinear Separation Conditions

Reference [110] gives the following conditions that allow the use of an observer in nonlin-

ear systems of the form

ẋ(t) = f(t, x(t), u(t)),

y(t) = g(t, x(t)).

(5.31)

The following assumptions are made:

Assumption 1) f is continuously differentiable and vanishes when all of its arguments

except t vanish. Additionally, there are constants a and c such that:

‖∇xf(t, x, u)‖ ≤ a,

‖∇uf(t, x, u)‖ ≤ a,

∀t ≥ 0,∀x ∈ Bc,∀u ∈ Bc, Bc = w ∈ < : ‖w‖ ≤ c.

(5.32)

Assumption 2) g is continuous, and g(0, 0) = 0.

If the system satisfies the two assumptions, and if it is stabilizable and weakly de-

tectable, then x = 0, z = 0 is a uniformly asymptotically stable equilibrium point of the

following system:

ẋ(t) = f(t, x(t), η(t, z(t))),

ż(t) = γ(t, z(t), g(t, x(t)), η(t, z(t))).

(5.33)

Another way of expressing this is to say that if the system is stabilized by the control law

u(t) = η(t, x(t)), (5.34)

then it is also stabilized by the control law

u(t) = η(t, z(t)), (5.35)

where z(t) is the output of a weak detector for x(t). The reader is referred to [110] for a
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definition and examples of weak detectability. This result requires no other assumptions

such as linearity or time-invariance.

5.3.2.2 Modifications of Model

For the system dynamics in Cartesian form,

∇~xcfc =


0 0 vP sin(ψP )

0 0 −vP cos(ψP )

0 0 0

 . (5.36)

Therefore, if ~xc and ~u are confined to a sphere of any finite size, ‖∇~xcfc‖ is bounded.

Furthermore, ‖∇~ufc‖ is also bounded because

∇~ufc =


− cos(ψP ) 0

− sin(ψP ) 0

0 1

 . (5.37)

Since fc is continuously differentiable and fc(0, 0, t) = 0, all of the conditions given in the

first assumption hold.

The system’s first output, ψP , fulfills the requirements of the second assumption. The

second output, µ, does not, but an alternative can be found that meets the assumption and

is approximately equal to µ for all states except xE = yE = 0 where µ is undefined. Note

that at xE = yE = 0, capture has been achieved.

From Eqn. (5.30):

µ = sgn

(
−vP (xE cos(ψP ) + yE sin(ψP ))√

x2
E + y2

E

)
, (5.38)

which is a function of both ~xc(t) and ~u(t). The second assumption requires the function

to be dependent on only the system state and time. If vP is restricted to be non-negative,
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multiplying by its value does not affect the sign of the output, and it can therefore be

dropped from the calculation without changing the system. Similarly, the denominator is

non-negative, so it can also be dropped with the only loss of equality occurring at xE =

yE = 0 when capture occurs.

µ = sgn(−xE cos(ψP )− yE sin(ψP )). (5.39)

This function is equal to the original at all points except xE = yE = 0, and it vanishes when

all of its arguments vanish, as required by the second assumption. The only remaining

stipulation is that the function must be continuous. To accomplish this, a small ε is chosen,

and µ is approximated by the following function:

µ ≈ −xE cos(ψP )− yE sin(ψP )√
(−xE cos(ψP )− yE sin(ψP ))2 + ε2

. (5.40)

This approximation is equal to the original function for ε = 0 and xE, yE not both zero.

It represents a smoothing of the function with increasingly sharper corners as ε shrinks to

zero. Its value is equal to zero for xE = yE = 0.

This approximation gives an output dependent only upon the system state and time that

is continuous for all states, ~xc, and equal to zero for ~xc = 0 at t = 0. This fulfills all

requirements of the second assumption, which implies that uniform asymptotic stability of

the equilibrium is achieved if the output of a weak detector is used in place of the actual

state as an input to a stabilizing controller.

5.3.3 Separated Problem Statement

Problem P5.4 can therefore be divided into the following subproblems:

P5.5 Controller: Given a pursuer with a known heading angle ψP , and a target with a

known location (δ, β), find a guidance law, i.e., a velocity function vP (t) and a turn-
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rate function uψ(t) such that P reaches E.

P5.6 Detector: Given µ, the sign of the P ’s range-rate to the target, and ψP , the pursuer’s

heading, find an estimate of the location of E, (δ̂, β̂), such that the controller found

in P5.5 is able to stabilize the system.

5.3.3.1 Controller

First, a stabilizing controller is designed as if complete state information was available.

Then, this stabilizing control law is applied to an estimate of the state which is produced by

an observer that is discussed in Section 5.3.3.2. A solution with a constant forward velocity

vP is assumed in order to simplify the problem.

The controller is developed with the polar form of the system dynamics, and the control

strategy is based on two sliding surfaces. The first control surface is chosen to be the

difference between the current and desired values of δ,

S1 = δ − δdes, (5.41)

with the following desired dynamics:

Ṡ1 = −λS1S1. (5.42)

These dynamics guarantee that S1 decays to zero exponentially, at a rate given by λS1 > 0,

which is a design parameter.

Substituting (5.41) into (5.42) and taking the derivative of (5.41) gives:

δ̇ − δ̇des = −λS1(δ − δdes). (5.43)
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Substituting the system dynamics for δ̇ from (5.26) into (5.43) gives:

−vP cos(β − ψP )− δ̇des = −λS1(δ − δdes).

If a desired ψP could be chosen, it would be selected such that:

β − ψP,des = arccos

(
λS1(δ − δdes)− δ̇des

vP

)
. (5.44)

For simplicity of calculations, define:

αψ = β − ψP , αψ,des = β − ψP,des.

Then, the second sliding surface is:

S2 = αψ − αψ,des, (5.45)

with the following desired dynamics:

Ṡ2 = −λS2S2, λS2 > 0. (5.46)

Again, substituting (5.45) into (5.46) and taking the derivative of (5.45) gives:

α̇ψ − α̇ψ,des = −λS2(αψ − αψ,des).

Substituting the system dynamics for β̇ and ψ̇P from (5.26) into α̇ψ gives:

vP
δ

sin(β − ψP )− uψ − α̇ψ,des = −λS2(αψ − αψ,des).

143



The control input, uψ, is therefore

uψ = λS2(αψ − αψ,des) +
vP
δ

sin(β − ψP )− α̇ψ,des. (5.47)

5.3.3.2 Observer

The model assumes perfect knowledge of the heading angle, ψP , so the next goal is to

develop an observer that estimates xE and yE , the Cartesian coordinates of E. An estimate

of the sensor output is calculated from (5.40):

µ̂ =
−x̂E cos(ψP )− ŷE sin(ψP )√

(−x̂E cos(ψP )− ŷE sin(ψP ))2 + ε2
. (5.48)

The error in the estimate of µ is

µ̃ = µ− µ̂. (5.49)

The observer is constructed with the following form:

˙̂xc =


˙̂xE

˙̂yE

ψ̇P

 =


−vP cos(ψP )(k1µ+ k2µ̃)

−vP sin(ψP )(k3µ+ k4µ̃)

uψ

 ,

k1, k2, k3, k4 > 0.

(5.50)

The estimation error is:

x̃c = ~xc − x̂c =


x̃E

ỹE

0

 =


xE − x̂E

yE − ŷE

0

 .
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Finally, the dynamics of the error are:

˙̃xc = ~̇xc − ˙̂xc =


−vP cos(ψP )(1− k1µ− k2µ̃)

−vP sin(ψP )(1− k3µ− k4µ̃)

0

 . (5.51)

The result in Section 5.3.2.1 only requires weak detectability, and [83] provides gains

such that the error dynamics given by (5.51) fulfill this requirement.

5.3.4 Pursuit Law Summary

The pursuit law consists of the following, where the controller gains, λS1, λS2 > 0, and the

observer gain, k2 > 0, are design parameters:

1 Known pursuer heading angle, ψP , and measurement of µ = sgn(δ̇);

2 Constant velocity input, vP ;

3 Estimated coordinates of E, (x̂E, ŷE), with dynamics given by (5.50) and with k1 =

k3 = 1 and k4 = k2:

 ˙̂xE

˙̂yE

 =

−vP cos(ψP )(µ+ k2µ̃)

−vP sin(ψP )(µ+ k2µ̃)

 ,

where µ̃ is given by (5.48) and (5.49);

4 Turn-rate given by (5.47), but using the estimate of E’s location, (δ̂, β̂):

uψ = λS2(β̂ − ψP − α̂ψ,des) +
vP

δ̂
sin(β̂ − ψP )− ˙̂αψ,des.

From (5.44):

α̂ψ,des = arccos

(
λS1(δ̂ − δ̂des)− δ̇des

vP

)
.
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Ideally, P moves directly toward E, but choose δ̇des = −vP (1 − ε2) to avoid singu-

larities when taking the derivative of α̂des. Finally, δ̂des is calculated from (5.43) with

the estimated range:

δ̂des = δ̂ +
˙̂
δ − δ̇des
λS1

.

5.3.5 Simulation Results

This section provides simulation results for the pursuit law described in Section 5.3.4. Re-

sults are presented for both stationary and moving targets.

References [81] and [83] discuss the pursuit law’s response to measurement corruption

and observer gains, and they provide guidelines for selecting these quantities that lead to

more desirable trajectories. Reference [83] also discusses the response to initial estimates,

and certain estimates are shown to produce undesirable behavior. To overcome this, [83]

provides an exploration method that improves the initial estimate without incurring signif-

icant performance costs.

Stationary targets Figure 5.7a shows an overhead view of P ’s trajectory for a variety of

starting locations and initial estimates. Each4 with its corresponding trajectory represents

a separate simulation, and the “X” to the right of each 4 represents its initial estimate of

E’s location. The � at the center of the figure represents E. As the figure shows, P is able

to successfully reach E in all simulations.

Figure 5.7b shows the errors in the estimates x̂E and ŷE over time for each of the

simulations depicted in Figure 5.7a.

Moving targets This pursuit law is also successful when E moves. Figure 5.8 shows an

overhead view of the trajectory of P when it is pursuing a moving target. As before, 4

represents P ’s starting location, and the “X” represents the initial estimate of E’s location.

The actual locations of E at different points in time are shown by the circles. E moves
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(a) Trajectories

(b) Estimation Error

Figure 5.7: Stationary target.
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Figure 5.8: Moving target.

linearly with constant speed from lower right to upper left.

5.3.6 Further Restrictions On Available Information

Reference [83] provides additional analysis of problem P5.4, and it shows that of the two

measurements, sgn (δ̇) and ψP , the fundamental measurement is sgn (δ̇). That is, mea-

surements of sgn (δ̇) alone are sufficient to asymptotically capture an evader, even when

ψP is unknown; sgn (δ̇) is also necessary, and pursuit with ψP alone fails. Reference [83]

provides a pursuit law utilizing only measurements of sgn (δ̇) that successfully achieves

asymptotic capture, and this result holds not only for evaders moving with constant head-

ing, as in Section 5.3.5, but against an adversarial E utilizing classical evasion as well.

Finally, [6] shows that the pursuit law provided in Section 5.3.4 is not only applicable

when sgn (δ̇) is received continuously, but that it can also be modified for scenarios where

P only receives measurements when located at certain quantized distances from E. This

makes the pursuit law implementable on a number of low cost autonomous vehicles through
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the use of their communication radios with no additional hardware requirements.

5.4 Summary

This chapter solves PE games in the presence of uncertainty, and it considers the effect of

information on optimal behaviors in PE games through three scenarios. The first involves

a SPME game where the cost function is the capture time of a particular, but unknown,

evader. The second involves a SPSE game where the game parameters and measurements

are uncertain, and it introduces the concept of probabilistic dominance. Through the results

of Chapter 4, this result is not only applicable to SPSE games, but MPSE and SPME games

as well, and an example is provided of a P3 game with uncertainty in the location of the

predator. Finally, the third scenario involves very limited information, and it highlights a

limitation of dominance regions.

149



CHAPTER 6

Conclusions

As autonomous and semi-autonomous vehicles become more widespread, it is important

that their designers relax a priori assumptions of strictly benign environments. Real envi-

ronments are sometimes hostile and often unpredictable, and adversarial games provide a

way to increase safety and effectiveness when operating in these environments. This dis-

sertation studies a particular class of adversarial games involving pursuit and evasion, and

it expands the method of dominance regions to provide solutions for games with obstacles,

uncertainty, and cooperation among heterogeneous teams.

6.1 Summary

This dissertation treats a number of pursuit-evasion games, including games between a

single pursuer and a single evader, games with additional pursuers and evaders, and games

with uncertainty. In Chapter 1, the work is motivated and a general problem statement is

provided. Chapter 2 surveys the existing literature and introduces the classical techniques

used to solve pursuit-evasion games. The main body of the dissertation is divided into three

chapters which build upon each other to solve increasingly complex games.

Chapter 3 analyzes games between a single pursuer and a single evader for two cases:

where the players both move with simple motion and where one player moves with simple

motion while the other has a constrained minimum turn radius. The dominance regions are

determined for both scenarios, and these dominance regions are shown to be generalizations
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of the Apollonius circle. This method is shown to agree with existing solutions, and then it

is utilized to solve games in the presence of polygonal obstacles.

Chapter 4 builds upon the results provided in Chapter 3 by showing that both the mul-

tiple pursuer, single evader game and the single pursuer, multiple evader game can be de-

composed into a set of single pursuer, single evader games. It also introduces the Prey,

Protector, and Predator game which features competing teams of pursuers.

Chapters 3 and 4 both assume the availability of full and perfect information. Chapter

5 relaxes this assumption and studies pursuit-evasion games with uncertainty in the game

parameters, the measurements of the positions of players and obstacles, and the cost func-

tion. The sensitivity of solutions to changes in the available information is studied, and

probabilistic dominance regions are introduced. In addition, two games from Chapter 4 are

reconsidered in the presence of uncertain information, and the effect of the reduction in in-

formation is studied. Finally, Chapter 5 considers a scenario with very limited information

in order to highlight a limitation of the method of dominance regions.

6.2 Concluding Remarks

Pursuit-evasion games occur in a number of scenarios of interest, and they therefore have

a rich history in the literature. However, even simple formulations can lead to surprisingly

complex solutions. Because of this, the implementation of PE theory has been limited in

practice. This dissertation investigates a solution method based on the idea of dominance.

This method simplifies some PE formulations that are very challenging with other methods,

and from a seemingly straightforward construction, it is capable of producing complex

interactions.

This dissertation only considers constraints on minimum turn radius, because the iso-

chrones for players with simple motion and Dubins cars are known in closed form in the

literature. However, the approach is not limited to these dynamics, and indeed, it can be
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used any time the isochrones can be computed or approximated. This differentiates it from

other PE solution methods, because it is able to handle non-convex state constraints, such

as a collection of polygonal obstacles. By using this method, the challenge of solving a PE

game is primarily linked to the problem of computing reachable sets for a single player,

without considering adversaries. For complex problems, approximate PE solutions may be

obtainable if these reachable sets can be approximated.

While this dissertation does not treat every known pursuit-evasion game, it does provide

a general framework that can be used for a broad class of problems, and it opens up a

number of interesting directions for continued study.

6.3 Future Directions

• Methods for computing reachable sets: Investigate methods for the exact or ap-

proximate determination of reachable sets for higher fidelity vehicle models. Since

isochrones form the boundary of the reachable sets, and since dominance regions are

simply the intersections of isochrones, reachable set computations also solve pursuit-

evasion games. For complex dynamics, this might take a form similar to probabilistic

path planners. With the results of this dissertation, PE games involving Dubins cars

in the presence of obstacles would be solved by an investigation of the singular sur-

faces; i.e., the surfaces that correspond to visibility and dispersal surfaces for an agent

moving with simple motion.

• Singular surfaces and capture order heuristics in the SPME game: Identify the

surfaces in the SPME game where the maxmin payoff is identical for different capture

orders. Once these surfaces are known, the problem of optimizing evasive headings

reduces to an optimization problem with the singular surfaces as constraints. The

primary remaining barrier to implementing a complete SPME solution would then be

an investigation of fast heuristics for determining the optimal capture order (which
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can be mapped to a sequence-dependent traveling salesman problem).

• Pursuer assignment in the MPME game: The MPME game can be analyzed using

the same tools developed for the MPSE and SPME games once the additional assign-

ment problem has been considered, i.e., which pursuer or group of pursuers should

pursue each evader or group of evaders.

• Information structures: Investigate the effects of varying information structures on

PE games. For example, Section 5.1 considers a game where both teams share a

probability distribution for the identity of the VIP; how does the solution change if

one team knows with certainty while the other knows only a probability distribution?

As another example, how does the solution of the SPME game change if the pursuer

has to explore the environment in order to gain information about the locations of the

evaders?
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