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CHAPTER 1
INTRODUCTION

As the limitations of the Earth's resources of conventional fuels
have become more apparent, man has begun to look toward the stars for a
new source of energy. It has been known for several decades that a
major energy source in stars is due to nuclear fusion reactions, In
this process the nuclei of light elements are fused together at enor-
mous temperatures to produce more tightly bound, heavier nuclei, relea-
sing energy in the process.

An example of such a reaction is that which occurs between the
two heavier isotopes of hydrogen, deuterium and tritium: D + T—=
4He +n + 17.6 MeV. This fusion reaction releases energy that is car-
ried off by the reaction products (in this case, the helium nucleus and
a neutron). The energy content of such fusion fuels is truly enormous.,
A thimbleful of deuterium would release as much energy as 20 tons of
coal. The natural deuterium occurring in 1 liter of water would produce
the fusion energy equivalent of 300 liters of gasoline,

The potential of such reactions for generating large amounts of
energy is evident. We need only look at any star to see a massive
example of fusion energy release. In a sense, nuclear fusion can be
regarded as the most primitive form of solar power, since it is also
the energy source of our sun, Hence it was natural for scientists to
question whether fusion might be employed as a terrestrial energy source,
The awesome potential of this quest was demonstrated by the development
of nuclear fusion weapons--the hydrogen bomb--in the early 1950s, Since
that time, proponents of fusion power have predicted that someday this
nuclear process would provide man with a safe, clean, and abundant
source of energy.

Unfortunately, a rather major hurdle must be overcome before fusion
reactions can occur. The light nuclei that must fuse together are both
positively charged and repel one another quite strongly. To overcome
this repulsion, we must slam the two nuclei together at very high

velocities. One way of doing this is to take a mixture of deuterium



and tritium and heat it to such high temperatures that the velocities
of thermal motion of the nuclei overcome charge repulsion and initiate
the fusion reaction, Such a scheme is referred to as a thermonuclear
fusion reaction. The temperature required is quite high, roughly 100
million degrees. 1In fact, the interior of the sun is at just such
enormous temperatures. Until quite recently man had imitated the sun

in only a rather violent fashion by using a nuclear fission bomb to
Create temperatures high enough to ignite the fusion reaction in the
hydrogen bomb.

But simply heéting the fusion fuel to enormous temperatures is not
enough to light the fusion reaction. For most of the time, when the
nuclei run into each other, they simply bounce off without fusing to-
gether., Indeed, such scattering collisions are a million times more
probable than fusion reactions. So somehow we have to hold the high
temperature fusion fuel together long enough to allow. the nuclei to
collide the millions and millions of times necessary to induce the
fusion reaction,

Therefore to achieve thermonuclear fusion energy release we
must solve two problems: (1) produce and heat a plasma fuel to thermo-
nuclear temperatures, and (2) confine it long enough to produce more
fusion energy than we have invested in heating the fuel., These twin
requirements are usually quantified by a mathematical relation known as
the Lawson criterion, which essentially reflects the balance between

thermonuclear energy production and heating energy, This criterion

can be expressed as a condition on the product of the fuel density n

and the time of fusion fuel containment ¥ , If we €xpress n in units
of number of nuclei per cms'and T in seconds, then the Lawson criterion

14 s/cm3 for a deuterium-tritium

demands that the product nz exceed 10
fusion reaction.

How are we to accomplish the twin goals of heating and confinement
in such a way as to satisfy the Lawson criterion? In a star the enormous
Mmass causes gravitational forces that confine the reacting fuel, compres-
sing it and heating it to the necessary temperatures, Certainly we can-

not expect gravity to do that job here on earth.



In thermonuclear weapons no attempt is made to confine the
reacting fuel., Rather one merely attempts to heat the fuel to thermo-
nuclear temperatures so fast that an appreciable number of fusion
reactions occur before it is blown or explodes apart, This scheme is

known as inertial confinement since it is the inertia of the reacting

fuel that keeps it from blowing apart prematurely, But to heat an
appreciable mass of fuel to such high temperatures requires an extremely
large energy source, and the source used in thermonuclear weapons is

a fission reaction. That is, an atomic bomb is used to heat the thermo-
nuclear fuel to ignition temperatures, Again, this approach is highly
unsuited for a controlled application,

The approach to fusion power that has been studied most extensively
works with far smaller quantities of thermonuclear fuel. In particular,
it takes advantage of the fact that at the enormous temperatures neces-
sary for fusion to occur, the fuel becomes an ionized or charged gas
known as a plasma. Since such charged particles have difficulty moving
across magnetic field lines (instead, tending to spiral along them),
the primary approach has been to design a '"magnetic bottle" to contain
the fuel composed of strong magnetic fields. Traditionally these
magnetic confinement fusion schemes have worked with very low fuel

densities (av1014 cm'S) and have attempted to achieve confinement times

of the order of a second to satisfy the Lawson criterion, After two
decades of intensive research, magnetic fusion research has reached the
threshold of achieving the goal of scientific breakeven in which the
Lawson criterion is satisfied, and the fusion energy produced by the
fuel exceeds the energy necessary to heat and confine it,

Recently, however, scientists have become excited about an al-
ternative approach to controlled thermonuclear fusion based upon
inertial confinement. 1In this approach intense laser or charged
particle beams would be used to rapidly compress a tiny pellet of
deuterium-tritium fuel to enormous densities and temperatures and
ignite a thermonuclear fusion reactor or burn. If the fuel pellet is
compressed to sufficient densities, then it will burn so rapidly that
appreciable fusion energy will be released before it can blow apart,



More precisely, the intense laser or charged particle beams (the
"driyver" beams) would strike the pellet surface, ionizing this surface
and ablating it off into the vacuum surrounding the pellet, As the
outer surface of the pellet blows away,an enormous pressure is generated
(much as by a rocket exhaust) which would compress the core of the fuel
pellet to densities as high as 1000 to 10,000 times solid state density.
This compression would also raise the temperature of the core of the
pellet to fusion temperatures so that a thermonuclear burn is ignited,
This burn would then propagate outward through the rest of the fuel
pellet, resulting in the explosive release of fusion energy, The pro-
cess of compression and thermonuclear ignition and burn would occur in
a time much shorter than the time required for the pellet to blow apart
(~120 = seconds). Hence a premium is Placed on developing driver beams
capable of delivering large quantities of energy onto tiny targets
(roughly 1 mm in diameter) in a very short pulse ('410-9 seconds),

In a sense, the inertial confinement approach to controlled
fusion represents a scaling down of the hydrogen bomb over a million
fold to a tiny micro-explosion. For a brief instant, the driver beams
compress the fuel pellet in such a way as to produce conditions similar
to those found in stars, A tiny sun is produced which bursts in an
instant, releasing its fusion energy. If we can capture this energy,
then we can convert it to useful _purposes.

Inertial confinement fusion can be regarded as essentially the
internal combusion approach to fusion. To make the analogy more pre-
cise, recall that the internal combustion engine of your car is based
on a four-stage combustion cycle: (1) injection of fuel (gas and air)
into the cyllnder, {2) compression of the fuel mixture by a piston,

(3) ignition of the compressed fuel by a spark plug, and (4) combustion
of the fuel mixture in a small explosion that drives the piston and
hence the crankshaft (converting chemical energy into mechanical energy),

In direct analogy, inertial confinement fusion schemes are based
on the following sequence: (1) a tiny pellet of deuterium-tritium
isotopes is injected into a blast chamber, (2) the pellet is compressed
to very high density with intense laser or charged particle beams, (3)
the high density and compression heat induces the ingition of a thermo-
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nuclear reaction, (4) the thermonuclear energy carried by the reaction
products including neutrons, X rays, and charged particles is deposited
as heat in a blanket that then acts as a heat source in a steam thermal
cycle that produces. electricity (conversion of nuclear energy into
electric energy). The laser fusion internai combustion engine would use
series of microthermonuclear explosions (from 1 to 100 per second,
each generating the energy equivalent of several kilograms of high
explosive) to generate power,

The applications of inertial confinement fusion (ICF) fall into

several catagories: power production, weapons applications, and funda-
mental physics studies, Much of the funding for research activities

in this area has been stimulated by the recognition that the environ-
ment created by the implosion and thermonuclear burn of a tiny fuel
pellet is similar in many respects to that of a thermonuclear weapon,
Hence there has been considerable interest in using ICF targets to
simulate weapons Physics and effects on a microscopic scale,

Perhaps the most immediate application of ICF will be in basic
physics studies. The imploded ICF pellet produces conditions of tem-
perature and pressure which are quite unusual (at least on a terres-
trial scale), ICK implosions can be used to study properties of matter
under extreme conditions, the interaction of intense radiation with
matter, and aspects of low tnergy nuclear physics, Indeed, ICF presents
us with a unique opportunity to study certain aspects of astrophysics
such as steller interiors on a laboratory scale,

But the most significant application of inertial confinement
fusion will be to the production of energy which can then be used for a
variety of purposes such as the generation of electricity, the production
of process heat or synthetic fuels, or propulsion, The importance of
this application becomes apparent when it is recognized that there are
only three major inexhaustible energy source options available to our
civilization: the nuclear fission breeder reactor, solar energy, and
nuclear fusion. Serious social and political questions threaten to
stall breeder reactor development, Solar energy faces enormous chal-
lenges of a technical and economic nature, Hence the importance of
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an aggressive nuclear fusion research effort appears evident,

On a more philosophical level, inertial confinement fusion is,
in fact, both the present and future source of energy in our universe,
All other energy sources, whether they be solar, geothermal, wind, or
biomass, are merely derivatives. 1In truth, only inertial confinement
fusion is an unlimited energy source (at least on the time scale of
our universe).

Controlled thermonuclear fusion in general, and inertial con-
finement fusion in particular, present man with a staggering techno-
logical challenge. But the potential benefit to mankind of a truly
unlimited energy source compels us to address this challenge with
a dedicated effort.

1.1. BASIC CONCEPTS

The basic requirements of the fusion game involve heating a
plasma fuel (e.g., D-T or D-D) to thermonuclear temperatures (approxi-
mately 10 keV) and then confining this high temperature fuel for a suf-
ficiently long time that it produces more fusion energy than the energy
invested in its heating and confinement. The scoreboard for this game
is the Lawson criterion which demands a certain minimum value of the
product of number density n and confinement time T --for example, the
"scientific feasibility" criterion for a D-T fuel is n<z P 1014 s cm .
As we have noted, the traditional fusion approach has been to attempt
to confine a very low density plasma fuel (at n ~ 1014 cm*z) for a
relatively ioﬁg time (¢~ 1s) in a suitably shaped magnetic field
(e.g., toroidal fields such as in the Tokamak).

The inertial confinement scheme takes the opposite approach. One
attempts to heat a dense fuel to thermonuclear temperatures extremely
rapidly so that an appreciable thermonuclear reaction energy will be
generated before the fuel blows itself apart. To see what we are up
against, consider a small pellet of radius 1 mm. The Y"disassembly
time" ¢y required for the heated pellet to blow itself apart is roughly
just the time required for a sound wave to traverse the pellet, Since
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the speed of sound in a 10 keV D-T plasma is roughly 108 cm/s, the dis-
assembly time 7y ~ 0.1/108 =107 s = 1 ns, Hence to satisfy the
Lawson criterion, we must use a fuel density in excess of n = 1014/ T4
= 10%% en™3-_vhich is roughly solid state density,

Therefore the new game we must play in inertial confinement
schemes is to heat a small, solid-density D-T pellet to thermonuclear
temperatures before it has a chance to expand-~-that is, in 1l nsor 1
billionth of a second, Actually the energy required is not too great—-
roughly 1 million joules ( 1 MJ) or about 0.28 kwh--about the energy
consumption of one evening's operation of your television set. But
when this energy is delivered in 10_9 seconds, it corresponds to a
power level of 106/10-9 = 1015 watts, The staggering demands of such
a power level become apparent when it is noted that the present electri-
cal generating capacity of all the power plants in the United States is
a shade under 1012 watts.

Hence we are faced with generating enormous powers and focusing
these down on a tiny pellet, roughly 1 mm in radius, But this is what
a laser is good at. For not only can a2 laser focus large amounts of
energy onto very tiny spots, it can also zap this energy in a very short
time-~easily within 1 ns (indeed, laser pulses as short as 10_125 -

1 trillionth of a second--have been achieved),

So if we use the laser just like a very big flashlight to zap the
fuel pellet to fusion temperatures very rapidly, we can visualize that
a laser fusion system might work something as shown below:

PELLET FuEL

LASER
I T
. POWER

ouTPUT

LASER PUMPING POMER

r
. i

The laser light is focused on the pellet, heéting it rapidly to thermo-
nuclear temperatures and thereby inducing a thermonuclear microexplosion,
The energy from this explosion is then captured and converted to electri-
city through a steam thermal cycle. After using part of this energy to
re-energize the laser, the remaining energy is then distributed to the

electrical power grid,
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So far, so good! And this was essentially the "public image*"
presented by the laser fusion effort in the B,D.C, {before declassifi-
cation) days prior to 1972, But this simple-minded scheme had a
fatal flaw, which became apparent when one tried to estimate the elaser
energy required to produce such a microexplosion,

Suppose (because of laser and thermal cycle inefficiencies) we
require the thermonuclear energy produced by the pellet to be M times
the incident laser energy, Suppose further that only a fraction GI‘
of the incident laser light would be coupled into the target. Then
we can factor these expressions into the Lawson criterion to make an

estimate of the required laser energy for ICF as:
3
_ M fn\2 6 .
Elaser —€L4(ns§ X 107 joules

where n, is the number density for a solid (4.5 x 1022

em™d for D-T),
let us now apply this estimate to calculate the laser energy required
for scientific feasibility, that is, for M = 1. If we take €, =1

and n = ng, we find a laser energy requirement of 107 joules, To

place this number in perspective, the largest laser in the world today,
the SHIVA laser at Livermofe, produces a pulse of only 20 kJ--a thousand
times too small. For a reactor, we would have to require M = 10 which
implies a laser energy of 109 joules, hopeless large, Viewed in this
light, laser fusion is clearly a fool's quest,

Or is it ? We mentioned that this was the “naive" or B,D,C, ap-
proach. We must be a bit more sophisticated in our analysis, Let us
begin by re-examining the criterion for achieving net fusion energy
release in a somewhat different light, We can identify two times of
major Significance for inertial confinement schemes; the disassembly
time which scales as

R

disassembly time = Zy~ L 1/2

cs T

and the thermonuclear burn time \

burn time = G, ~ Q(w;} ~ QTV"
where R is the pellet radius, and Q is its mass density, while we have
noted that the speed of sound ¢ and the fusion reaction frequency-(V'0}>>

are both proportional to Tl/2 in the temperature range of interest,
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If we regard 7y as a measure of the time required to burn a pellet
of densitye » and T4 as the time during which the thermonuclear reaction
will occur, then evidently we find that the “thermonuclear burn efficiency™

is just the ratio of these two times,
&€, = thermonuclear burn efficiency = L=y ~ of
b= YTt R

If we reinsert the appropriate numerical constants, we find that an
alternative to the Lawson criterion which is far more appropriate for

inertial confinement schemes becomes

oR > 1 g/en®

(Actually, if we are a bit more careful and take into account fuel
depletion, we find that the burn efficiency becomes €y, = QR/ (6 +pQ.R).
Hence for QR = 3, roughly 1/3 of the pellet fuel would be burned,)

To understand the implications of this result, note that for a
1 mm pellet, @R = 1 implies a fuel density of Q=10 g/cms, But
since the solid state density of D-T is only Q= 0.2 g/em’, we find
that this implies a compression of the pellet to at least 50 times
itsinitial density. Hence the key to inertial confinement fusion is
apparently high compression. The more we compress the fuel, the larger
@R becomes, and the more efficient the thermonuclear burn becomes,

For example, a compression of 1000 would reduce our requirements for
scientific breakeven to only 1 J and for a reactor to 1000 J, Actually,
these simple scaling arguments are far too naive, but they do illustrate
the strong dependence of required laser energy on the inverse square of
the compression factor,

So the only remaining question is Yhow'", How do we achieve such
enormous compressions? Certainly not by normal mechanical forces, Nor
will chemical explosives do the job (they are limited to compressions of
roughly 10 by the strength of interatomic forces). Densities as large
as 1000 times solid state density are not common even on an astronomical
scale and occur only in very dense white dwarf stars,

The trick involves using the laser itself, The intense laser light
is focussed by a number of beams onto the pellet surface (see Figure on
the next page). As the pellet absorbes this intense light energy:.its
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Laser compression of fuel pellet.

surface is rapidly vaporized, ionized, and heated to high temperature,
blowing off into the vacuum surrounding the pellet. This blowoff or
ablation of the pellet surface drives a shock wave back into the pellet
{recall Newton's third law--or better yet, imagine the ablation as being
comparable to the thrust from a rocket exhaust). As this shock wave
implodes in toward the center of the pellet, it compresses the fuel to
high density and thermonuclear temperatures so that ignition occurs, At
these very high densities, the energetic alpha particles produced in
the D-T fusion reactions are absorbed in the fuel, heating it to still
higher temperatures and causing the fuel to burn even more rapidly,

The thermonuclear burning propagates outward into the cold, compressed
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fuel surrounding the ignited pellet core, consuming the fuel in a very
repid thermonuclear microexplosion, After only a few picoseconds, a
significant fraction of the imploded pellet fuel has burned, and the
very high energy release blows the pellet apart, thereby terminating
the reaction,

Hence the key idea is to use the laser beam to bring the central
region of the pellet to ignition densities and temperatures, but in such a
way that the rest of the compressed fuel remains cold (so that the
required compression energy is minimized)}, That is, one wishes to
adiabatically or isentropically compress the fuel, Only a central
"spark" is created in the compressed fuel to light the fusion fire,

In this way, one lowers the laser energy requirements to 1000 to 10,000 J,

This simple picture is complicated somewhat by that fact that
laser light cannot penetrate into a very dense plasma very far without
being reflected. In fact, if the plasma density is above 1021 cm—s,
the incident laser light (from the Nd glass laser commonly used in
ICF experiments) will not penetrate, Hence during the actual laser
heating, a low density cloud or atmosphere ablates off and surrounds
the pellet core, shielding it from direct laser radiation, The laser
energy absorbed in this atmosphere or corona is then transported into
the denser regions of the pellet by thermal conduction to drive the
imploding shock wave,

Although this scheme sounds rather far-fetched, it has actually
been demonstrated in laboratory experiments, In such experiments,
laser beams are focused by specially designed mirrors onto the surface
of tiny pellets consisting of glass shells (from 50 to 100um in diameter
and 1-5 pm in thickness) containing D-T gas up to 100 atm in pressure,
These glass microballbbon targets have been compressed to fuel densities
as high as 10 times solid state density. More advanced targets are
being studied which utilize multiple layers of materials to provide
for the efficient absorption of the incident light and energy matching
in the implosion and thermonuclear explosion,

However the success of such experiments should not be interpreted
as a demonstration of the scientific feasibility for laser fusion, Indeed,

Present estimates are that the achievement of OR 31 g/cm3 will require
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lasers operating at power levels in excess of 100 TK (1014 watts), For
a laser fusion reactor, the requirements become even more severe,
with OR $' 3 corresponding to lasers of 1 MJ amnd 1000 TW, Other

laser requirements are tabulated below;

Energy: 1000 joules absorbed for breakeven -~ 10,000-joule laser
100, 000~ to 1, 000, 000-joule lnser for o renctor

Foeal spot slze: 100 milerons In dinmoler

Pulse length: 100 picoseconds (carefully shaped to within 10 picascconds) |
Repetition rate: 10 to 100 per second

Laser efficiency: 10% (or higher, if possible)

Laser wavelength: preferably in the range 0.8 to 0.8 microns (in the
" visthle}

These goals present a very difficult challenge to Highepowered

laser technology. Such lasers typically consist of a source or
oscillator which feeds light beams into a number of trains of
successively more powerful laser amplifiers:
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Laser beam amplification and splitting.
Large laser systems may consist of dozens of these beam lines and
hundreds of amplifier stages,

Most high energy laser facilities designed for laser fusion
research utilize large Nd glass lasers which emit infrared light at
a wavelength of 1.06 um, To date these lasers have been restricted
by glass damage considerations to energies less than 1000 J per beam,
Several laboratories in the United States and abroad have Nd laser

systems operating or under development which approach 10 TW or greater
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in power level. However since these lasers must be pumped using
flashlamp techniques, they are intrinsically very inefficient (less
than 0.1%) and therefore would not be suitable for any reactor design,
To achieve the high efficiencies and power levels required by
reactor applications, it will probably be necessary to use gas lasers,
For example, CO2 lasers have been operated at efficiencies of several
percent at high power levels, However they produce light at rather
long wavelengths for laser fusion applications (10,6 mum) and are more
difficult to operate at very short pulse lengths than solid state
lasers. Actually, the brand-X type laser which is most suited to-
laser fusion applications has not been developed yet, although several

possible candidates have been identified as shown below:

Laser Wavelength Advantages Disadvantages
o, ~10 pm High energy Long wavelength
High power High gain
Possibly acceptable efficiency
Short pulse
Iodine 1.3 pm High energy Low efficiency
High power High gain
Short wavelength
Short pulse
HF ~3 pm High energy Long pulse
High efficiency High gain
Poor energy storage
Oxygen, oxides ~ 0,55 pm Short wavelength Low efficiency
High energy to date
. High power
Short pulse
Excimers ~ 0,20 pm High power Wavelength possibly
{Ar;, Kr,, Xe,, High energy too short for optics
ArF, KxrF) High efficiency Long pulse
Excimers ~0.33-0.80 ym Short wavelength XNo experience
(NF, HG;, HgCd) High power Long pulse
High energy

High efficiency

There are several alternatives to using high-powered lasers as
the piston to drive the pellet implosion. In particular, accelerator
designs have been capable of producing extremely energetic electron or
ion beams for some time now, Both electron and ion beams are quite

efficient in converting an appreciable fraction of electrical energy
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into beam energy (40% or better),

The most common type of charged particle accelerator is based on
a pulsed diode, It consists basically of a high-voltage source that
stores energy in capacitors and then switches into an insulated pulse-
forming line and thence into a diode, Electrons are acclerated to the
anode from a dense plasma which forms on the cathode surface, These
electrons (or a corresponding beam of ions) can then be passed through
a foil and “ocused onto a target, Such charged particle beams have
been used to implode-: pellets to fusion conditions at Sandia Labora-
tory. Other acalerator designs which can produce intense beams of
heavy ions are also being studied,

Let us leave the questions of just how such thermonuclear micro-
explosions can be produced, and turn to a consideration of how such
explosions can be used to produce useful energy in some kind of
reactor device, In a typical design, the pellet implosion is assumed
to yield some 10 J (about 20 kg of high explosive worth of energy), If
such explosions are repeated 30 times per second, then such a reactor
would yield 3000 MWt of thermal power corresponding to a steam thermal
cycle electricity output of 1000 MWe,

The thermonuclear explosion energy appears as various types of
radiation emitted from the exploding pellet. Typically some 75% of the
energy will appear as fast, 14 MeV neutrons, 24% as energetic charged
particles, and 1% as X-rays. Surprisingly enough, it is relatively
easy to design a blast chamber than can withstand the force of such
a blast. Rather the principal concern is the damage that the incident
radiation can do to the chamber wall, However, by careful design, for
example, by wetting the wall surface with a film of lithium to absorb
the X-rays and charged particle debris, it should be possible to design
& blast chamber to contain such pellet implosions.

Most of the explosion energy would be carried by fast neutrons,
and therefore the blast chamber would be surrounded by a blanket--such as
lithium--designed to absorb the neutron energy (and produce tritium for
further refueling as well), This blanket could then be cooled using
conventional techniques, and the heat withdrawn by a coolant would be

used to produce steam for a turbogenerator,
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Since ICF systems should be capable of producing large quantities
of neutrons, it has been suggested that alternative uses of these
devices may be of interest. The neutrons might be used to convert
fertile material (e.g., uranium U-238 or thorium) into fissile
material (plutonium or U-233), Or perhaps the neutrons could be
used to transmute long-lived radioactive waste into sharter-lived
or stable isotopes. Yet another application would be to use the
neutrons to radiolytically decompose water into hydrogen and oxygen,
and then use the hydrogen in chemical processes to produce methant that

can supplement our vanishing natural gas reserves,
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Whatever the application, it should be evident that the successful
development of a viable laser (or electron or ion beam) fusion reactor
is still many years down the road, Indeed, we are still several years
away from the demonstration of scientific feasibility (just as we are

with magnetic confinement fusion approaches),

1.2. HISTORICAL DEVELOPMENT

The roots of inertial confinement fusion might be traced back
to Bethe's recognition in 1931 that nuclear fusion was a primary
energy source in stars or perhaps to the development of the basic
theory of thermonuclear fusion reactions by Teller, Fermi, Tuck,
and others at Los Alamos during the 1940s, Actually, the foundation
for ICF was laid many years earlier by the hydrodynamic analysis of
spherical bubble implosions (cavitation) by Besant in 1859 and Rayleigh
in 1917, Of particular interest was a self-similar solution to the
problem of an imploding shock wave given by Guderley in 1942, These
ideas were applied to the design of nuclear fission weapons by
Neddemeyer, Von Neumann, Teller, Tuck, Christy, and others at Los
Alamos during the days of the Manhattan Project. Moderately high
compressions were achieved by using high explosives to drive spheri-
cal implosions. However, as we will demonstrate later, the maximum
compressions that could be achieved using chemical explosives fall
far short of those needed for ICF microexplosions,

As early as 1961, a Livermore scientist, John Nuckolls, realized
that the powerful light beam of a pulsed laser could be used to
achieve the energy densities necessary to produce very high compressions.
His early calculations (based on the laser pellet coupling physics
developed by Ray Kidder and Sterling Colgate) suggested that carefully
tailored laser light pulses could produce ablatively-driven implosions
of D-T pellets to compressions as high as 10,000 solid state density,
Similar calculations were performed by others during the mid-1960s,
including Kidder and Zabawski at Livermore, Dawson at Princeton, Lubin
at the University of Rochester, Hertzberg, Daiber, and Wittliff at
the Cornell Aeronautical Laboratory, Brueckner at the University of
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California, and by scientists at Los Alamos.

The calculations of Nuckolls and Kidder motivated the initiation
of a highly classified experimental laser fusion program at Livermore,
By the mid-1960s Kidder and Mead had constructed a twelve-beam ruby
laser system to test the implosion calculations,

Experimental and theoretical analysis of laser drive fusion
continued to appear, both within the classified weapons program and
the open literature. Of particular note was the experimental work
of Moshe Lubin at Rochester, Alan=Haught at United Aircraft, and
Nikoli Basov at the Lebedev Institute in Moscow, The Russian group
reported the first indicationof laser produceﬁ fusion temperatures
and neutrons in the late 1960s, Nuckolls and his colleagues continued
to develop the theory of laser driven implosions under the cloak of
security classification at Livermore. These calculations suggested
that adiasbatic implosions might vield scientific breakeven at one kJ
of laser energy.

In 1972 the first major declassification of the implosion scheme
occurred, Stimulated by references in the Russian literature suggesting
ICF implosions to super high density, Brueckner at KMS, Fusion, Nuckolls
and colleagues at Livermore, and Clarke, et. al. at Los Alamos simul-
taneously presented papers detailing the concept of using ablatively
driven compression to produce implosions to superhigh demsity in D-T
pellets,

The first major experimental results involve the implosion of a
100)um diameter CD, micre sphere with a few hundred joule, 9 beam laser
system by Basov's group at the Levedev Institute, This experiment
yielded roughly 3 x 106 neutrons.

A second major milestonewas achieve in 1974 when KMS Fusion irra-
diated D-T gas filled glass targets using a two beam laser system
capable of roughly 100 joules and achieved compressions of roughly 100
over gas fill density, The 10 neutrons produced in these experiments
were verified to be of fusion origin, Although only a few hundred ergs
of energy were released in these implosions, a Lawson number of
roughly 2 x 1012 and a D-T fuel temperature of 1 keV were achieved,

By late 1974 KMS scientists were routinely producing pellet implosions
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yielding 105 to 107 neutrons per shot, In December of that year,
Livermore began similar experiments on théir JANUS laser system using
a single beam at a power level of 0,2 TW, Subsequent experiments

on the two beam, 0,4 TW JANUS system increased neutron yields by
several orders of magnitude during 1975, The 4 TW, two beam ARGUS
laser system increased neutron yields to 10 - 1010

tures to 10 keV by 1976,
These early experiments were performed with DT gas-filled glass

and ion tempera-

microballoons which behaved in an exploding pusher mode, That is,
the glass shell was heated and exploded by electron conduction from
the laser heated plasma surrounding the target, The inward moving
shell or pusher acted as a piston which compressed the DT gas to
nearly the original pusher density {~1 g/cms) and produced high
ion temperatures. However it rapidly became apparent that this
type of target could never achieve the fusion energy gains needed
for breakeven performance (see Figure on the next page). Rather,
the experiments would have to be redirected toward laser pulses and
targets which were suited to the isentropic compression required for
very high fuel compressioms,

In 1976 the first experiments were begun on the ARGUS system
with ablative targets in order to produce high fuel density (although
at low fuel temperatures). By 1978 with ARGUS operating at 2 kJ,
Livermore had achieved 10 x liquid density and by 1979 had announced
compressions of as high as 100 using the 10 kJ SHIVA laser system,
The fuel temperatures in these fuel compressions were kept low
(approximately 0.5 keV) to maximize fuel compression and provide only
sufficient number of thermonuclear reactions for diagnostic purposes.

The 802 laser program at Los Alamos experienced a similar success,
By early 1977 implosions to fusion conditions were produced using the
Two-Beam CO2 laser system, In 1978 the 10 kJ Helios system came on
line, and experiments with ablatively driven targets were begun,
Compressions as high as 30 have been reporited to date,

Electron and ion beam driven ICF experiments were conducted on
the Proto I and Proto II diode accelerators at Sandia Laboratory, and

once again fusion neutrons were measured,
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Other large laser systems are now coming on line, both in the
United States (University of Rochester Laboratory for Laser Energetics)
and elsewhere (Lebedev Institute, Institute for Laser Engineering at
Osaka University). Both Livermore and Los Alamos have under development
large 100 kJ, 100 TW laser systems (Nova and Antares, respectively),
Sandia Leboratory's Particle Beam Fusion Accelerator (PBFA} is also
scheduled for operation at the 100 TW level within the next year,

The next step in the experimental programs is to achieve greater
than 1000 x liquid density coupled with the production of fusion
temperatures to initiate thermonuclear burn, Scientific breakeven

experiments are projected for the mid-1980s at several laboratories,

1.3. STATUS

Several laboratories have imploded D-T targets to high density
with lasers operating in the 10 kJ, 10 to 20 TW range, Most of these
experiments have used exploding pusher pellets based on simple glass
microballoons filled with DT gas at high pressure, These targets have
the advantage that they can yield relatively large numbers of neutrons
(because of the high ion temperatures produced in the nonadisbatic
implosion) with moderate scale drivers,

Unfortunately, exploding pusher target experiments do not address
the main technical questions of high compression implosions necessary
for appreciable gain. While thermonuclear ignition could be obtained
with a sufficiently large exploding pusher pellet, the energy required
to drive such a pellet is beyond the capabilities of any projected
driver. Thus experiments have turned instead to ablative targets in
which the fuel is compressed to high density at relatively low tem-
peratures (adiabatic compression). This requires careful driver pulse
shaping, minimizing preheat, and extremely symmetric implosions,

Four laboratories in the United States (LLL, LASL, KMS, and LLE)
have performedhigh density implosion experiments achieving compressions
of from 1 to 100 times liquid DT density (LD), 0,2 g/cmst These
measurements are compared in the Figure on the next page,

Both the KMS and LLE experiments have been performed with modest
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energy (100 J or less), but taking great care to achieve spherically
symmetric target illumihation, The XMS experiments have used glass
microballoon targets filled with DT gas which is then solidified into
a thin shell using cryogenic methods, Compressions of up to 35 times
LD have been achieved, LLE has also used glass microballoons as
targets with their 4-beam DELTA system to obtain compressions of
several times LD,

Los Alamos results have been achieved by irradiations of plastic
coated glass microballoons using the 8 beam HELIOS CO, laser system,
operating at 2300 joules (1 ns pulse width), Livermore has used both
the ARGUS and SHIVA laser systems to irradiate ablative targets (of a
classified design) to obtain the compressions noted in the Figure on
the next page.

Such expériments demonstrate that spherically symmetric implo-
sions to high density can be achieved and provide confidence for
future experiments on larger 100 TW laser systems designed to initiate
thermonuclear burn. On a longer range basis, several laser systems
are being proposed for the 300-500 TW level felt to be necessary to
achieve scientific breakeven by the mid-1980s. Based on these experi-
ments, more detailed plans can be made for the high gain experiments

necessary for reactor applications,

¢

1.4. A ROADMAP OF THE LECTURE NOTES

These notes are intended to serve as an introduction to inertial
confinement fusion. In any such field which is as yet so far removed
from practical applications, there are a great many uncertainties that
tend to influence a choice of topics. Primary among these is a choice
of ICF driver. Although early investigations have emphasized laser
fusion, more recent efforts have shifted some attention to particle
beams (relativistic electron beams, light ion beams, and heavy ion
beams). We have chosen to deal with the uncertainty surrounding a
final choice of driver by keeping the first half of the notes as

general as possible, describing inertial confinement fusion physics in
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in a manner independent of driver type,

A second uncertainty is somewhat more difficult to deal with,
This concerns the mists of security classification which tend tn
veil certain aspects of ICF physics because of their presumed similarity
to nuclear weapons physics, Fortunately, the classification shround
is rather narrow and appears to involve only certain aspects of ICF
target design. Hence 99% of the physics of inertial confinement fusion,
including the details of driver design, driver energy deposition, energy
transport and hydrodynamics of ICF targets, and most aspects of ICF
target design have appeared in the open literature and will be discussed
in these notes,

In line with our effort to keep our development of ICF concepts as
independent of driver type as possible, we will adopt a pedagogy of
working backwards, from the details of inertially confined thermonuclear
burn, to hydrodynamic implosions and compression, to energy transport
in dense plasmas, and finally to a detailed consideration of driver
energy deposition in the target, It is only at this last stage that we
will need to introduce particular details of driver types, We will
devote particular attention to the theoretical, conputational, and ex-
perimental tools used to analyze ICF targets,

We then turn our attention to ICF drivers and consider laser and
particle beam drivers in detail. Here we not only discuss present
driver types, but atteapt to look ashead at possible drivers for various
applications.

Qur final topic concerns applications of ICF. After a brief
discussion of ICF target design, we turn to a detailed discussion of
applications, with particular attention devoted to power production
(including the production of process heat and synthetic fuels),
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CHAPTER 2

INERTIALLY CONFINED THERMONUCLEAR FUSION REACTIONS

2.1, FUSION REACTION PHYSICS
We will be most interested in the D-T fusion reaction
D + T+ o + n + W, W = 17,6 MeV

vhere the reaction energy is partitioned with 3.5 MeV.to the a and 14,1

MeV to the neutron. Thé cross section for this reaction has a resonance
near zero energy., When the Coulomb barrier is included, the cross section
reaches a peak of 5 b at 125 keV. This yields an appreciable reaction rate
at several keV. The cross section can be modeled by the Gamow form:

G‘(Em\ = & expE-B/JE:J 3 E\‘r.\ = é/“\'td

The next most probable reaction is the D-D fusion reaction

He + n + 3.3 MeV

‘h352r‘~a~ T + p + 4,0 MeV

This reaction is accompanied by a side reaction among products:

b + 3He > a + p + 18,3 MeV

The basic structure of the Maxwellian averaged reaction rates for these
reactions is provided in Figure 2,1, It should be noted from this figure
that the D-T reaction is favored over D-D reactions by almost two orders

of magnitude for temperatures below 10 keV.
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We can write down the rate equations for a D-T fuel mixture as

i——go.-_-_- —-nDnT <V (r>uT — ﬂD nD<V 0~>D.D

‘i-l-‘%_' = — NNy VT4
Since the D-D reaction produces one T for every two fusion reactions, one
might expect that the equation for n,, should also contain a source term

T

of the form + n <vo?r However here we must remember that the

n .
T ion appears w?thDan energ?Dof roughly 1 MeV. Therefore it is not in
thermal equilibrium with the tritium fuel, and its contribution to the
reaction rate must be treated separately (in effect, as a "beam-plasma"
interaction with an enhanced reaction rate).

We should also note that if the fuel can be brought to conditions:
where the D-D reaction will contribute, then the products D and 3He will
react promptly with the D nuclei, yielding an overall energy release per
unit burned mass which is the same as that for the D-T reaction, namely

3.5 MeV per nucleon.

2.2, THERMONUCLEAR FUSION REACTION CRITERIA

Lawson Criterion

The usual Lawson criterion for a thermonuclear fuel is given by
balaﬁcing the fusion energy release against the energy investment in
bring the fuel to thermonuclear temperatures and the energy lost through

radiation (both bremsstrahlung and cyclotron):
Efusion - Ethermal * Erad

The fusion energy released is given in terms of the fusion reaction rate

and the time characterizing the reaction, the confinement time Tt:



2
= D ,
Ecusion p By vgrwe - 4 v oL
vhere we have assumed equi-molar concentrations of D and T so that
= = B
p T T % 3
where n is the ion number density, The thermal energy is then
E = 2nkT, + >nkT = 3nkT
thermal 2 i 2 [
vhere we have assumed Ti = 'I’e for convenience, We will ignore the radiation

energy loss for now

~ 0

Erad

noting that if the fuel temperature is greater than 4 keV, the fusion energy
release will exceed the bremsstrahlung radiation loss., In inertial confinement
schemes, the thermonuclear burn typically cccurs at 20 to 100 keV, Furthermore
in such schemes, magnetic field effects can be ignored to first order so that
cyclotron radiation is of no concerm.

If we now balance the fusion energy release against the thermal energy,

23-4v0‘3\$|t = 2 nkl

we can solve for a condition on the density times the time of confinement

2 kT
<vao W

When the reaction rate is evaluated at suitable temperatures (10 keV for

nt =

D-T, 100 keV for D-D), this yields the usual Lawson criteria:

ntT ® 1014 for D-T reactions

16

nz > 10 for D-D reactions



Criteria for Efficient Inertial Confiremert Fusion: The "pR" Criterion

The basic concept of inertial confinement fusion is to implode the fuel
to very high densities so that the time characterizing thermonuclear reactions
becomes shorter than the inertial confinement time (the fuel pellet disassembly
time).

The most meaningful figure of merit for ICF plasmas is the product
of the fuel density p and radius R, rather than the customary density-con-
finement time nt product considered by the Lawson criterion. To understand
this, suppose we estimate the fuel dissassembly time as the pellet radius R
divided by the speed of sound (essentially the time required for a density
disturbance to propagate from the surface of the pellet into the center):

olm

fuel dissassembly time = Tq =
s

In 2 similar fashion, we can estimate the thermonuclear reaction time as

the inverse of the reaction rate:
. R -1
thermonuclear reaction time = Tp. = [(p/mij wva>]

Thus a crude estimate of the efficiency of thermonuclear burn is given by

the ratio of these times:

T L2
b G WG QQ

= thermonuclear burn fraction

where we have introduce the thermonuclear burn fraction fb defined as the
fraction of the fuel consumed in the reaction. (We will develop a slightly
more accurate expression for fb which accounts for fuel depletion later
in this section.)

We now recall that

c = [k‘I‘/mi]U2 ~s Iﬁf_

s

Furthermore, for DT fuel at efficient burn temperatures (20 keV),

Lyt T
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In fact, if we plug in the numbers for DT fuel at 20 keV, we find

<yg2? .

mi Cs ~ constant ~

Thus we find that

thermonuclear burn — £

~ pR g/cm’
efficiency

I
o

Hence the criterion characterizing efficient inertial confinement fusion

is apparently
pR ~ 1

The product of density times radius is important for other reasons.
To sustain the thermonuclear burn, some of the fusion energy must be
redeposited in the pellet. For the case of DT reactions:

D + T » a (3.5 MeV] + n (14.1 MeV)

To capture the energy of the 3.5 MeV «, the fuel size
must exceed the range of the ¢. But the range of a 3.5 MeV
¢ in 20 keV DT plasma is about 0.5 g/cms. Hence if

eR>0.§

then the o energy will be deposited in the fuel, and
efficient self-heating will occur,

Perhaps a somewhat different perspective of the importance of the pR
product is useful. The most important processes in fusion reactions are binary
collisions. Examples include the fusion reactions themselves as well as the
collisions which lead to a slowing down and energy deposition (self-heating).
Hence if somehow we could increase density by a factor of 103, we could increase
the collision rate by 106.

More precisely, one can scale

rate of thermonuclear burn
energy deposition by charged particles ~A P
electron-ion energy exchange
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But we have found that

inertial confinement time ~ R

Hence we can scale

thermonuclear burn efficiency
self heating ~ p R
burn propagation

We will demonstrate later that the optimum value of R is about 3 g/cm2
for DT fuels. Hence, for inertial confinement fusion in DT fuel, we replace
the usual Lawson criterion

14 3

Pt
nt > 107" sec/cm
by the new goal

~ 2
PR > 3 g/cm

Relationship between the pR and nz Criteria

We can easily relate the Lawson criteria and the ICF pR criteria,
First we recall that for a freely expanding sphere of

radius R, density

o R =

(Here we are using a slightly more accurate estimate of the inertial confine-
ment time Ty which takes account of the fact that in a sphere, half of

the mass is beyond 80% of the radius, Hence we have
adjusted the inertial confinement time accordingly:

R R
2:! s :5; — J*‘:s



Hence we can compute R

NT= T4q
If we plug in the numbers, we find that
QR = 3 g/cm2 = ne = 2 x 1015 s/cms
Hence efficient thermonuclear burn demands an nt product well in excess of
that of the usual Lawson criterion, (It should be noted that magnetic con-
finement fusion schemes which work close to the Lawson criterion will burn
only a small fraction of their thermonuclear fuel,):
We can correct this result slightly for the temperature dependence of

the reaction rate and the speed of sound, If we recall that

&t,féﬁileﬁ

W, Cs
then we can note that [‘%?%'] actually has a mild temperature dependence,
For DT fuel, this quantity reaches a maximum for temperatures 204 T < 80 keV,
Now thermonuclear ignition will occur when the fuel deposits ‘its fusion energy
rapidly enough to overcome energy loss (due to thermal conduction and radiation)
and raise the fuel temperature to 20 keV before disassembly. We can compute

the d-ependence of the ICF "Lawson criterion" on temperature as shown below:

y(lO“r
ol
IoF
lr usaal [anson criterion (no se;f-éeaﬁ»;,J
™ TS WRY
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Depletion Effects

We can improve our estimate of the burn fraction fb by taking account
of the depletion of the fuel as the burn proceeds, Recall the rate

equation: dn
3F =~ e Nr Vo,

If we take Ny = N = n/2, then we find

an _ v
Si= T Lve>
hi

We can now integrate t 15 equation as

fAn = <V0‘> J.&t'

L _ L<ewrn
Lok = y

to find

Let us now define the burn fraction fb as

£z - _ o0

b = Yo LA 1S

where n 0 is the initial fuel density, If we now use

ae, > @=IM
we find R = am; G Fb
or rearranging: QQ

£ = e +oR
- —_i
b <v@y AAY
mo

Finally, we can evaluate the bracketed quantity %%Tg-'; for DT

fuel at 20 keV to find

[Bm; Cs ~ 7
<vo >
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Thus our more accurate expression for the burn fraction in ICF DT fuel is
~J
© 7 +oR

In particular, note that pRa3 g/cm2 implies a burn fraction fb of 0,30,
that is, the burn of some 30% of the fuel,

Possible ICF Fuel Candidates

Let us return to our more general expression for the burn fraction fb

©
o= temo
R
This provides us with a means to compare the attractiveness of various

fusion reactions since we can evaluate their pR requirements for efficient

thermonuclear burn

w; C

R> Mils
<v@D>
We consider three fuel candidates:
Fuel candidate pR requirement
4 2
@OQD+T—>He +n 2-5 gfem
3
He + n
® o+’ 10-20
N T +p
A Yptp o3 %o ~ 200

Hence it is apparent that our initial attention should be focussed on the
DT reaction. It is also apparent that we can effectively ignore the DD
reaction in a DT fuel mixture (whenever the fuel contains more than a few

atomic percent of T),.
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2.3. A SIMPLE ANALYSIS OF ICF DRIVER REQUIREMENTS

Let us now examine the requirements on a driver (laser or charged particle
beam) designed to implode ICF fuel pellets to produce a net energy gain., A
crude sketch of an ICF system is given below

f
bl hY // -
——— e ~ \ |/ fusion energy E,. .
i ety i fuston
_—— _ 2NN ~
driver fuel pellet
” / :1} U N

driver energy E fuel energy E

driver fuel

We will define

pellet or target E. .
energy gain or = M = Efu51on
multiplication driver
E
driver coupling = &g = Ef'u_el
efficiency driver

The fusion energy can be calculated in terms of the fusion reaction rate as

EFus'ton = C%T\' Q% ndve> V\] T@

Here we have introduced a fzctor B to account for self-heating and thermo-

nuclear burn propagation.
We now recall that the derivation of the familiar Lawson criterion

proceeded by balancing

= E

Efusion fuel

to find n t'n110l4 s/cms. We therefore might proceed by balancing

ME, . = ¥ g

Efusion driver ey fuel (%)
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to find a new Lawson criterion

Nt~ -g\-é- X '\Ow
D

But we are after more information--the driver energy E itself,

driver
If we take the electron and jon temperatures to be equal, Te = Ti = T,

and at their initial burn temperatures, then

fuel =tMmdemmy=C%vg51(%nVﬂ

We can return to plug this into our balance céondition (*)}, recalling

E

T =Ta~ %

to write

Ggw’R?’} n"<v0*>\r\l-@,t%;\ = 'eM_D 4y & WkT

We can now solve for R as

T
R = ('g%t) n<vaY W

Finally, we use

3
Eaviver = é;E‘r“ue} = é; Ay R0k T

3
é'el; ( QM GD)S (n\j\}-o;ﬁ) okt

We can write this in a more convenient form as

o Wy ¢ 53
EArwer* - (%8)4 92 x Lbx 10

where we have introduced the compression factor

it

n _ 3
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A couple of examples are illustrative:

EXAMPLE: Energy breakeven M =1
solid density n=1 E driver 1.6 MJ
$#=1
EXAMPLE: Reactor M= 100
. , _ 6
solid density n=1 Edriver 1.6 x 10 MJ

§ = 1

Hence the required driver energies are quite large if we are working with
solid density fuels. But noti e that the driver energy scales as the
inverse square of the compression. Hence suppose we were able to compress

the fuel to very high densities:

EXAMPLE: High compression 1 = 104
Reactor M= 100 Eiriver 16 kJ
ef =1

This is beginning to look a bit more hopeful (although actually it is a bit
optimistic for reasons that will become apparent in a moment).

As an aside,Awe should note that most of the incident driver energy will
be used to compress the fuel rather than heat it., We will demonstrate later
that the driver coupling efficiency is typically about éD ~ 5%, Hence if
we are to achieve ef~ 1, we will need a multiplication due to thermonuclear
burn and self-heating of 8 ~ 20, These latter processes will therefore play
a very important role in any practical ICF scheme,
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2.4, ICF IMPLOSION SCENARIO

We have noted that the most important processes in fusion reactions
involve binary collisions (fusion reactions, alpha particle energy deposi~-
tion) and therefore scale as the square of the compression, That is,
increasing density by a factor of 103 increases the collision rate by
106. This is manifested in the dependence of thermonuclear burn ef-
ficiency, self-heating, and burn propagation on the product of fuel
density times radius, pR,

In spherical compression, the density (for constant mass) scales as

O~

Hence we find that

1

Thus compression by 10° reduces the mass required to initiate efficient
thermonuclear burn by 106. (The typical imploded fuel masses in ICF
schemes are of the order of 10™° g.)

But how do we achieve such densities. There are several examples on

an astronomical level:

(i) In the sun, 7 = n/ns ~ 103 with a temperature of 1-2 keV. This cor-
responds to a pressure of p AJIOll atm. The fuel confinement is main-

tained by the enormous mass of the sun, g au~1033 g4

(ii) In white dwarf stars,fq A;105 - 106 corresponding to staggering
pressures of p A~ 1015. At these compressions the electrons become
degenerate. That is, their wavelengths become comparable to their
separation so that the exclusion principle becomes important and
results in an additional repulsive force., The condition for degeneracy

can be expressed by comparing the Fermi energy €p with the thermal

energy: - _\_)2-_ 3 )9-[3
é%; Sm (Tf‘q‘ Pl ‘l—r
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But how can we generate pressures sufficient to compress the fuel to
q?,v 104? It is apparent that we need p-v-1012-1015. There are several.

possibilities:

(i) Chemical explosives? The pressures generated by chemical explosives
are limited by the strengths of chemical bonds to

p £ 10% atn

These pressures can be increased another order of magnitude (p ~ 107)
by using implosion convergence, but they still fall far short of the

required magnitude.

(ii} Light pressure? Suppose we focus the intense beams of high powered
lasers on the fuel. Then the ponderomotive pressure exerted by the

.1ight on the pellet surface is given by

P ~ I/jc o~ 1917 w/cn® ~ 108 atm

3 x 1010

--s5till not good enough.

(iii) Ablation pressure? Here the idea is to use the
driver energy beam (laser light or charged particle
beams) to heat surface material and ablate it off
into the vacuum surrounding the pellet. The back

reaction to the ablating surface generates a pressure,

much as that generated by a rocket exhaust., For the
same reason that matter-ejecting rockets have much larger thrust than
photon rockets, the pressure is multiplied to

17

P ~ 'I— o l"oT- ~ 1010 atm

v 10

(iv) V¥e can multiply this pressure further by taking advantage of convergence

in an implosion geometry, This increases the pressure by 102 or more.
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(v) If we compress the fuel isentropically, so that it is not heated to high
temperatures, then we can compress it into a Fermi degenerate state where

the pressure required for a given fuel density is at a minimum:

2 T\2 A
" 3 1(k_ _ 3 ()_o_T 4
p~ §ne€F[5+ A GF) 80 (= T

For example, at a compression of ')ZN 104 {corresponding to an electron

26 2

density of n, 5 x 1077}, the minimum pressure is p NIO1 atm when

2 4 kT. This should be compared with a required pressure of p ~ 1013
for a temperature of kT = 5 keV (which corresponds to the ideal ignition

temperature).

‘To illustrate just how this compression is achieved, let us consider
a brief scenario of the implosion of a fuel pellet to the required densities

using high powered laser beams:

1. We begin by irradiating a 1 mm sphere of liquid DT
fuel uniformly about its surface with intemse laser

light (which will reach a peak intensity of 1017 w/cnz).

2. The outer surface of the pellet heats, ionizes, and
ablates off to surround the pellet in a cloud or

19 . 22

"corona" of low density plasma (new 10 1077).

3. The electrons in the corona continue to absorb more
energy from the incident laser beams, but now the bear
can only penetrate into the critical density where
the plasma frequency equals the light frequency--

102! for Na 1light at 1.06 pn (10! for co, 1ight
at 10.6 /A.m).

2

'i"’k e ) N
\ Ny

Tl



The energy deposited by the laser at the critical
surface is then transported into the surface of
the pellet by electron thermal conduction., This
energy then continues the heat the pellet surface
and drive the ablation,

As the ablation of the surface continues, a shock
fron is formed that converges (implodes) inward,
pushing cold DT fuel ahead of it to higher and
higher densities along the "Fermi degenerate
adiabat", The dominate energy transport mechanisms

are electron thermal conduction and hydrodynamic

motion (shock waves),

—> o~
cold b R
fuel —ablation?® M; :
. electron <&~ laser
(~ V) thermal energy
_ : conduction &~~~ deposition
tj i ==
shoc peliet critical
waves sufface surface A
,o£ZhﬁF corond

The general idea is to compress the pellet fuel isentropically (without
appreciable heating) to bring it to very high density while still leaving
it relatively cold.

When the shock fronts converge at the center of the highly compressed
pellet core, they shock heat a small region at the
center of the compressed core to thermonuclear
ignition temperatures (1-2 keV). If pR > 0.5 g/cmz,
alpha particle self-heating will occur and the intense

spark at the center of the compressed core will

rapidly heat to optimum burn temperatures of
20 to 100 keV,
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7. As the central spark burns, some alphas are deposited
in adjacent cold fuel, bringing it to ignition tem-
peratures, (The tendency of the fuel to become
transparent to alphas as it heats up enhances this
process.} This process continues, leading to a

thermonuclear burn wave which propagates outward,
consuming the dense pellet core, If pR > 3 g/cmz,
this will lead to efficient burn (with some 30% of
the fuel in the dense core being consumed).

Of course there are a great many physical processes, some of which are
only marginally understood, involved in this scenmario. These will be the
topics covered in this course, A brief roadmap to the physics of ICF
pellet implosion (due to R. Kidder) has been provided in the figure on the
next page.

2.5. PELLET GAIN REQUIREMENTS

What kind of pellet energy gains are required in ICF applications?
Recall that we have defined the pellet or target energy gain as:
'Efusion

pellet energy gain = M =
driver

Also recall the definition of the driver coupling efficiency:

Efuel

coupling efficiency = & = F
driver
It is useful to introduce one further efficiency which tzkes recognition of
the fact that the thermonuclear burn will occur only in the highly compressed
core of the fuel pellet. We will define the fuel gain Gp by
E, .
fuel gain = G _Susion

Ecore
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The fuel gain and pellet gain are related by:

where
€F = fraction of absorbed driver energy converted
into internal energy of highly compressed fuel
core at time of ignition
For example, a high gain pellet with M = 200 would be characterized by
a coupling efficiency of € g = 0.05 and therefore would require a very

large fuel gain of GF = 4000,
To determine the pellet gain requirements for a power reactor,
suppose we consider the use of the fusion energy to produce electricity

through a thermal cycle as shown schematically below:

-~
o
———— e ///:

Here we have noted that a certain fraction of the produced electrical
We can associate an

energy must be circulated back to power the driver.

efficiency with each aspect of this scheme as follows:

_ driver energy output
driver elelectrical input

driver efficiency = T

gross plant thermal efficiency = Neh

net plant thermal efficiency (taking = p

into account driver power)

From the definition of the pellet gain we can determine

M= 2 h )
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Hence we can solve for the plant efficiency as a function of pellet gain:

1
To = Tin 7, (M+1)
The fraction of the gross electrical power needed for the driver is given by

\
b= 7 T )

With this background, we can now go on to define two criteria for

determining pellet gain requirements,

Engineering breakeven: Fusion energy production is just sufficient

to balance driver energy needs, i.e., FR =1

LI Y
B

Scientific breakeven: Fusion energy production is just sufficient

to balance driver energy output
MSB = 1

For typical.thermal cycles, nth:é 35% - 50%, Furthermore, most driver
designs (lasers, in particular) assume a driver efficiency of ip ~ 10%,

Thus we can find that:
MEB o 10

For significant power production it is apparent that we will need

M < 100

In fact, most power plant designs based on ICF schemes assume a pellet
gain of M~ 150-200,
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As an aside, it should be noted that pellet gains tend to increase
with yield. For example, a pellet with gain M ~ 100 is characterized
by a fusion energy release Efusibn of about 100 MJ,

EXAMPLE: The Wisconsin SOLASE laser fusion reaction design assumes;

laser efficiency: p = 0.07 (7% efficiency)
fusion energy: Egosion = 1590W
= 1M

laser energy output: Edriver

This corresponds to a pellet gain of M = 150, We can compute the required
fuel mass for these pellets by first calculating the number of fusion
reactions required for an energy release of 150 MJ:

Eloown LMD _ L
N = R Obaig ™) ~ 5.325+410

Hence the corresponding mass is
Mass = N (mD‘+ mT) = (0,4455 mg

At pR = 3, the fractional burnup f, is 0,30, Hence the total mass of
1. (Notice that this implies that

the compressed pellet core ig
the compression is n = 13144

We should note that the required pellet gain is very sensitive to the driver

efficiency:

B_ 1T
" o

High-powered lasers exhibit a driver efficiency of 1-10% (at best), In sharp
contrast, charged particle beams can achieve efficiencies of £50% or better,
Hence the use of charged particle beam drivers greatly reduces the requirements

on target designs,



But what kind of fuel gains might we expect from ICF targets?

again the DT reaction:

4

D + T——> "He (3,5 MeV) + n(14.1 MeV)

The greatest DT reaction rate is in the temperature x\0
range of 20 to 100 kéV. In conventional thermonuclear
fusion schemes, one usually considers the ignition 10
temperature to be 10 keV, Suppose we assume an &P
ion temperature Ty~ 10 keV. Then the energy required

for a single DT reaction (including both ioms and

electrons) is 4 x 10 keV. Hence the energy gain from a

single DT reaction is

1706 MeV

Tx 10 kev - 440

222

Consider
S
10 100 T eV

Hence a 100% burn of a uniformly heated pellet core would yield a fuel

gain of only

GF = 440

But this is not sufficient, since we know that typical burn fractions are

fbav 30-50%. Furthermore, the driver coupling efficiency of ey ~ 0.05

implies that to achieve pellet gains of M ~ 100, we are going to need

fuel gains of Gp ~ 2000 or greater.
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But how do we design such high gain targets? Tet's look at sonme
order of magnitude estimates, Suppose we have somehow managed to compress
the core of a fuel pellet to the desirable condition of pR~~ 3 g/cmz. Since
this is sufficient to capture the alpha reaction products (with range 0,5 g/cms),
we need only heat the core to ignition temperatures of 1-2 keV, This corres-

ponds to an ignition energy of

| 7
Bipnition ~ 3% 107 J/g

To achieve the necessary p R condition requires a compression of 7 ha104. If

we manage to compress the pellet into a degenerate state such that
kT << eg ~ 1 keV

when the compression energy (pdV work) required is

~3x107J/g

Ecompression
Hence the total energy input required is

7
Eignition * Ecompression ~  6x10 J/g

2

For a pR~ 3 g/cm”, the fusion energy release is

11

107" J/g

Hence the fuel gain achievable if the pellet can be ignited is

Efusion

E. .
fuel gain GF = EEEEEEE. = 1500

core

If we recall that roughly 95% of the driver energy goes to ablation required

to drive the implosion, that is, n, = 0.05, then we find a pellet gain
of E
M = Efus:Lon = 75
driver

Hence it is apparent to achieve such high gain pellets, we must depend on
the processes of self-heating and thermonuclear burn propagation to minimize
the driver energy that will act as a "match to light the fusion flame".
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2.6, INERTIAL CONFINEMENT FUSION BURN PHYSICS

Recall that the driver energy requirement was given approximately by

W2 6
E&“"" ns @‘A \Lx \ 0" J

Actually, more detailed studies have indicated that this expression is too
low, due primarily because of the time required for the ion temperature Ti
to equilibrate with the electron temperature T, (which absorbs the driver
energy).

To present more accurate models and study the detailed physics of
ICF burn physics, we will consider a sequence of three models of the

burning pellet,

Direct Heating of Uncompressed Spheres

Perhaps the simplest model is to consider the very
rapid heating of a simple spherical drop of DT at
liquid density p. = 0.2 g/cm3 (particle density
n=4.5x 1022 cm ). The essential idea here is to
attempt to heat the fuel pellet to thermonuclear .
temperatures very rapidly so that an appreciable number EE
of DT fusion reactions occur before the pellet disassembles.

The key to the physics of this problem is to recognize that the driver beam

A .;;;,- can deposit energy only in the outer
::?;f" -"\er," layers of the target. For example, laser
fi{if A light will only penetrate into the critical

;;ka fsr' density (1021 cm_s for 1.06 um light),
'.\\\ ;",¥Q\~ Hence the target rust be heated to fusion
rﬁ?5-'q; temperatures by some other mechanism.

NOTE: 1If we could develop ultraviolet lasers, say with wavelengths of 0‘13)um,
then the light beam could penetrate into even solid density plasma. But
for the two principle types of lasers, Nd and CO,, the critical densities

1
are 1021 and 10 9, respectively,
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The principal heating mechanism is due to electron thermal conduction,
Indeed, the mass of the electrons in a plasma is sc small, that they make
the plasma an excellent conductor of heat, The thermal conductivity is
strongly temperature dependent, k N'TS/Z' These leads to a number of inter-
esting nonlinear conduction effects which will be considered in detail in
Chapter 4. However of most relevance to the present discussion is the for-
mation of a thermal wave that moves into the target to heat the fuel material.

In the actual pellet we find a large variety of physical phenomena,
ranging from the absorption of the driver energy, the transport of this
energy into the surface of the pellet via electron thermal conduction, the
heating and ablation of the target surface, the penetration of both thermal
and shock waves into the dense pellet fuel, These processes are illustrated
in the Figure on the next page.

For the purposes of our present discussion of the heating of an uncom-
pressed target at solid density, we will consider a simple model in which
the driver energy is transported into the surface of a siab {one-dimensional)
target in such a way that the temperature at the surface is maintained at
a constant magnitude, ee = k Te' The driver energy is assumed to maintain

the surface of the target at this temperature,

S

This process will drive a thermal

\

wave into the target which heats the

\

AN dense fuel material. We can estimate
- 4 ’; 95 the distance d,, the heat wave will propa-~
PO gate into the target in a time t by

a simple energy balance argument. If

A

A
\\\\\\l

N\

W n, is the number density of the tazget,
and ¢ is the power intensity (w/cm”)

at its surface, then

4

o

energy incident _ ?6 — thermal energy per
on surface - -{. ~ ‘no 93 unit area of target
We can balance this energy flux against the heat flux conducted into the target

by using Fourier's law

q=-wS
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If we balance this against the incident energy flux ¢ and estimate the

temperature gradient aT/ox ~s (B/Kk) /de, we find

<) 3

But for a plasma, Y = Wo @eS/l
Hence we can solve for the distance of penetration of the heat wave as
sl Y,
[\f(o e ’t[ﬂaz
-5,
where "‘(o ._____31‘01.7 ..\_10“\)) /Z (l 4*‘0 c“

(P = Q= 0.2 3/c,w:)

[An exact solution of the nonlinear diffusion equation,

g ot

will give a similar result as we will demonstrate in Chapter 4.]

But this is only part of the story, We must now account for the fact
that the pellet will disassemble by the propagation of a rarefaction wave
inward at the speed of sound., The depth of penetration of this hydrodynamic

disassembly wave is

Cs
7 dy = cot = v, [(ee+ei)/2]

where v, = 3.5 x 107 cm/s (8 in keV)

1/2 t

dy
Note here that at first the heat wave will propagate into the target more

rapidly than the disassembly wave since

de ~ slt dH ~ T
The rarefaction wave will catch up with the heat wave when

dHWN dH

st
or uo [ Q - ‘I]
das = (:w,,, Q‘”‘) )
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At this point the target density n, will drop, and the driver bean (é.g., the
laser beam) can penetrate into the target and heat the fuel directly,
The thermal energy (per unit area) of the heated region of the target
is given by
E

3
thermal 7% (ee * 6;) dHW

.
£
AR

If we heat this region to fusion temperatures, the fusion energy produced is

given in terms of the reaction rate
2
Brusion = .2;9. vy \IJZRAH\:J.

where the reaction time Tp can be identified as the disassembly time for the

region gly
tﬁz na'ta e 75;, = V:1q°(5k*6¥)

What temperature do we evaluate <v o> at? The heat wave will heat the
electrons first, The ion temperature will then equilibrate with that of
the electron according to

é?_" - = (@ -9) Tec = Sogwi (-Q-e %2
at Tt T B et e
We can again use simple estimates of the derivative ternm, dei/dt As ei/'rR to
find

inv .gg (,Qc"Qi)

£

If we now use our expression for the disassembly time for Tps We can solve

0= 18 (KOO0 _ g
V2N, (B +6.)

for




Hence the ions will only partially equilibrate with
the electrons, The ion temperature in the reaction
zone will always be much lower than the electron
temperature, (Computer calculations confirm this
behavior. )

We can now combine these equations to estimate

the thermal energy as

Ethermal = 2 e Sl."(QC_L@‘ &: 46000 ch 3-! el
2 Y 3 )

Thus we find the final result of interest

- FOW [vzw::: T‘—)

Efus ion
thermal

= 0646 [i0°wr] 8.

We can study the implications of this result by consider two

EXAMPLE '1: Q, = 10 keV, &= 3,15 keV
0P = 3.7 x 10718 end/s
pi E .
Ethermal 14.6 MJ/cm = Efusmn
de = 0,15¢cm thermal
'CR = 1.02 ns
EXAMPLE 2: & = 30 keV, & = 9,45 keV
KNy =1 x 10-16 cms/s E
2 fusion
Ethermal 395 MJ/cm — __—_Ethermal
dHW = 0,95 em

Tp = 5.34ns

To clarify these results, suppose we consider
the heated area of the target to be = dEZ{W' Then

& = 10 keV ==> 505 kJ
€&; = 30 keV =3» 1,120 MJ (breakeven)

A
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Hence the driver requirements for breakeven are of the order of 10° M3
because of the balance between the time required to conduct heat into
the target, the time required'for the electron and ion temperatures to
equilibrate, and the time available before the pellet disassembles, It
is apparent from this analysis that the direct heating of an uncompressed
pellet looks quite out of the question. (And we still haven't accounded
for incomplete driver energy absorption, energy lost to surface ablation,

or temperature and density gradients in the heated layer.)

Uniform Sphere with Compression and Self-Heating

We now wish to account for alpha particle self-heating in the fuel.

We begin with the rate equation

FuRingn, <o W

il

'CiEkhmbn
a4t

4
-s*TTRg 27:<v¢?(9.\w

We will assume temperature equilibration, 6, = 6; = 6. If w&ep is the
part of the energy deposited in the fuel, we find

_ o ‘

e, = PGty = 5183048
d

noting th;tp the thermal energy is

Ethermal = % i (Q: * ee) 43:“23

Hence we can solve for

lg= e

Now the time available for heating and fusion is again determined by

the disassembly time, If the temperature were uniform, we would just use

.
@~
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But we recall that the speed of sound scales as

)
Cs= VOt
If we now note that any radial point r in the pellet expands at the sonic

velocity

dr
dt (]

we can make a variable transformation from time to r

a8 d /)
do- 48 & - doyont

Hence we can integrate our balance equation (*) to find

v 2
o °<V q.ze} \l’&gp

where 6 is the initial temperature and 1 is the temperature after a time
corresponding the the disassembly time (the time required for the sound wave
to have traversed the radius of the pellet).

The thermal energy of the pellet just prior to ignition is

. 4 3
Eihermal (0) FWR 3 99

kWe can also integrate the fusion react1on rate equation to find

(t) = “JK RS L j;vy(v(ﬁ%ébcrt

Efusion

Hence we find 'f
I;E!gin - \Kl Th(V(ﬁ? 't
Cthomdl) 120
O do (%)
o, [ _ N (6)

Our remaining task is to est1mate the energy deposited, Wﬁep If

we recall the DT reaction

D + T —» a (3,5 MeV) + n (14,1 MeV)

The neutron range is some 50 times that of the alpha range. Hence we can
assume that alpha self-heating will dominate (at least for pR < 10).
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To estimate the energy deposition, we can interpolate

where W, = 3.5 MeV, Here we estimate the range of the alpha as
Ry~ 2x10%ew (&) 2 n (&) ,
Then we find that (**) becomes
Eius-.on — __\LJ_
Ek\ﬂm\[ﬂ) 90\‘)&

For an estimate, we take R = initial radius Ro’ n = initial density = n,

9|
+q39

(which neglects hydrodynamic motion and fuel depletion), If we recall

our definitions

M = Efusion
o Edriver E
M fusion
E = D Ernernal(o
gy = thermal ermal (0)
driver
We will also take W/Wa = 17/3.5 = 5 to find
_ @o
W = (pSh_gh) 4 5(
ép n,,'r Q
We can similarly evaluate {*) e
f VQGE’AQ - i\iInAv
<\JG‘7 e\cp o,
[ RAQ 2 ?‘é‘_&_e_v_ 02 (% %¥)
Wy, <\|U’> R | , <VT?2 b |

We also recall that

Eéwv'er = A-ﬂr—g—f 3"0 Qo
R&p



For weak heating, A ®

Ja¥a)
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+ ©  or Ru »>» R so that

~ M
Q\ "Qo _e—;,

i, (&) g

0.733 (%Q eV

At 10 kevV,

Ao

Hence we find appreciable self-heating does not occur until MfeD>>1.

M":q- — AO = & .V
€p

For larger M/ED we must evaluate the integrals in (***), (Of course
this is the most interesting case,) Brueckner has done this and the results

are presented in the figure below:

! I T i I 3 i
Do _s500 50% depletion—______ “__‘_5 i

fs 25% depletion e
& =Q06 |
100 :
< |
@ WEAK HEATING ;

10

L ! 1 . |
10 i00 1000

Eg/e (KILOJOULES)

Analytic results for laser energy as a function of M/E:L, based
on Eqs. (x%) Y} {exx) for a compression
ratio of 5500 and a laser coupling efficiency e;, of 0. 06. The

points of 25% and 50% fuel depletion and of 50 and 100 kev final
temperature are indicated. Reproduced from studies at KMSF

performed by K. A. Brueckner et al. ‘
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For example, M/ED = 100 yields a self-heating temperature increase A®
of about 50 keV. This lowers the required driver energy by a factor of 400
over that for an uncompressed pellet, since the driver only has to provide
the relatively small energy for ignition,

What is the optimum temperature for ignition, 6,7

For small M/€y , &), = 10 keV,
For large M/, , O, -> 2 keV,

The optimum ignition energy depends on other processes. For example
bremsstrahlung radiation is a serious loss mechanism for low temperatures,
For example, the bremsstrahlung energy loss rate is some 4 times that of
the alpha particle heating rate below 4 keV.

The condition for pellet transparency to bremsstrahlung radiation is

R n2 < 6,43 x 1047 ¢7/2 en™

If we use the disassembly time T4 = R/cs, we find this condition becomes

=

q=3% < 7.75 x 10 (€p /M)
S

Hence for compressions Qtnf105*104 and values of M/gy~s 100-1000, the fuel
becomes opaque to bremsstrahlung radiation, and ignition can occur for

temperatures 6, less than 4 keV.,

Nonuniform Compressed Sphere with Self-Heating and Burn Propagation

Here the general idea is to use shock compression to
induce central ignition of the fuel, that is, a "spark"
surrounded by cold fuel below the ignition temperature.
Then one can ignite a spherically expanding burn wave
vhich propagates outward, leading to complete ignition

of the compressed pellet core,

Energy transfer from the burning central region to

adjacent cold fuel can occur because of three mechanisms:
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(i) hydrodynamic energy transfer (due to rapid pressure buildup in
burning region)

(ii) electron thermal conduction from the hot burning region to the
cold fuel material

(iii) energy deposition by escaping reaction products (alphas, neutrons,
and X-rays)

Usually the propagation of the burn front is highly supersonic, so that
hydrodynamic energy transfer (i) is not dominant,

To model the latter two processes, we can ignore hydrodynamic motion
and determine the rate of advance of the burn wave based on energy con-
servation. First note that if the central spark is characterized by a

density n, and radius r, we can write

uniform region
of n,s T A

Rate of energy
production in ég_hswa = A‘.'{\f’?{q(ﬁ\khr_’f
5t 3T 5

(Here we ignore the neutron energy which is

only weakly deposited in the burning region.)

Next, compute the rate of change of the internal energy in the expanding
region:

3} (%mg noés = &nedv, & 4w or

Hence equating these two energy expressions, we can obtain an equation for

the radius of the burning region r:

fo DSOM L (Qﬂ
2.0, 3 G,

Now the temperature of the burning region, 6gs will increase until the
alpha particle range Ra will become large enough to allow alphas to escape

into the surrounding fuel. &

. 6a * ‘
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That is, the burn region temperature E will adjust itself so that RGN T,

o

=9 (good for 8, < 40 keV)
n,

Y~ Q*: )\o

Hence we can write

E—y

o, _2Xr
o, Y

But we recall that the speed of sound is given by
Y.
Co =V, 02

Hence we can calculate

burning front speed _ ¥ _, 3,(\,77\6& N, /44\}0
speed of sound T g

= 1.37x10" v

For 6 > 15 keV, i'/cs > 2--that is, the propagation of the burn front is
supersonic in the cold fuel material,
If we return now to the self-heating equation derived on p, 2-30

nor = G [ (T2 DLy

BV,

we can attempt to calculate the required driver energy for ignition. We

will take eo = 4 keV and 61 = 2 keV so that
n
QEEa r = 2.81
]

Hence the initial thermal energy required for central ignition is
- in &I ng\2
Eihermal = AN,y 6, = 749 %10 (?{;’) "R}

The minimum energy of the cold fuel is the degeneracy energy (that is, the

energy due to the repulsion of the degenerate electrons):
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CHAPTER 3

THE PHYSICS OF HYDRODYNAMIC COMPRESSION

The primary objective in inertial confinement fusion schemes is to
compress the fuel pellet in such a way that only a central region of the
compressed fuel mass is brought to ignition temperatures, leaving the
rest of the compressed pellet as cold as possible. In this way, one
can ignite a central spark which propagates through the compressed fuel
mass as a thermonuclear burn wave.

The essential physics processes involyed in this scheme are shown
in the Figure below:

e I 7
; j? e Thermal u‘:‘,»”
o — Zondachon o g s
- = /é.pw
o =t N o s
shock chitr entrgy dposboi

The driver energy is deposited in the outer layers of a plasma cloud or
corona surrounding the fuel pellet, This energy is then transported into
the pellet surface by electron thermal conduction and heats the surface
material, ablating it off into the vacuum surrounding the fuel pellet,
This ablation generates shock waves which then implode inward, compressing
the fuel to very high temperatures in such as manner as to avoid premature
fuel heating (isentropic compression), At peak compression, the central
region of the compressed fuel mass is brought to ignition temperature, and
a thermonuclear burn wave is produced which propagates outward, consuming
the cold compressed fuel material and producing thermonuclear energy,

We will examine each of the important physical processes involved

in this approach to inertial confinement fusion, working backwards from the
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compression of the fuel material to optimum inertial confinement fusion burn
conditions (pR > 1) to the generation of pressures by ablation to energy
transport via thermal conduction and finally to the deposition of the

driver energy in the plasma cloud surrounding the pellet. More specifically,

our sequence of considerations will be as follows:

(i) Isentropic compression by convergent shock waves
(i1) Equations of state of highly compressed matter
(iii) Ablation-generated pressures

(iv) Energy transfer by electron thermal conduction

(v) Driver energy deposition

We will begin with a discussion of the physics of the hydrodynamic compres-
sion of matter,
3.1. SOME REMEDIAL HYDRODYNAMICS

We begin by briefly reviewing the hydrodynamics of a single species
fluid such as a gas. We will characterize the state of the fluid by:

mass density: 6? (z,t) = mn(r,t)

local fluid velocity: jitr,t)
temperature: Tgf,t)

We can now implement the laws of conservation of mass, momentum, and energy

FTeu =0 s

@(3+9-Y w-%F=-V

e b

o (e wT)T = Vo, -

oo

to write

{momentum)

#-0

(energy)

o
>



where
pressure tensor

- m(éﬂ: +3&>
o 2 9% N

heat flux density

> &
S£ b -]
H £L—J

These equations can be derived in a number of ways (including control volume

arguments, taking moments of the Boltzmann equation). They are exact, However

they are incomplete as they stand (the pressure tensor and heat flux are as
yet unspecified), To close the equations, it is customary to introduce the
usual transport laws (approximations):

Stokes law of viscosity:

B-?T-% (A-9T¥y)

Pt

where p is the local hydrostatic pPressure, p = Q(k/m) T
anQ/d. is the shear viscosity

Fourier's law of thermal conduction:

G = -w¥T

gt

where W is the thermal conductivity

The hydrodynamics equations characterizing the fluid then can be written as

These are sometimes referred to as the Navier-Stokes equations,
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Thus far we have confined our attention to a single species gas. But
a plasma can be modeled as a two component fluid, accounting for both ions

and electrons, and therefore would be characterized by 6 state variables:

e JQ‘J Ue, Ui) Te, T
Therefore we might expect to need 6 hydrpdynamic equations,

Fortunately for most inertial confinement fusion applications s We can
collapse the hydrodynamic equations for a plasma somewhat by first recognizing
that over the length scales of most concern, there is no charge separation,
More precisely, we can ignore charge separation if the ratio of the Debye

length to the mean free path is much less than one:

Ap
)\ee << \

Here v

_XTe_ 2
Debye length = hp = Avn, er

2
Rl
electron mean free path = Ne - 8(:“!.[-)'[[1‘]3 e‘\nk

In ICF applications, this ratio is typically:

1072 <}5§ < 0,036 <<

Ng~t0™ Qe“‘oﬂ
Qe“' ““d eg" eV
Hence we can assume that ng~ n; and u ~s u..
However, in most cases the time scales of interést are much shorter than
the electron-ion temperature equilibrium times (although usually larger than
the election or ion self-equilibration times). Hence we must characterize
each of the components of the plasma fluid by a different temperature:
8 # 6.
Therefore the model most frequently used to describe the hydrodynamics
of a ICF plasme is a single fluid, two-temperature description in which

n, = mg = n, e =n(mi+me)
u, = u, = ou, P =pi+pe=n(6e+ﬂi)
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Several other remarks are useful before we write down the full form
of the hydrodynamics equations for an ICF plasma, First we note that
because of the large mass difference between the electrons and the ions,

. >
ml me’

the ions are responsible for momentum transport (and hence viscosity)
the electrons are responsible for energy transport (and hence thermal

conduction)

In mathematical terms,

YT o
/"“bsui “’W%f
i ] Q-
“%% >> ”‘*%‘

Furthermore, the very high thermal conductivity in a plasma leads to a

Pr = /‘L% = 0,065

Prandtl number:

which is very small,
The form of the single-fluid, two temperature hydrodynamic equations

used to describe an ICF plasma then becomes:

R+ Qu=0
R (S +uV)u-0F, = -Vori uVu +uViy
06 (S48 D) Te = o (T Te + Ve TTe &, (%)
RG [+ wU) T == p (TR + i [T+ &, (1)
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3.2. SHOCK WAVES

When a large disturbance is suddenly introduced into a gas, say by
the rupture of a diaphragm maintaining a pressure differential in the gas
or by a rapid local deposition of energy, this disturbance will propagate

into the adjacent gas with

the local speed of sound c_, | [
5 \\\ s
But we have noted that the < -
speed of sound is proportional ::\
1N
to the square root of the gas : /1

density,

cg ~ Jo

Hence regions of the disturbance _____,__——“::y"zrpfﬂﬂ—'-

with higher densities will tend .(;(
to propagate faster than those of

lower density, thereby causing a ____—::?ZC:j-ﬁ

density perturbation to steepen into x:;

a sharp wave front or "shock wave"

propagating faster than the speed
of sound in the ambient gas ahead

of the wave. x}

Mathematically, we can define a shock wave as any abrupt disturbance
that propagates through the gas, causing a change of state, The Euler
equations for an ideal fluid predict that such shock waves will propagate
as a discontinuity in E), u, and T. But dissipative phenomenz such as
viscosity and thermal conduction will yield a finite shock wave thickness
(although the shock thickness is frequently on the order of a mesn free
path).

To be more specific, we will consider the propagation of a plane (one-
dimensional} shock wave propagating from right to left in a medium with
a speed D, We will furthermore assume that the fluid shead of and behind
the shock wave is in a steady-state situation, described by the state

variables indicated on the diagram below:
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It is customary to take the flow velocity ahead of the shock as zZero-»
that is, the ambient gas ahead of the shock wave is at rest:

ub =

The gas behind the shock is set into motion with a velocity u;. We
are usually given the density and pressure in the ambient gas ahead
of the shock, Pg» P,s along with some measure of the shock wave strength
such as its speed D or the driving pressure behind it, Py+ Our goal then
is to determine the gas properties after the shock has passed such as-the
density Py and the flow velocity v,- Here is should be noted that one
commonly introduces the Mach number characterizing the shock wave which
is defined as the ratio of the shock speed and the speed of sound in the
ambient gas ahead of the shock:

M = g— = Mach number

so

It should be apparent that, by definition, the Mach number characterizing
the shock wave is greater than one--the shock wave propagates supersonically
into the gas ahead.

To analyze the shock wave, it is convenient to shift to a coordinate
frame moving along with the shock. In this frame the gas appears to decelerate
from a speed ué = D to a slower spesd ui =D - u;, For that reason, one
refers to the gas ahead of and behind the shock wave as the "upstream' and
'Bownstream" shock regions or the Mintake" and "exhaust" regions, respectively;

?
u/=0 —— > u, = D-u,
eo ——— — 91
F —_— Y — %
upstream downstream
(intake, (exhaust,

ahead) behind)
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We will drop the primes from the notation for the velocities u, and u, in
the coordinate frame moving with the shock wave for convenience,

We can easily determine the downstream variables by using the conserva-
tion equations, written in one-dimensional form (and setting viscosity and
thermal conductivity equal to zero, for the present at least):

R+ w=0

Sl + & [prew)=0
% (Qe-\- 9_:2‘4—2) +%([Qu(e +i§:+ P./Qﬂ =0

Here we have found it convenient to introduce:

internal energy = e = cP €

specific enthalpy = h = e+ p/p

For steady-state flow we can ignore the time derivatives and integrate the
conservation equations across the shock from - to +¢ to find:

mass conservation: po u0 = p1 u1
momentum conservation: + u2 = + u2
S AN Py ¥ Py
u2 u2
energy conservation: h + 0o = h, + "1
° 1=

These equations are known as the Rankine-Hugoniot relations, They are quite

general and exact (and can be derived from 2 number of different perspectives,
including simple physical arguments).

The Rankine-Hugoniot relations represent 3 equations for six unknowns:
(po, us,s po) and (pl, Uy, pl), since the specific enthalpy is presumably
given in terms of the density and pressure by an equation of state

ho = ho(Pop po)
hy = h(e,, py)
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We are presumably given the density and pressure in the undisturbed gas ahead
of the shock, Po and P,« Furthermore, we are frequently given the Mstrength"
of the shock in terms of the shock speed D = u, - u, or the driving pressure p,
(we will usually assume the latter situation since it most closely approximates
the situation of interest in ICF applications), Therefore we have 3 equations

in 3 unknowns:
Pos Pys Py =£;> Prs Uy Uy

To proceed further, we must assume some form of equation of state
characterizing the gas, For the moment, we will leave this arbitrary and
develop a slightly different perspective of the shock propagation. We
begin by solving the Rankine-Hugoniot relations for the upstream and
downstream velocities in terms of the specific volumes Vo = 1/95 and

Vl = 1/p1:

2 2 P~ P,
“o‘“"nv-v1
2 2 P; - P,
u =
But
1.2 2. 1
f'(uo - u1) - f‘(Pl - Py) (vo + V)
50 that _ 1
hy - hy = 7 () - p,) Vo + Vyd

When combined with equations of state, this yields the pressure behind the
shock as a function of the pressure ahead of the shock and the specific

volumes:
P]_ = H(VIS poa VO)
This function relating p; to V; = 1/p, is known as the shock Hugoniot,

It is most convenient to represent this function as a curve on the usual

pY diagram familiar from thermodynamics,
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Vv

It should be noted at the outset that the shock Hugoniot differs substan-
tially from the pV curve characterizing the reversible, adiabatic (or
isentropic) compression of a gas {which we have also sketched on the pV
diagram). This latter curve is given for an ideal gas by

pVY constant

(We will demonstrate this later when we discuss the equation of state
for compressed matter.) We recall that the area under the p-V curve

represents the work required to compress the fluid. Hence the fact that

the shock Hugoniot lies above the p A

adiabatic or isentrope for the gas .
implies that more work is required to COMmOIESS /R
compress a material by the passage of WOr“

a shock than would be required by an

isentropic compression (that follows /

the adiabatic curve). We will note 7z

in a moment that this is evidence of the \?

fact that the propagation of a strong shock wave is not isentropic, Irrever-
sible processes such as viscosity and thermal conduction increase the internal
energy (i.e., temperature) of the shocked medium beyond the minimum energy
necessary to merely compress it, We will also demonstrate that the stronger

the shock wave, the more the shock Hugoniot will depart from the adiabat

(the more work required for compression by the shock--the more energy dissipated),
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EXAMPLE: Shock wave propagation in an ideal gas

To consider a specific example, let us consider the equation of state

of an ideal gas (for details refer ahead to the section on equations of
state) which implies

1.

e = ¢, T = ;ﬁ:ﬂi-p v

h = T = Y o
cP ¥y -1 PV

Hence we can solve for

ul= Yza[(r—x) g+ (Ya)p)

ut= % [me B+ (-1 p, 7
T2 L (- 2 (e

In this way we can calculate the relationship between upstream and downstream
variables:

Y400, -1\ 0,
(¥+1)Q, ~ (¥-1)Q,

soF°
|

& _ e +0-0p
e  le-np +rap

L 2 I 2
“T", = \+ &y “we (W21)

Notice that if we substitute in the specific volume into the pressure-density
relation, we find an explicit form for the shock Hugoniot in an ideal gas;

_ W)V, - (Y-1)V,
F; - Po [ (Y VY, - (-1 Vn.] = H(VI)PO,VO)
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We can also calculate the upstream and downstream Mach numbers:

M= lx-m(nm.lp.,\’i - tm (,)

2Y 2Y

2r 2¥

M, = [Lx- D)+ Lya) lP,IPJ]"z . L_,;l L pas

As we might expect, M°‘7 1 and M; £ 1 implies that the motion of the
shock is supersonic into the material ahead of it and subsonic with respect
to the gas behind the shock,

The limiting form of the relations between upstream and downstream
variables for very strong shock waves (plfpo + «) is particularly interesting:

%- - 1+ -‘%\ (M2-Y) > ob
Q LM ¥l

>} GoME o ¥

| - (Jr -J_ - &

This dependence is shown in the figure below:

E.L ‘ 1 /R
Q o _2';\'an°
¢ 420
3t 115
2} 410
1 1§
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In particular, we note that while the temperature and pressure rTise
across the shock will increase indefinitely with the strength of the
shock, the compression or density change approaches an asymptotic limiting

value of

o

o>
e ¥

‘For an ideal monatomic gas, y = 5/3, Hence we find the important result
that the maximum compression that can be achieved by a single plane shock
wave in a monatomic gas is 4:

We cen also calculate the entropy change across the shock, If we

define the specific entropy as

€= C, \V1 PEf_E’

then the entropy change is

¢
=ses=ain( i [HRe )RR
AS._.S\ Se < ni?, (x_*‘)p'-i.(.r-—\\Po

In particular, we note that the entropy increases as the log of the

shock strength, plfpo:

As ~ CR;‘VW C:(%é:)'_%’ =)

(It should be noted that while we have not specifically included the
effects of viscosity and heat conduction in our analysis based on the
Rankine-Hugoniot, such dissipative behavior is still properly described
by calculating the change in the state of the gas as we have done. A
specific inclusion of viscous and thermal conduction effects would only
facilitate the study of the shock wave structure, not the states of the
gas ahead of and behind the shock,)
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In particular, we should note that in the limit of weak shock waves,

As >0 o3 ji - l
Fo

--that is, the propagating disturbance tends to the limiting case of an
isentropic acoustic (sound) wave,

With this background, let us return to our diagram of the shock
Hugoniot and address the question of
how we might use shock waves to isen- R
tropically compress thermonuclear
fuel to high density while leaving
it relatively cold. Since weak
shock waves approach an isentropic
sound wave, we might attempt to use

a series of many weak shocks to ap- &

proach isentropic compression. ' v
This approach is shown in detail _ ®
in the p-V diagram, in which a Pﬁ\
series of multiple shocks is used

to approximate the adiabat and
isentropically compress the fuel to

a much higher density for the same
final pressure (and therefore requiring

far less pV work than would be required 3

by a single shock wave). Y

: o
From a somewhat different point of view, we recall that the maximum com-

pression achievable by a single plane shock wave in a monatomic gas is 4,
Therefore, by subjecting the shocked gas to a second shock wave, we can
increase density by a factor of 4 x 4, We can continue on in this fashion

to multiply-shock the fuel to higher and higher density.
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Several comments should be made concerning shock waves in a plasma. Thus
far we have analyzed the propagation of a shock wave in a single component
gas. However a thermonuclear plasma is in fact a two-component gas with a
dramatic difference in the mass of each species (electrons versus ions), This
leads to a more complex shock structure.

To be more precise, we have shown below the shock wave structures for
a plane shock wave in an ideal gas (described as a sharp discontinuity by
the Euler equations), a shock in a real gas (in which viscosity and thermal
conductivity broaden out the shock, providing a structure or shock thickness

several mean free paths in thickness), and a shock wave in a plasma:

shock wave in an ideal gas

on

I

shock wave in a plasma

We can understand the more complex structure of the shock wave in a plasma
if we recall that thermal conduction or energy transport is due to electronms,
and viscosity or momentum transport is due to the ions, If we assume a single-
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fluid, two-temperature model, then the shock structure of the density profile
is determined essentially by the. ions and therefore a thickness of the order
of the ion mean free path.

However the new feature is the role played by electron thermal conduction.
In the shock waves typical of ICF plasmas, the driver energy is deposited in
the electrons, resulting in an increase of electron temperature behind the
shock. But the very large thermal conductivity of the electrons transports
this thermal energy in a thermal conduction wave zhead of the shock. This
electron conduction wave leads the ion shock structure by the mean free path.
for electron-ion collisions. This thermal energy in the electrons ahead of
the shock is then transferred to the ioms by electron-ion collisions, resulting
in the preheating of ions zhead of the shock wave. The ion temperature then
rises through the shock wave from viscous heating and may overshoot the electron
temperature behind the shock. Eventually, far behind the shock, the electron
and ion temperatures will equilibrate.

The presence of a preheating "foot" ahead of the shock due to electron

thermal conduction is a very important phenomena since it reduces the strength

T

electron Prmal g . 7 17.‘:}/ .

Conducthor

- [ le W
I—a—- ‘f%:‘ A -——-bl-.——- A < ThICA —9}
and therefore the compression of the plasma shock wave, Another interesting

feature of plasma shock waves is the presence of two Mach numbers, one
characterizing ion flow (which is essentially the Mach number of the shock)

_ mudvimeud _omud
B ("N ANy vy 2%KT;
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and another Mach number Me characterizing electron flow

= 4
Me= £

It should be noted that

M= g M

Therefore the electron flow will remain subsonic in the shock even for

very large Mach numbers M < 30,

3.3. SPHERICALLY CONVERGENT SHOCK WAVES

A key idea in the use of shock waves to compress ICF fuel pellets is to
use the convergence properties of a spherical implosion to multiply the
pressure generated and hence the compression. The earliest analysis of
this phenomenon was due to Guderly [Luftfahrt-Forshung 9, 302 (1942)] who
considered a self-similar solution of the Euler equations for a spherically

convergent shock wave in an ideal gas,

DETOUR: In fluid dynamics one frequently finds that the fluid variables
p(x,t), u{x,t}, and T(x,t) become a function of a combination of space

and time, say

p(x,t), ulx,t), T(x,t) —> fen(xt?

This corresponds in essence to a frozen picture of the flow, That is,
all distributions with respect to x change with time without changing
form--they remain "similar to themselves",

The type of flow in which the distributions of flow variables remain
similar to themselves with time and vary only as a result of changes of

scale are called self-similar. The most common case is o = -1, that is

plx,t), ux,t), T(x,t) ~—== £fon(x/t)
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The physical reason for this behavior lies in the fact that the Euler
equations contain no characteristic length or time scales, (Indeed,
the only length and time scales in a gas are the mean free path and
the collision time, which are related to viscosity and thermal con-
ductivity). The only dimensional parameter is the speed of sound, Cg-
Hence the flow can depend only on the combination x/t.

The mathematical importance of self-similar flow is that it reduces
the usual partial differential equations describing hydrodynamics to
ordinary differential equations:

PDE self-similar solutions ——p= ODE

Guderly obtained a self-similar solution of the Euler equations for
a spherically convergent geometry in terms of reduced variables related to
the radius-time diagram of the shock front:

A |
L

=0 ,%h

He found a solution for the shock radius

r, = 8 (t))"
where the time t,= 0 corresponded to convergence of the shock at the center.
Here, n = 0.69 for a monatomic gas (y = 5/3) and S is a measure of shock
strength,

Of more interest, however, was the state of the gas behind the conver-

ging shock wave, Guderly found that the passage of a converging shock gives

a density increase or compression of 4 (for a gas with ¥y = 5/3), just as



OI-zl-muao

Distsibutions of density p, pressure p, and temperature #fora
converging shock wave (Goldman, 1972).
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for a plane shock wave, However this is followed in the spherically con-
vergent case by an adiabatic compression to a compression of about 15,
The shock wave is then reflected at the center, and upon returning, gives

a further shock compression to 33. That is,

maximum compression from a

single convergent shock ~ 33

Hence one approach to achieving the conditions
necessary for efficient thermonuclear burn would
be to deposit energy uniformly on the surface of
the fuel pellet in such as way as to produce a
strong convergent shock. Brueckner and Jorna

have analyzed this situation and predict a driver

energy requirement of

M3 2
Edriver = 40.9 e '7 MJ
D

Hence convergent shock compression does not appreciably reduce the required
driver energy. Their analysis indicates that the effect of compression

is offset by an inefficient temperature distribution which reduces fusion
energy production in most of the fuel, The compressed pellet core which

is strongly heated is too small and the compression time is too short to
yield an appreciable fusion energy yield. More detailed computer calculations
indicate that the required driver energy for breakeven using single shock

conpression is roughly 500 MJ.
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3.4. ISENTROPIC COMPRESSION

The key to achieving the very high fuel densities necessary for ef-
ficient thermonuclear burn is to compress the pellet isentropically in
such a way that the heating of the dense fuel core is minimized and
the minimum compression energy is required, This can be accomplished
by producing a sequence of shock waves that approach the adiabatic curve
of compression in the p-V diagram of the fuel, Such isentropic compres-
sion requires a gradually rising pressure
on the surface of the pellet which generate
a sequence of shock waves of increasing
strength which are adjusted in time so
that successive shocks do not overtake
each other before arriving at the center
of the pellet.

More precisely, the compression and Pth

temperature history of the fuel after the

passage of the first shock follow (approxi-
mately) an adiabat, until the shock reaches
the center where its kinetic energy is con-

verted into internal energy and a reflected .
shock forms. 3

The final temperature is determined by the initial shock stremgth, To
avoid excessive preheating, we want to reach only the minimum temperature
required for ignition. Then the achievable compression is limited only by
the degeneracy pressure of the electrons or by the ignition of the fuel
before maximum compression has been achieved,

As a model of this process, consider a
strong shock wave moving inward at a speed v,
which brings the fuel to a temperature 8 when
it converges to the center of the pellet at

time to.
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The idea is to generate pressure waves after the first shock which
overtake the shock at the center, The limiting condition on the pressure

wave speed is then:
v h-) = v

In this situation the compression is almost adiabatic and

6= & (%)
=R (%)

“= w(g):

2 2 -
T o= g (1 - t/to) where ty = ro/2v0

so that

The compression at the minimum radius is
Cm _ [GV
0 \Gm
vwhere

o= 0.(%)

Here, 6 is determined by the ignition requirements, One usually takes
9, ™~ 2 keV (corresponding to a local maximum of 5 keV within rm),

The driver energy profile is then

?Q ~ 41rr"4-\lsp = \QWV}?%P,,(%)A.

e L
=% 2 - ) >
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The absorbed driver energy to the implosion maximum is

— ’ l 1[
by = B0 gy = Snwn ()

2'0, o Q-M Q(,Y'ol \
\bwvin, G,

=4 [4wwl 36,

We recognize the quantity in brackets as the energy required to bring the

compressed fuel material to a temperature em. Hence it is apparent from
this analysis that 75% of the absorbed energy is carried off by ablation
products.

EXAMPLE:  Consider the pellet conditions:

= %n =10%) On= ke, 1=300uu, &= 30%

This implies a fusion energy of

Efusion 5 M

and a driver absorption energy of

Edriver 43.6 kJ

Hence the pellet gain is

M 75

In this case the core temperature is
1
Qa = @“(Qo[gﬂ) s =432V
while the implosion velocity and time are

Yo

to

1.98 x 106 cn/s

15.2 x 103 s

)

The maximum driver power is

9£ \ Ec\r:\i:ﬂ' ol (%S‘Jg—_—_ \.33'&\0‘5 W



Of course, the actual driver energy required will be larger because
of the losses due to driver beam reflection and refraction., But this

-effect can be offset by using shell targets in

which the shell stores kinetic energy during
the implosion, and then produces the necessary
temperatures and pressures in the DT fuel by
energy transfer upon convergence, One can also
use a shell of DT fuel inside a tamper shell of

massive material. We will study these more
sophisticated target designs in some detail
in Chapter 9.
One can develop a more elaborate theory of isentropic compression using
selfésimilarity concepts, Such a theory indicates that it is possible to

compress an ideal gas indefinitely to infinite compression with a pressure

time profile of / )
' (t
f—(i) "—'—F(C): (\_‘C:.)Elz mr’

o

3
T

T= 'H{c.

|
{-_-;_- szo"':; '
T s |
ite

(Kidder develops the theory of isentropic, homogeneous compression to derive

this result,)
In practice, we want to bring the fuel to ignition temperatures during

the latter stages of compression, so we would vary the pressure profile
just prior to shock convergence, for example, by choosing a profiie such as
- F( 0<LTéh<)
p(d 2 @
= (T-%a)

This analysis indicates that roughly 1/6 of the original pellet mass can be

compressed by a factor of 104.
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3.5, [EQUATIONS OF STATE

A key ingredient in the study of the compression of matter is the

equation of state, commonly written in the form
p = p(p,T

We will first review some simple concepts of equations of state by considering
the case of an ideal gas, We then extend these ideas to the description of

dense matter.

Ideal Gas
An ideal gas is defined by the equation of state:

=MRT = nkT

and by the condition that the internal energy of the gas does not depend on
the pressure: (‘

Since one can infer that(}l' () this implies that the internal enexgy e

is a function of temperature only

e = e(T)

This ignores the dependence of internal energy on pressure which arises from
molecular interactions (which are ignored in the ideal gas model),
If we now recall the first law of thermodynamics

dQ = de + p dv

heat change -  work
addition in performed
internal
energy

and the definition of the specific heat at constant volume

8
“= 3y
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we can use the ideal gas assumption e = e(T) only to write

CV :cae—' = de
TN~ AT
and substitute this into the first law to find

Q = $ar + pav

c, dT + p dv
But we recall the equation of state, pV =Y]RT, so that

pdv + Vdp = 7 RdT

Hence the first law becomes

dQ (c, +NR) 4T - Vdp

or

4aQ . v
ar ¢, *7R Var

1t

or at constant pressure,

cP = -g% = ¢, +7 R = fen(T) only
P

We can also find

d dT - v d
Q p p

Let us apply these results to describe the adiabatic, reversible
(isentropic) compression of an ideal gas, We begin with our two alternative

forms of the first law:

dQ

I}

<, dT + p dv

c df - Vdp

dqQ p

In an adiabatic process, by definition dQ = 0 or

V dp dT

1l

p dv ¢y dT
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We can take the ratio of these two expressions to find

gR:-fRﬂ:-'gl
P c, V Ty
v
where we have defined
°p
Y =
Sy

If we integrate this equation, we find

In p

or /}
Y constant '
pV p

-y InV + constant

as the usual equation for the adiabat
for the isentropic compression of an
ideal gas (see p-V diagram),

Alternative forms of this result
are

pp ¥ = constant

and

T pl'Y = constant

In an ideal gas,

= 1 p _
e = ¥F-1p ~ cv T
= Y _P _ T
h= Sy =T T %

If the gas is monatomic (3 degrees of freedom, %—kT per degree), then y = 5/3,
It should be apparent that if we want to maximize the final compressed
fuel density Py and a given final pressure, Pg, we wish as low an adiabat

as possible with a minimum initial P, for a given Po since
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& - (B
C |3
--that is, we must avoid preheating of the fuel,

But here we must be careful, because as the density increases with

fixed temperature, we begin to depart from ideal gas behavior, We can

identify several stages depending on the pressure and density

Inp Feymi degenerate
Thomas/ Fermi

Thomas Fgrmi Dirac

In p

Fermi Degenerate Electron Gas

If the density of the fuel becomes high enough, the electron wavelength
will become comparable te the interparticle spacing and the exclusion princi-
ple will become important. The electrons become a "degenerate electron gas".

If n, is the electron density, then the maximum momentum state filled in
the degenerate gas is given by

f Mdp
The corresponding maximum energy €p is known as the Fermi energy and given by
2 7{;
= ¥ )
Qxﬂg
The corresponding pressure exerted by the degenerate gas is
2z \2 _5/3
F 2007/ we
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It is particularly important to note that

2/3

E‘Nn
F 5

Pp ~ n85/3 (just as the ideal gas)

The usual condition for Fermi degeneracy can be expressed by comparing
the thermal energy kT to the Fermi energy Epe For example, at solid

state density, n,=4x 1022

and the Fermi energy €p = 5 eV¥. Hence
if the thermal energy of the electrons is below 5 eV, the electrons will
behave as a degenerate gas, This, of course, is the situation for electrons
in a metal,

By way of contrast, in the highly compressed core of a ICF fuel pellet,

27
ne 10

and ep~ 2 keV. Hence the fuel will be in a degenerate state until
it ignites and heats to appreciably higher temperatures,

We have plotted the Fermi energy as a function of density in the
Figure on the next page, More specifically,

2,19 x 10”15 p2/3

ep _ (eV)

L]

5/3

3.3 p(g/cms) Mbar

Pp

Thomas Fermi Model

For dense fuels we must also worry about the Coulomb energy since

occasionally
ze? e
rT. 7 F
ei
where Tei is the electron-ion separation which scales as p’l/s. For

22 1 .56ev, Z=1, the

example, for solid state density n, = 4.5 x 10
Fermi energy and Coulomb energy are comparable and we must consider
Coulomb effects, This is usually accomplished by using the Thomas-Fermi

which treats the electron energy as the sum of kinetic and Coulomb terms
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2
Pe
E, = -z-ie - e ¢(x)

and then solves Poisson's equation to find the self-consistent electron

density n.(r) and potential ¢QE)‘

Other Equation of State Models

The Fermi and Thomas-Fermi models consider only repulsive forces,
They predict unreasonably large pressures for solids, They are useful
only when the pressure is much larger than the binding pressure,

To account for attractive forces, the more complex Thomas-Fermi-
Dirac model is used.

One can also use limited experimental data obtained on the shock
Hugoniot for solids. Many equations of state are now available in

tabulated form,

3.6. ABLATION-GENERATED PRESSURES

Coupling of Driver Energy into Ablation

We will first examine the coupling of the driver energy into the
surface ablation process. We recall that the driver energy is absorbed
in the outer layers of the target and then conducted into the pellet
surface to drive the ablation. We will ignore the details of the driver
energy absorption and thermal conduction in this simple analysis, and

merely assume that an energy flux ¢ (W/cmz) is incident on the gblation

surface.
/
—_ mciden
e/ec*mr) abla ﬁgio b €NETYY
af <=——
therm /z' layer Hlux
conduc M, e

—_—



This energy is partitioned among several processes;

(i) thermal energy of absorbing layer
(ii) kinetic energy of ablation layer

(iii) thermal and kinetic energy of dense fuel ahead of ablation layer

We recall here the essential physics of a thermal conduction wave propagating
into the dense fuel, followed by a rarefaction wave characterizing the

ablation process,

x—€>

The absorbed energy is markedly depleted by the loss of energy to the

ablation and rarefaction wave,
To analyze this, we will assume that electron thermal conduction in

the ablating region is so large that isothermal conditions apply,

The relevant hydrodynamic equations describing the isothermal flow are then

%‘“F—\- %i(mézo

(3 <05 = 208

We can solve these for

n(x,t) = n/ e~x/ct
u{x,t) = Cp # x/t
where 1/2
Cr = 2 e/mi) isothermal sound velocity
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The total energy in the ablation layer (per cmz) can be obtained by

£= [n{tetr 3029)
= \IE;:‘(QKWHf\Gﬁr*”%ﬁzﬁ-KVH;X = EBV%:EB(:{G
O

Hence for energy balance we set

integration

driver energy flux ¢ = 8 n, ® Cor

Our task now is to determine the ablation time t. The mass flow in the

rarefaction zone can be written as

mo= mg Cpomn
while the ablation pressure is
Py = 2 n, e

We can now use these equations to determine the acceleration of the abla-

ting layer. If the initial mass is m,, then

m(t) = m,o-mt

But if we apply Newton's law, m dzr/dt2 = F, we find

: 2.
(m, - m t) i;%i = F/A = p,
or integrating |
v(t) = (p/m) In (m /m(t))

Cp 1n [mO/m(t)]

The kinetic energy in the accelerated layer is

30 v)? = Fn) ¢ fin @/ncr))]’
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If we solve for the ablation time t as

m, - m(t)

m

we can calculate the driver energy as

_ 96"C = 800G [[m,—vn({—))/vh] =4c2{m m (4]

Hence

Energy in aucelerated layer

LB 6
By mm-mﬁ)Dn m(]

Incident driver energy

From this expression, we can determine that the maximum energy transfer

occurs when mO/m(t)hJ 5, Then

%mem
Ep

Thus, at best, only about 10% of the incident driver energy can be coupled

= 0.08]

waj

in to generate the implosion pressure, That is,
ED‘max ~r 10%
When other effects are included (spherical geometry, etc,), the coupling

efficiency drops to

ey ™ 5%

Determination of Ablation-Generated Pressures

It is useful to recall once again the essential physics of the ablation
driven compression process as shown in the Figure on the next page, The
incident driver energy is absorbed in the outer regions of the pellet corona.
This energy is conducted into the surface of the pellet, where it generates
the high temperatures leading to surface ablation. The ablation produces
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large pressures which drive the shock wayes into the pellet to compress the
fuel.

There are actually three pressures generated by the driver:

(i) ablation pressure: This pressure is due to the heat transported
in from the driver energy deposition region and it is associated
with the flow or ablation of heated plasma from the pellet surface.

The ablation pressure Py is greatest where p Te is the largest.

(ii) superthermal particle preheat pressure: The driver will also produce
very energetic electrons which can stream in to the pellet surface

and deposit their energy,

(iii) light pressure: If a laser driver is utilized, the incident light
can generate a ponderomotive force or pressure at the critical surface,
The magnitude of this light pressure is

Y 3 [I(W/cm )] Mbar

10
Although it can affect the blowoff plasma profile, it can not directly

Py = I/c

drive the pellet compression,



3-34

We can treat the ablation front just as we treated the shock wave,

that is, as a discontinuity in the plasma properties,

coordinate frame fixed at the ablation front

u, Uy

e &
h, W,

If we more to a

we can again apply the Rankine-Hugoniot equations

GL(AO:; Q&(J{

2
FL'+ cabng':z F% 4-‘E%|J'

2
hor 405 g, = e

Here we have inserted a new term, W, into the energy equation to represent

the heat source due to electron thermal conduction in from the energy

deposition region.

There are two characteristic propagation velocities characterizing

the ablation process:

heat wave velocity: Vig ~ W/poh1

(which can be obtained by equating the absorbed power

to the enthalpy flux)

shock wave velocity: Yoy ™~ pllp0

There are three possible cases:

(i) If the shock speed Vaw is greater than the heat wave speed Viw?

then the shock is driven into the dense pellet medium by the

ablation pressure as shown below:

driving pressure Py *+ pyU

2
171
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This case in which Vow > Vyy 1s known as subsonic deflagration.

(ii) In the opposite extreme, the heat front velocity Vypw 1s greater

than the shock wave velocity Yo and the heat wave moves into !
the pellet material ahead of the shock, preheating it and reducing;
the compression achieved by the following shock, This is known as%
a supersonic thermal conduction wave, We will consider it in more:

detail in the next chapter,

(iv) The limiting case of Vaw = VSW is known as the Chapman-Jouget

deflagration. In the frame moving with the ablation surface, the
flow variables look as shown below for this case:

ot e
T )
* \“x\ U=
"*—-v.—-—x—-x_. —

If we again assume an ideal gas with

h=(i5)8

we have 4 equations in 5 unknowns, Uys Ws Py, by, py for a given o, h,

and W. We need one more equation relating the driver energy and the |
ablation parameters. This latter equation is a "heating law" representing i
the interaction physics between the driver and the plasma. It allows us %
to complete the set and solve for the jump relations across the ablation

front:
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SPECIAL CASE: Chapman-Jouguet deflagration at the critical density (where
the driver energy is absorbed):

M, = 1 (Chapman-Jouguet condition: Ve = VHWJ

Py = critical density = p

Then (M?’ R e

0=

<

If

K:X‘J eg_dCQOJ ho+.}iu‘f «< %ﬂo
31
and we find ~ pl/ Y;z- K+ L)

For laser light of intensity I at wavelength A and with y = 5/3, we find

P‘ =120 7:2’5

\ D‘b Mbar

T, Wiew 1)‘1"5

The pressure behind the shock is then
2
PI+Q|UI ~ QP\

We can obtain the temperature from

€= & (P/P) %

kT = 70 » (I\‘;l’f"‘ keV

"y

or

(Here we should note that this model ignores the thermal conduction into

the ablation region.)
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SPECTAL CASE: Self-Regulation

For laser light absorption in which inverse bremsstrahlung (IB) is
dominant, the plasma flow will adjust to balance absorption:

¢

X

If the ablation rate decreases, the temperature increases. Since absorption

is proportional to T-3/2, absorption decreases and the plasma becomes more

transparent to the light. The light penetrates in and increases ablation,
If we define the scale lengthQ. characterizing the blowoff:

J ~ |2

——

Vn

then we can characterize the self-regulation criterion by demanding that

ul

where W is the absorption coefficient. In this case we find the scaling

laws: Q‘ . _.I.Y4 }\_.3/8
T, ~ T N

Y

F‘ ~ tlfﬂa- )\ 8

More precisely, for this case the ablation pressure is given by

-1/| > T 3,
B= =202 R*( )" e
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If the effects of spherical geometry is included, these scaling laws become

and the ablation pressure is

Sg -3 a7 \h
Fag =15355()EE 8)k 8)\ ﬁi<[¥%égg) (%%%;) Mbar.

So far, so good. But there is one very important effect we have left

out thus far. In all ICF schemes, the driver energy is deposited in the
cuter layers of the target, far from the ablation surface, This energy
must be transported into the surface to drive the ablation and produce

the pressures necessary for compression:

abltion

————

—-—

\x\\§\\

—_— g”qu'ﬁﬁqukvﬂ‘

l A . 1
everyy depestTion

Therefore we must now turn our attention to the next process of critical

E: RINANNNANAN SN

"

importance in inertial confinement fusion schemes, energy transport.



CHAPTER 4

ENERGY TRANSPORT IN INERTIAL CONFINEMENT FUSION PLASMAS

By way of review, let us briefly the consider the scenario of ICF
pellet implosion as shown in sketches below., A driver beam (laser or
charged particle) deposits energy on the A
surface of the pellet in a very carefully :ILD
tailored pulse shape I(t). This energy.
ablates the surface of the pellet off into
the surrounding vacuum, producing large
pressures which drive a sequence of quasi-

adiabatic shock waves into the pellet.

This compresses the core of the pellet to >
densities sufficient to yield efficient thermonuclear burn conditions

(pR ~3 g/cmz). Thermonuclear ignition occurs, and alpha particle self-
heating and burn propagation spread the thermonuclear burn throughout

the compressed fuel,

DT pe//ﬂl ablation - compression ﬁ’rﬂﬂﬂdt/ﬁﬁféﬂm
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A instantaneous snapshot of the density and temperature profiles in

the irradiated pellet are shown below;

1107

167
I

[0S

r
It is important to note that a number of processes are involved in transporting

the absorbed driver energy into the compressed fuel core:

Q
! . e G S g I
SN a2k :
= ""."- - ¥ Q%W
S o E;,/”'”"'E K
e e Y Ald
3 7%enm/ zam’acﬁa@/ [l
f[§§4_” _\iyijj-, -
e ] el I e
relevant hydrodfnamics energy transport driver energy
physics (compression) absorption

We now turn to a detailed discussion of the various mechanisms which can
transport energy from the absorption region into the ablating surface of

the fuel pellet,
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4.1, ELECTRON THERMAL CONDUCTION

The dominant energy transport mechanism is electron thermal conduction,
The small mass of the electrons coupled with the high temperature of the
pellet plasma corona or blowoff cloud make its thermal conductivity quite
high. Although the process of conventional thermal conduction in plasmas
is well understood, there are additional phenomena present in ICF plasmas
which complicate the conduction process considerably, - The driver emergy
absorption produces a number of very high energy electrons (so-called

superthermal particles since they are not characterized by the usual

thermal distribution assumed in the plasma hydrodynamic model), These
electrons can stream into the dense pellet fuel, preheating it before
the ablation driven shock waves can compress it. The presence of both
hot and cold electrons can lead to plasma instabilities which produce
2 turbulent state in the plasma corona, tending to inhibit the thermal
conduction process. Density and temperature gradients can produce large
magnetic fields which also inhibit the conduction process, ° Therefore it
should be apparent that the thermal conduction energy transport process
is rather complex in ICF plasmas and must be studied in some detail.

Electron Thermal Conductivity

In the classical theory of electron thermal conduction, one assumes
that the heat flux is given by Fourier's law of thermal conduction

p=-%VT

where k is the thermal conductivity, The thermal conduction is dominated
by the fast moving electrons (the contribution of the much slower ioms can
be ignored to first order). The thermal conductivity characterizing non-
interacting electrons diffusing through a background of fixed ions (the

Lorentz gas model) has been calculated by

Spitzer as T 5&
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However, the kinetic theory of gases indicates that heat flow is possible

only with a skewed or distorted distribution function:
Vo

o

g g

V=0
e - B Vx

Thus the flow of hot electrons carrying the thermal energy must be compensated

by a return drift of cold electrons. An electric field is established by
this motion. This field will contribute to the heat flux:

b=« VT-gE

(o a]

We can relate the electric field to the temperature gradient by demanding that

the net current density be zero:
)= %E-\-C’(ZT:O
E=-odn?T

Hence we find that the heat flux becomes

9 = - {u- (’:"’('?)ZT: A A

where we have defined an effective thermal conductivity which takes account

S0 that

of the induced electric field:
e = (u-gap)= (-85 v = s«

The scaling parameter assumes a value of § = 0,4 for a Lorentz gas. More
generally, §(T,Z} is a function of temperature and charge and is tabulated

by Spitzer.
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The general form of the thermal conductivity can therefore be written as

U = $(T2) 20 (—%)% m”z(\;‘pz A

Conventional Theory of Heat COnduction'in‘Plasmas

When energy is locally deposited in a fluid, it gives rise to local
perturbations in fluid properties such as density, pressure, and temperature,
These disturbances will then propagate
away from the source, transporting energy
to other regions of the fluid, In most
fluids the two principal energy transport
modes are:

(i) hydrodynamic notion (sound waves

‘or shock waves)

(ii) thermal conduction
(although in certain types of high

temperature phenomena, radiative transfer

also becomes quite important).
The velocities characterizing energy transport via thermal conduction
are usually much smaller than those characterizing hydrodynamic disturbances
such as sound waves. Therefore in most fluids, pressure disturbances will
propagate out more rapidly and equilibrate before temperature disturbances.
In these cases, we can effectively decouple thermal conduction from hydro-
dynamic motion and consider the energy transport to be governed by the

-equation of thermal conduction

QCP%;FE =-Y- D o+ W

where the heat flux vector q(r,t) is given by Fourier's law:

C%, = —U ng —‘-

A
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In conventional heat conduction problems, one usually assumes that the

thermal conductivity is a constant

W ~ constant

so that we can write
QCp%——_E = VLVIT + W

1f we divide through by p cP, then we find the usual diffusion equation

:é_L__{ = D‘.VZT‘* Q

where
DT =1 v = thermal diffusivity
S
Q = W/QcP

Although the thermal diffusivity is the diffusion coefficient for energy

transport rather than particle transport, in gases we can estimate
~r A
D‘r.“’ D 3 Vit
where A is the mean free path and Vin is the thermal velocity of the

particles. [As an example, in air at STP conditions, DT~0.205 cmzls

while in water, Dp~s 1.5 x 1073 cmz/s.]

When the thermal conductivity is a function of temperature
U= »(.(T)

we are playing a new ball game since the equation of heat condition now
becomes nonlinear

QCP’%I‘F = Y-KLT)YT-\' W



A variety of new phenomena arise such as the presence of supersonic thermal
conduction waves, The situation in which the thermal conductivity becomes

strongly temperature dependent arises in several phenomena:

/) °/2 heat conduction in plasmas

U~ T4 radiation heat conduction

The general theory of such nonlinear heat conduction has been considered in
detail by Zel'dovich and Raizer (Chapter 10) who assume a general form for

the thermal diffusivity of

D = i£ = aT
T Qc

We will briefly summarize the results of their analysis with particular

applications to heat conduction in plasmas,

Linear Heat Conduction

We begin by considering the classical problem of a il

pulsed heat source at the origin of an infinite medium
(the Green's function problem) in the case that the

thermal conductivity is constant:

3T _n 3 1)
a_t_hr% —\-QS(JQSL

This yields the classical spreading Gaussian shape

solutions of the form

-¥/apt

T(K 't\ = @m DT_(: vz

The area under the Gaussian curves is constant and

I &Tht) = Q

given by
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This, of course, is the usual solution to the time-dependent diffusion
equation, As such, these solutions are not waves since they exhibit an
infinite propagation speed, That is, for any time t > 0, there will be
some response in the temperature T(x,t), no matter how far one is from
the source plane at x = 0, There is no true wave-front,

ke can nevertheless define a psuedo-wave-front
speed by noting that most energy is localized in a

zone out to a distance
: v
xg o~ (40 Y~ (0p )F

If we characterize the thermal conduction “wave! by
a wave-front at position_xF(f), we can then calculate

a speed of propagation

w9 -G8 = R

This is an important result, for it implies that after the heat wave has

propagated a distance Xp greater than a mean free path A, its speed of
propagation will be less than the thermal velocity Vine Since Ven is of
the same order as the speed of sound, ¢g» this result implies that as
soon as the heat wave has propagated further than a mfp, it will be

moving much more slewly than the speed of sound.

A
\,H\J s L’?‘;) v-}h << U.‘.h ~ CS

(Actually, the diffusion equation is only valid for distances greater than
a mfp from the source plane anyway.)

Hence we conclude that the diffusion “wave" characterizing a linear
heat conduction process always travels much more slowly than do hydrodynamic
disturbances (sound waves or shock waves) and will therefore decouple from

hydrodynamic motion,
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Nonlinear Heat Conduction

The situation changes dramatically when the thermal conductivity becomes

a function of temperature. Suppose, for example, that

191

Un T
If we recall that the heat flux is given by T(x,'{').

=gl __T"
=-%5 %3;‘

and assume that ahead of the heat disturbance the temperature is essentially
zero, then we find that there can be no heat flux ahead of the heat

disturbance:

T~0 = U~ 0O = g ~0

That is, we find a sharp wave front of the heat disturbznce--a heat wave,
[In the case of linear heat conduction, the conductivity does not vanish
for vanishing temperatures, and hence the heat flux is always nomn-zero

for any x.] 11%3’

L)

[
-

2
p 3
We can estimate the shape of the heat wave front by assuning a wave behavior

T,t) = T - Vgt)

where Vi is the velocity of the heat wave., If we substitute this trial

solution into the nonlinear diffusion equation written in the form

-5l



4-10

we find

""\,:§§E = G jék—rv}i§£

We can integrate this equation twice with respect to X, using the boundary

condition that T = 0 at some wave-front x = ;F(t), to find a wave shape
) — nVay n
Tht) = [y @)y

Here xF(t) and Vi = dxF/dt are as yet

undetermined. Although a precise determi-

Ry

nation of these quantities requires a

detailed solution of the nonlinear thermal

analysis to estimate

conduction equation, we can use dimensional ]

o) AN S ~¥ () Xel®
e~ Q)™ = (aQ?) 2 £ 72

B ! "
H= e o (O 4L L xp L o &
Vo ) itd (@Q) ™ £ X

xFﬂrl

This suggests that the heat wave slows down as it travels away from the
source. The stronger the dependence of the thermal conductivity on tem-

perature (the larger the exponent n), the more rapidly the wave slows down.

EXACT SOLUTION: Zel'dovich and Raiser have constructed an exact self-similar

solution to the nonlinear heat conduction equation for a pulsed source at

TR ramsy

The only dimensionless combination appearing in this equation is

| %
§ = Q") ™

the origin:
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They seek a solution

n L
)= (£)™ i)

Then substituting this solution into the nonlinear heat conduction equation,

one finds an ordinary differential equatlon

Gg-kif\ {:V]<§E%§> A gé ﬁ.<¥: O
b $&)=0, 3%)320:

This equation can be solved for

06) = [ D= (E))" | &<t
= O g7§o

If we use the condition that

j"??(g)ag -\

[@r vnr'“’?- '] L [ \“‘*‘L

Note, in particular, that the solution exhibits a wave-front behavior at

then we find

the point Eo, that is, at

% )= &, @ )™
We can then write the general solution as
_ et
T8 = T D |

| i Tl
Te (H = %Fﬂ) [(V\T:Z)P('\Ln*%)

where
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SPECIAL CASE: The case of most interest in plasma physics is n = 5/2,

Then our solution takes the form

1 1/
Te D)= T W {1- )
vhere et = £, (a2 )™

This yields a heat conduction wave velocity of
Y 1.
V = Sigf::: *
“‘JL*\ a_[. gn (QQ ) -t’/q

To be more specific, for a plasma

- I3

%z

,
where W, = \-8(‘ (%)?HECA"H

Hence for this case we find

Té(;,ﬂ = L%Yﬂ Q@\J = w20

3%Q

£8) = [5(e- g*)]”‘
g = (Q'?E;.ﬁ'*{q
£

"

&we: L M3

@ ”22-3&[ P(‘?b)a]qz

T

5'
=S 2

The structure of the heat conduction wave is compared against that for

linear heat conduction in the Pigure on the next page.
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CONSTANT HEAT SOURCE: A problem of perhaps more interest is that of a half-space
subjected to a constant heat flux So on its boundazry.

That is, one solves the nonlinear heat conduction -
equation v
N
AV _ a2 7"l L~
ot ox  Dw L _
e
subject to the boundary condition L~
L )} g
S,=-u S| =-ceaT 3|
° Q}& o QO\ N o =0

Zel'dovich and Raizer have obtained a self-similar solution to this problem.
For our purposes, however, it is sufficient to use order of magnitude

estimates, The average temperature in the wave must be given by balancing
< -‘-n-H
~ oo —
o P 1‘;

But note I ~ S_o.
t e

Thus we find

aa W
%) ~ (aoas)™ t

\v’i‘*’:‘z ,&“v%i?.

S,*
Tl ~ &0

SPECIAL CASE; Again consider the case of a plasma for which n = 5/2, Then

xe B ~ (cpa S:‘Y/q t
R

o\ %
Vi) = %F_-_ %‘(CQGSaS i
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It is interesting to compare this result with that characterizing a pulsed

heat source:

Heat pulse

Tt

L SRy
"t

Constant heat source

\’Hw ~ %"-2! q t

Note that the speed of the heat wave decreases more slowly for theconstant
heat source. Again we find that in the early stage of the thermal wave,
when the temperature is very high, the propagation speed is much higher.
In fact, if the heat source is large enough, the heat wave will propagate

supersonically, with

. a4
Yiwm > sy 7 s

In these cases, the fluid simply does not have enough time to get moving
before the heat wave moves into it, heating it to high temperatures,
Eventually, however, the heat wave slows down to the speed of sound or

below (subsonic propagation).
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It is an interesting exercise to determine that heat source or
temperature time dependence on the boundary which will match the
speeds of the heat wave and the shock wave, Let us suppose

that the temperature on the boundary is programmed to ;;
' L

increase as :;
q #

To(t) = Constant t p/ *;b

/

Then the distance which heat is carried into the medium is /
’

=0

! oy o e
¥~ DT'l‘NT’--t_ZN't 2
Hence the speed of the thermal waye is

Ay =g
\,“WZ-—-FNLEN <
x ~E~ Tt

Now the shock will travel into the medium with a speed

Cs ~VF ~ 172

Therefore if
ng-l , g 1 _

4 = q-<n-1
then Viw 7 Ss and we have a supersonic thermal wave, For

1
n -1 —
P-4 = 9> o

the shock will outrun the thermal wave R vme

The limiting case is

so that VHW = €.
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SPECIAL CASE: n = 5/2 => q = 2/3
Thus to match the heat waye and the shock wave, we would like the

temperature on the boundary to rise as

To = const 1‘.2/3

If we assume that all of the incident driver

energy is absorbed at x = 0,

_ |
aleh ‘i—% e QH’) ~

Hence we can infer a driver pulse profile of A

_ Us A
@\H\_ cows'l' OCy i_-,cH I\ = covas'\' _t\,rs

AN

The implications of this analysis are quite important since they imply
that if the rate of energy deposition is too rapid, the thermal wave will
propagate supersonically into the pellet before it can be compressed by
the following shock wave, If we recognize that a 1 keV electron moves
with a thermal speed of Vip ™~ 2.3 x 109 cen/s = 23 pam/ps, then it is
apparent that these thermal waves can propagate very fast indeed.

We recall also that this nonlinear thermal wave also appears as

part of the shock wave structure in a plasma, even when Viw < Ve
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Corona-Core Decoupling

A particularly important phenomena is the coupling of thermal
energy between the pellet core and the plasma corona in which the
driver energy deposition occurs, The absorption and transport of energy

into the pellet core is governed by several significant time scales:

laser pulse = rate at which energy is dumped into outer
rise time plasma corona of pellet

thermal conduction rate at which energy is conducted into
time ablation surface

electron-ion and
electron-electron .3 rate at which electrons can transfer energy

equilibration time into pellet core
at ablation surface

We can develop a simple model of how these times affect the transfer
of energy from the energy deposition region in the corona to the
pellet core, If we characterize the corona and core by bulk tempe-
ratures T and T » respectively, we can write the balance

corona core
equations:

Eé;i;oﬂﬂﬂ~_. t)- LN ";ovo“q_;‘aﬂﬂ
Hleon = Q) T,,,_( )

covrena

ESI;@”.. 2o (“{;“n“q—'TLmé\

oot JE T T,

A

Hwere Q(%)-represents the effective heat source seen by the corona:

Q(t) = (driver energy . (probability of heat
deposition rate) transfer into core)

a0 prr )

LOovORG
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We expect that the heat transfer probability P is a decreasing function

of the corona temperature

PlTeerome) I

tx:mwunn
When these equations are solved, they reveal that if the driver
energy increases too rapidly (Qo(t))’ then the core and corona tem-

peratures will decouple:

fod L _T;avowﬂ

T T kev]

10

i€

That is, if the corona is heated too rapidly, it will tend to decouple
thermally from the pellet core, and further energy deposition merely
heats up the corona to very high temperatures without affecting the
core (burning the fuzz off of the peach). This effect becomes more
pronounced for longer wavelength light in the case of laser drivers

since the critical surface is at lower densities.
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Thermal Flux Limiters

Recall that Fourier's law givesthe heat flux as
C()e'; ~ve Y le
.
But in a plasma, the thermal conductivityl ng'Tilz. Hence for large
temperatures, the thernal conductivity becomes very large and Fourier's
law will predict too large a heat flux,
Actually, in these instances, Fourier's law is breaking down
because the electron mean free path is becoming larger than the

temperature gradient, i,e.

‘3’11-,\ o~ who ~ 3.81x \o‘“‘_‘ge;'

If we calculate the electron mean free path for typical densities

and temperatures we find

e
Aei 1018 1021 1023 1025
10 10 1 - -
3 Nor is in mi
10 1000 10 .1 - where /e is in microns
10 10° 1000 10 1

By way of comparison, computer code calculations indicate that for
typical pellet conditions, the comparison between temperature gradient

scales and electron mean free paths are:

Y
N, = 10°%, T
1021, T

c=5kev, \1/7rl ~l0un  (ep ~ 25pm)

Ne

., = 5 kev, | 791] ~ 100 mm (mfp A 250 pam)

Hence Fourier's law is clearly invalid for these situations.
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This situation is particularly serious in hydrodynamic computer calcu-
lations since the unrealistically high thermal fluxes will lead to
rubbish,

In practice, it is customaxy to artifically limit the thermal
flux to a maximum value which corresponds to free particle flow.
That is, one chooses a thermal flux which interpolates between the
Fourier's law and streaming limits:

—1
q =1 .1
9fL _ qstreaming
To calculate the free streaming limit, we can

simply estimate the flux of particles across

a plane surface (assume an isotropic distribution {{/
of particles), and then multiply this by the yd
mean kinetic energy per particle: *~=Hﬁ_§

ch*uawﬁg = i;?EE 5£?Zr =0 /?'ﬂr:;TE
- Gim"‘ﬁ\ NeV./ 4 -

£
_ AN Ay *
=GN 5)° -
In many computer codes, one simply uses a flux limiting form:
A
P = L 2
'.\Lg\VTe\ Neve

(It should be noted that this interpolation form has been around in

gas dynamics circles for many years vwhere it is referred to as
“"Sherman's universal relation". Interestingly enough, it can be
derived more rigorously from kinetic theory arguments for linear

heat flow problems.)
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Strange Going-Ons in the Corona Region

A variety of unusual physical phenomena have been observed in the
corona region of laser-irradiated pellets. Perhaps the single most
important feature in many of the present experiments is the appearance
of superthermal or high energy electrons generated by the light

absorption process at the critical surface,

\M

More precisely, it is found that when the incident light intensity
exceeds some critical value, a significant fraction of the absorbed
energy appears to go into the production of fast electrons. As
these electrons blow off into the vacuum, they accelerate fast
ions,

If we characterize the fast fast or hot electrons by an ef-
fective temperature TH’ then the measurement of X-ray spectra and
fast ions suggests that the hot electron temperature is from 10 to 20
times that of the background electron temperature (typically 1-10 keV).
The presence of superthermal electrons is particularly important, since
their long mean free path allows them to penetrate into the target,
causing an exploding pusher behavior and perhaps even preheating the
target core.

A second important phenomenon is an inhibition of electron thermal
conduction. More precisely, it is found that the actual value of
the thermal flux in the corona region is almost an order or magnitude
smaller than that predicted by classical physics (Fourier's law), It
has been suggested that this effect might be explained by either the
generation of ion turbulence in the corona region, or by the presence
of strong magnetic fields produced by density and temperature gradients.

In this section we will discuss these important processes,
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Superthermal Electron Production and Transport: Evidence of the pro-

duction of superthermal electrons in laser irradiated plasmas comes
from several sources. A primary source has been the analysis of
X-ray emission from targers. fs we will indicate in a later chapter,
the continuum or bremsstrahlung emission from these targets can be
used to infer their temperatures. However detailed X-ray measurements
have revealed that the X-ray eczission can be characterized by not

one, but rather two temperatures:

w T
dv |
10 ~N
i N\
" - N D
i N\

1 75 2 20 v
The slope of the X-ray measuremerts suggests that the temperature
of the hot component is some 10 to 20 times that of the cold com-
Ponent.

One can also measure the fast ions that are accelerated in the
space charge field set up by the freely expanding electrons leaving
the low density corona. More recent experiments have attempted to

measure the hot electron energies directly.
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It is now felt that these fast electrons are generated as a result
of a wavebreaking process induced by resonance absorption. As we will
demonstrate in the next chapter, resonance absorption is a process in
which light incident obliquely to a plasma density gradient can excite

and drive electron plasma oscillations, The energy coupled into the

RSN

plasma oscillations then can dissipate through damping mechanisms to

appear as thermal energy of heated electrons,

light plasma .. electron
energy oscillations 1\ “  thermal energy
resonance Landau
absorption damping

If the incident light intensity is strong enough, the electron plasma
waves will be driven sufficiently strongly that electrons can be
accelerated to high velocity through one wave period. At this point
wave breaking occurs in which electrons are accelerated out of the
thermal distribution and to very high velocities--that is, super-
thermal electrons are produced, A detailed analysis of the wave-
breaking process indicates that these appear as very fast electrons
moving outwards, away from the denser regions of the target.

The transport of these superthermal electrons is a particularly
complex process because of their exceptionally long mean free paths,
If we recall that the mean free path of electrons go as

Ao W At
Ayrdt A Ve
then we can tabulate mean free path versus density as:

density | 102 1023 10%° 1027

mfp (100 kev) | 107 10° 10 10 um

Hence, except for the very dense compressed core, these superthermal
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electrons see a relatively transparent plasma, They will tend to bounce
= off the space charge potential on
the outer regions of the corona,
being heated hotter and hotter

until they strike the core, At this
point they can penetrate shead of
the shock wave, causing preheating
of the pellet fuel,

An accurate description of this phenomenon would solve some type of
transport or Xinetic equation for the electron motion, such as a

Fokker-Planck equation:

However in most computer.codes based on hydrodynamic analysis, the

hot electrons are handled using multigroup diffusion theory (including
the effects cf electric fields). To handle the long mean free paths,
a flux limiting procedure is implemented in which the particle current
is taken to be




4-25

where _ %Jﬁ\a_vl\

More sophisticated pellet designs attempt to include a2 layer of
high-Z material (such as gold) to shield the core of the pellet from
preheating by hot electrons:

\k R /7,3/0% ;A’E’/a/ ’
ayer

Thermal Conduction Inhibiticn: A second phenomenon of some concern is

the apparent inhibition of thermal conduction in the pellet corona
region, limiting the thermal flux to values one to two orders of
magnitude below its classical value.

The evidence of this inhibition was provided first by a number
of foil-irradiation experimerts performed at Los Alamos. Thin foils

were illuminated from one side with intense laser light:
Lo

(=

The foils were thin enough that classical thermal conduction was

NNNNNNNY

expected to be sufficiently strong to transport energy quickly through
the foil and yield a symmetric pattern of fast ion blowoff on either
side. In fact, however, a strongly asymmetric ion blowoff pattern

was observed that could be explainred by reducing the heat flux to
roughly 3% of its classical value:

G~ 0.03 qclassical
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A variety of other experiments including X-ray measurements have since
supported the presence of some inhibition mechanisz.

What might be causing the inhibition? Mechanisms range from
the buildup of electric fields due to a return current of cold
electrons, to ion turbulence due to a two-stream instability, to
the presence of strong magnetic fields caused by density and
temperature gradients in the corona region,

One simple mechanism might be the presence of plasma turbulence
close to the critical surface, It is now well
established that intense laser light can
drive the natural modes of the plasma unrstable
(parametric coupling processes) and into a
turbulent state in which all transport coef-

ficients assume anomalous values,

Early calculaticns suggested that the anomalous values of these

transport coefficients would scale as
. clas
o(a.nam " %'5 ol
Vei

That is, apparently the electron-ion collision freguency would be
enhanced to an anomalous value more characteristic of the ion plasma

frequency:

ﬂpéi —> C;%%

Since the electron thermal conductivity scales as

5. W T
W Vei

this estimate would suggest that in a turbulent region:
ave ' clas
e~ G’L‘\ We
Cp;

This estimate would yields a reduction in the electron conductivity by

‘(Q ~

roughly 100, thereby inhibiting thermal conduction out of the turbulent

zone, When such anomalous values of thermal conductivity are patched
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into a laser-plasma hydrodynamics calculation, one finds density and

temperature profiles as shown below;

xf

This indicates that the conduction inhibition leads to trapping of

absorbed energy in the turbulent region, causing high ion temperatures
(and hence thermal velocities) and strong blowoff just beyond the
critical surface., The problem with this simple argument is that

it applies to the vicinity of the critical surface and not to the
overdense regions of the corona where the thermal flux inhibition

is thought to occur,

However there is another mechanism which could lead to turbulence
in this region as well. We noted earlier that there is a counterflow
of cold elections to balance the hot electron flow, There is also a
flow of ions due to the plasma blowoff.

P

; Yot elecivans S
Bram

cald g]gdrgnsz
ablation absorption

Since the ion distribution is at rest in a frame of reference moving
with the plasma blowoff or flow, while the electron distribution is
skewed (to yield a thermal flux), there is a displacement of the maxima

of each distribution. This is a condition suitable for the presence
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of a two-stream instability (when Te>:>Ti). The instability results in
the formation of ion turbulence, The electrons would then scatter off
of the turbulent ion fluctuatidns, thereby effectively increasing the
electron-ion collision frequency 4%; . Calculations at Los Alamos
suggest that this process can be modeled by limiting the thermal flux

characterizing free particle flow by
%e\wm. = o LWQ(% \QTAL%YI

where the paramete:‘“i assumes values
0.03 £ =l < 0.1

--a rather severe inhibition of thermal conduction.

A third mechanism that might lead to thermal flux inhibition involves
the presence of magnetic fields. The large thermal and density gradients
induced in the plasma corona can generate currents and hence spontaneous
magnetic fields of some strength. If we ignore the Hall effect and

thermoelectric terms, we can write

% _yufuds &Yoo)

1f the electron density and blowoff velocity are
parallel to the incident laser beam, we find

in the steady state that -X__
T
B= & Bf W

where H is the scale height of the electron temperature gradient perpen-

dicular to the radial direction:

H = Te/lv're\



4-29

As a rough model, we can take

4
B = 10 Te (V) /B pt0)

For example, at Te =1 keV, H = ZQ/An, we find a spontanecus field
of B = 500 kgauss,
To determine the effect of this field on the thermal conduction,

we can use the form of Braginskii for the transport coefficients:
o JelB =0)
= 2
P (Qee )

where j;lca is the electron cyclotron frequency. In our previous
22
» then

exanple, if he 10

et 234 1109 Q- 88%10%,  \+ (QehkY ~ 7

Hence the B-field reduces the thermal conductivity by a factor of 7.

Actually, a2 more correct analysis would use a thermal flux;

- — ‘(t — Kk.lsze}ﬂu)
oo Y Yle = Yearms $1VE

But the important result is that the presence of a very strong magnetic
field can significantly inhibit electron thermal conduction.
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4.3. SUPERTHERMAL PARTICLE TRANSPORT
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CHAPTER 5

DRIVER ENERGY DEPOSITION

We now turn our attention to the absorption of the incident driver
beam energy in the plasma corona surrounding the fuel pellet. The
details of this energy absorption process will depend sensitively on

the. type of driver:

laser beams; light absorption in plasmas
charged particle beams: slowing down of éharged particles in a plasma

other: hypervelocity particles, imploding liners.

5.1, LASER LIGHT ABSORPTION IN PLASMAS

Laser light can interact in a variety of ways with a plasma. The
simplest form of interaction is inverse bremsstrahlung or collisional
absorption of the incident light. We recall that bremsstrahlung
corresponds to radiation (photons) emitted when a charged particle
is decelerated, for example, an electron emitting a photon in a col-

lision with an ion:
o i
¢ =N

Inverse bremsstrahlung occurs when an incident photon is absorbed by

an electron in the field of an ion,



A simpler way to think of inverse bremsstrahlung is to consider the
motion of an electron in the oscillating electric field of an incident
electromagnetic wave (the incident light beam), As the electrons
oscillate in this field, they collide with ions, thereby converting
the directed energy of the oscillation into the random energy of

thermal motion, In this way, the incident light energy eventually

E

Lo ol

appears as increased electron temperature,

2

Since this process depends on electron-ion collisions, we might
expect that the strength of the absorption goes as the electron-ion

collision frequency:

But we know that q!ei ~s Te3/2. Hence as the plasma temperature

increases, the collisional or inverse bremsstrahlung process becomes less
effective. For example, for 1,06 pm light, To ~ 1 keV, Z ~ 3, the
absorption length uL—l is roughly 100 gum, Furthermore, we will show

14

that for large beam intensities (3> 10 W/cmz), the absorption also

becomes intensity dependent and falls as

A
—-[3’2

U A~
Thus, for high temperature plasmas and high intensity light, the classi-
cal absorption mechanism becomes quite ineffective.
Fortunately there are other absorption mechanisms involving the

coupling of the incident light into waves in the plasma:
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More specifically, the oscillation of the electrons in the electric field
of the incident light across a variation in the plasma density drives

a charge density fluctuation
S\’)Q = Yk (é*'.éosc) - (-f:.) ~ i(‘nac . Vﬂ(

wherenfp = eEL/mcﬂﬁ is the “quiver distance' of the oscillating electrom.

If the incident light frequencycoo is comparable to the electron plasma

frequency, then this coupling can resonantly drive electron plasma waves.
There are two sources of the plasma density gradient leading to

this coupling:

(i) the plasma blowoff: This leads to the resonance absorption process,

(ii) density fluctuations from other plasma waves such as ion acoustic

waves: This leads to parametric excitation,

In this section we will discuss both classical and collective light
absorption processes in plasmas, However it is appropriate to first
discuss the various mechanisms in which intense light can interact with

matter.

Interaction of Intense Laser Radiation with Matter

The electromagnetic energy density at the focal spot of a high
powered pulsed laser reaches incredible magnitudes. By way or orienta-
tion, consider the focal spot of a 1,000 joule Nd glass laser which
delivers this energy in a pulse of’lD'IO second duration on a focal
spot of area 10"4 cmz. Then some parameters characterizing this

focal spot are given below:



focused intensity: 1018 W/cm2

energy density: 3Ix 106 joules/cm3
photon density: 3 x 1025 Photons/cm3
. 10

Erms K 10" volts/cm

Brms : 50 Megagauss
average kinetic
energy of electron : 5 keV
oscilleting in laser
field

The energy demsity at the focal spot is well above the energy density
of electron binding to 2n atomic nucleus of 4 x 105 joules/cm3 (although
vell below the nuclear energy densities of 1011 joules/cms).

Needless to say, if this very intense laser light is focused upon
a solid, rather major transformations will occur. Not only will the
solid be vaporized, but it will be ionized as well, producing a very
high density plasma which will continue to absorb the incident lasér
light. The very rapid temperature increase at the surfaceof the solid
will cause the laser-produced plasma to blow off towards the laser
beam. This, in turn, will drive a very intense hydrodynamic shock

wave into the solid,

Heating without Phase Change: For sufficiently low light intensities,

7

I~10 W/cmz, the incident laser light will
merely heat the target surface without melting or
vaporizing it. The incident light will be ab-

sorbed (and partially reflected) within a skin

depth of the surface. This absorbed energy will
then be transferred into the interior of the

target by thermal conduction, i.e., as described

by
pc%t_f_ =« V*T{gd) + slet)

This equation can easily be solved for the temperature distribution in
the heated material, as shown on the next page for the case of laser

heating of a copper surface.
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Laser Induced Melting and Evaporation: For somewhat higher intensities,

Iw 106 - 109 W/cmz, the incident laser energy will actually melt or
evaporate the solid surface, One usually finds vaporization of the
surface as opposed to melting., The mechanism for vaporization depends
on the laser light intensity (the pulse width),

For longer pulses at lower intensities, I~ 106 - 107 W/cmz; the
laser light produces deep, narrow holes in the surface, There is very
little "blowoff" of the vapor produced at the surface, Typically, a
10 joule pulse delivered in a millisecond will produce a crater of
about 1 mm in depth,

For higher intensity but shorter pulses, I ~ 10° W/cmz, only a
small amount of the target material is vaporized., However this vapor
cloud or blowoff can interact with the incident laser light, absorbing
the light and shielding the surface, Since higher intensities produce
high pressures which drive the vapor away from the surface at high
velocities, the back reaction from the blowoff drives strong shock
waves into the solid target itself, By way of an example, a 10 joule
pulse delivered in 30 ns will only ablate ~ 1-3 microns of surface

material.

Laser Induced Ionization and Gas Breakdown: It has been known for some

time that sufficiently intense laser light can icnize materials. 1In
particular, the focal spot of a large pulsed laser is capable of creating

a "spark" in air--that is, producing gas breakdown The threshold of
this phenomenon is usually around I Av10 W]cm .

There appear to be two essential processes involved in such breakdown
phenomena: the production of an initial ionization and then the subsequent
growth of this ionization, The second process is easy to understand as
an avalance mechanism., If there are free electrons in the gas, they will
be rapidly accelerated to high energies by the electric field of the
incident laser light. In a very short time they will have achieved suf-
ficiently high energy to ionize other atoms and produce more free
electrons--and so on in a cascading ionization process.

The initial or "priming" ionization is more difficult to understand,

since the photons present in the incident laser beam have energies hy many



times less than the ionization potential of most atoms, For example,
it would take the simultaneous absorption of 43 €O, laser photons to
ionize a lithium atom, Such very high order multiphoton processes

are very improbable, Nevertheless, in the very high photon densities
of the laser focal spot, such a mechanism may be significant. Other
explanations for the initial jonization include the presence of impuri-
ties, and also a distortion of the atomic electron energy levels in

the very high intensity laser electric field which effectively lowers
the jonization potential.

Needless to say, the calculation of the laser light threshold at
which ionization occurs in a gas is rather complicated, and experimental
verification is difficult. Fortunately at the very high intensities
used in most applications ( » 1012 W/cmz), the ionization of the target
material can be regarded as instantaneous--regardless of the actual
mechanism involved, Hence one usually considers the interaction of
very high intensity laser light to be with a dense, low temperature

(~5 eV) plasma--that is, a fully ionized gas at solid-state densities,

Classical Analysis of Laser Light Absorption in Plasmas

The classical mechanism for laser light absorption in plasmas is
inverse bremsstrahlung or free-free absorption in which a photon is
absorbed by a free electron in the field of an ion. However a more
intuitive description of the absorption process would be to recognize
that the incident electric field of the laser light will oscillate
iree electrons (the ions will also oscillate, but their motion can be
neglected because of their much larger
mass). This directed energy of electron ' | NN
motion will be randomized and hence con- 4 @
verted into heat energy by dectron collisions @ - ‘e
with ions. In other words, the incident
laser electric field will drive electron cur-
rents, and the resistivity represented by electron-ion collisions will

lead to "“joule heating" in the plasma,



This process can be analyzed more qualitatively as follows: The
propagation of a plane polarized electromagnetic wave in a medium
can be described by Maxwell's equations (taking the propagation

vector along the z-axis and the electric field vector along the

X-axis): ¥ Eé?

%%zgjcg g
>

28 _ T4 L2E o
dz =M T st B 2
/

Here J represents the current induced by the electromagnetic wave in

the x direction. This current can be calculated if we consider the
motion of an electron in the electric field as described by its

equation of motion:

or for the x coordinate of the velocity, u,

mdd LU= -eE *
—d} wi (1}

Here fy%i is the "electron-ion collision frequency'" which has been
introduced as a phenomenological friction term in this equation, The

induced current density can then be calculated in terms of u as
J= . eu

To solve these equations, we seek a solution in the form of a plane wave:

F = E é\}‘ éi (\QZ-\-CD'O

Then we can solve (*) for the electron motion

w = GVE (ici) -’l)ei') ei (\Qz-\g)'t)

*x 'l)g?'
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and hence for the current density

T= () (gt

where it is convenient to define the plasma frequency

p]
oz & Vie
€ W)

If we substitute this current into the field equations, we arrive at
a relation between the propagation wave number k and the laser light
frequency €O --that is, a dispersion relation for the laser light pro-

pagation in the plasma:

@_%1= \ — Q*v 3(-\-\-1—?—:—)‘-

Since k will be complex in general, the incident light will be atten-

uated as it propagates. In particular, the index of refraction n,

n; =% ib % [@_ X Lﬁf——k (¥ (Valw) Y’z

is given by

while the energy absorption coefficient is given by
/
) 2 - Vs 1
Wz QTG = 22| § = 4y6% U-prOular |

where T R
6 el \"" ol s 2
QT+ Ve

Light Propagation in Plasmas: Before continuing, notice something very

important, If -%%;<< ) , the index of refraction is given by

;= ) — (@pld)?

In particular, notice that when Q((D?, n, is imaginary, This means



that light cannot propagate in a plasma when CD(OP « In most plasmas,
one finds a density gradient as shown

reflection

N L i o s = S

ec w

=Y

Since the plasma frequency depends on the density,
_ &%
CDP =
€M

the incident laser light from the lower density (''underdense') region can

only propagate up to the critical density Nec’ defined as that plasma
density for which @) = Dy . At this point the light will be reflected,
From a more physical point of view, in the underdense region where the
light frequency exceeds the plasma frequency, the electron inertia is
sufficient to keep the material current and the light propagates unaf-
fected. In the overdense region where the light fiequency is less than
the plasma frequency, the material current will oppose the displacement
current in the light field and the wave cannot propagate,

We will see in a moment that most light absorption in a plasma

occurs at or near the critical density, defined more explicitly as

2
e = ELMW,
f32

We have tabulated the critical density Nec as well as several other
parameters characterizing laser light of different wavelengths,

We should also note that since the index of refraction n; is less
than one, the light will be refracted away from regions of higher

density.
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Laser

3 -3
h v "
Type )\,S»\ m) v {eV) Q (g/en”) Ng.(em™)
. -2 22
hypothetical 0.17 6,2 12,8 x 10 3,9 x 10
" 0,20 7,3 9,3 x 1072 2,8 x 1022
" 0.23 5.4 7.2 x 1072 2,2 x 10%2
. ' 22 21
2nd harmonic 0.5 2.5 1.5 x 10 4.5 x 10
Nd
Nd 1,06 1,17 3.3 x 107 1021
. -4 19
2nd harmonic 5.0 0,25 1,5 x 10 4,5 x 10
co,
co, 10.6 0,117 3.3 x 1075 1019

Another important parameter which characterizes the plasmas
response to the incident laser light is the "quiver velocity™ with

which the electrons oscillate in the light's electric field:
e (W —Ve;
U, = -—-E _— Tk,
0 m=n DAY 2

We have plotted this versus laser light intensity for Nd and CO,

. I ‘ I
wavelengths 1010 l l L N. R, LIMiT

Limki Il]T[i

=
©

illll[i

[uo] cm/sec
1

3
%

‘L [I]l’il

167 | I | | t

i_d lll'“l'

1t Illl!’

4

1012 1013 1014 1015 1016 1017

1018
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Classical Absorption: The usual situation in a plasma is

(1) i< &, (dilute)
(11) Wp < Wy  (underdense)
Then we can simplify our dispersion relation as

a2
B - 9 (1) o - of g%

otC @

ke ~ (-\_%)e:)"z [\_‘_ AN Q&/@S@J&]

2 ¢l

Hence the absorption coefficient can be written approximately as

U= 2 TSk} @1 JZJF{;F/@ Ca 2 ’7)&

If we now substitute in an explicit form for the electron-ion collision

frequency, we can write the absorption coefficient characterizing

inverse bremsstrahlung as

¢ = LETNN N
'3§f\cwz(2wM\QTY’1 L

Let us examine this expression in more detail, For fixed plasma

density Ne and temperature Ty» it appears that W~ yc,:);L ~ )\:' , and
hence we might expect that longer wavelength radiation is absorbed more
effectively. However this is a misleading comparison since most absorp-
tion will occur near the critical demsity Nec corresponding to a plasma
frequency 03b==60°. It is therefore more illuminating to rewrite the

absorption coefficient in an alternative form

&
gz e

wheregg = Ne/Nec and Hbc is the absorption coefficient characterizing

NS

W =

the critical density,

Voo = L 2 (Ne=Nec)
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Actually, «,, 1is the most appropriate measure of the effective absorp-
tion coefficient for a given wavelength light. Since the collision
frequency behaves as

ﬂ)ei_ fad ‘0(!

—

-réskl

it becomes apparent that W@gfdil, ‘Hence the effective zbsorption length

decreases rapidly as the wavelength of the laser light decreases (see

the Figure on the next page),

The thickness of the plasma cloud surrounding the targer is chara-
cterized by its 'scale height" H, that is, H essentially characterizes
the plasma density gradient.. For an
exponential density profile, H would
appear as the e-folding length: Ne e—-CK"(c\/H

Ne b‘\ = Nec € (X—XQ/H

L.

It should therefore be apparent that for effective absorption to
occur, one must have a plasma scale height H comparable to the absorption
lengthﬂd;;tcat critical density, More precisely, Kidder has shown that
the scale height corresponding to an optical thickness of unityis

“c:‘ % QOc,

If we estimate the time necessary to blowoff a plasma to this scale
height by assuming isothermal expansion of the pPlasma surface into

a vacuum, then we find

_ W o
-

where c, = (ZkTe/mi)l/2 is the isothermal

speed of sound in the plasma. We have

SRRASLENRN

plotted these times for various wavelengths

NN\

in Figure . These calculations suggest

that one would not expect classical absorp-
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tion to play a significant role for 4 ns pulses for wavelengths

A7 4’;Am (e.g., for C02 wavelengths), These expectations are con-
formed by numerical calculations in which a 4 ns pulse is incident

on a slab target, In Figure = we have plbtted the percentage of the
incident beam energy which is absorbed by the target versus wavelength,
It is evident that classical absorption is negligible for a,% %}Am-—
indeed, it has dropped off appreciably even for Nd wavelengths (I.OQAAm),
By way of contrast, the absorption is quite strong for short wavelengths

(e.g., a uv laser),

Nonlinear Bremsstrahlung: There are many modifications that can arise

in this simple picture of absorption in plasmas, For sufficiently low
temperatures, bound-bound and bound-free absorption can occur. At
higher intensities, the strcng electric field of the light will distort
the distribution of electron thermal velocities, hence modifying the
collision frequency Q)ei anc leading to a dependence of the absorption
coefficient V_ upon the light intensity I (“nonlinear bremsstrahlung").
This occurs at light intensities at which the energy of oscillation
of the electrons in the 1igkt beem electric field is comparable to
their thermal energy,

If we define the "quivering energy" of the electrons in the light

field as Q.Ez ’
- — Yle&bms __\ &7 .(gazfj]f) =
QUE. = 2 wwz 2 wmd*\ ¢ ~ et

then nonlinear bremsstrahlung occurs when

QE. ~~ kTe

For still higher intensities there will be relativistic corrections to

K which occur when

QE. ~ mec2

The threshold intensities for these effects can be calculated as

shown below:
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Model Problem:

deuterium:

Py = -2 g/em
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Laser type Nonlinear Bremsstrahlung Relativistic
Nd (1.06 pim) 107® W/ cn? 1018
CO, (10,6 pim) 104 10%6

Although the detailed calculation of the effect of intense light
on the electron distribution function feC!J and hence the collision
frequency is cumbersome, a crude estimate for very intense light

can be obtained by replacing

Z
Z 2 Z
\?Te =Wl = wmuw = & Eo
‘ ' ww?
in our earlier expression for the absorption coefficient so that

Ne k);"Z?e” w
Ewe BES ¢ o

Notice, in particular, that this suggests that for large intensity I,

W —

A more thorough calculation yields the form of the absorption

coefficient as

_ o EZENNL WA\ e
“ Sefc:cal()hm\éﬂ%( \0{)

where F(cA) is a high intensity correction factor to account for

nohlinear bremsstrazhlung which takes the form:

Flo) = 4% [JTE evfix — Qe_d]
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where o< _ X _ Y
B :IhL.—- :2CVH|ogc¥i1é

Although there is little doubt that such effects can be present,
direct experimental evidence is scant because of the presence of
a variety of other processes that set in at lower beam intensities,
In any event, the strong temperature dependence of the inverse

~3/2 » implies that this will not

‘bremsstrahlung process, W - Té
be a strong absorption mechanism in the higher temperature plasmas

characteristic of laser fusion targets,

Resonance Absorption

When light is incident on an inhomogeneous plasma, electrostatic
waves are generated whenever light has a component of the electric
field‘E'along the density gradient EZIL In particular, when p-polarized
light (with‘E_parallel to the plane of incidence) is incident obliquely
on the density gradient, then the component of the light E field parallel

A,

SIS

to the plasma density gradient can drive electron plasma waves,

Near the critical density, the electric field becomes very large and
will resonantly excite these waves. Hence one finds an energy transfer
mechanism from the light into the waves, and eventually through the

damping of the waves into the electron temperature;
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oblique . electron _ electron
light “ plasma “ temperature
waves
resonance wave
absorption damping

(Note that if the light is s-polarized, with E out of the plane of
incidence, there will be no coupling to the plasma waves.,) This

process is known as resonance absorption, It is now felt that this
is the dominant mechanism involved in the absorption of laser light

in daser fusion applications,

A Simple Model of Rescnance Absorption (Kruer): Consider a nonuniform

plasma driven by a uniform electric field of strength Ed’ frequency

We can combine Maxwell's equations

VE=4, R+Y-I=0
V- (43 +28)=0
” %% -\~4W§ = <§ -\-4T1’§>

where the average represents the spatially independent component. We

to find

neglect ion motion and linearize to write
J=—en,lz)u

where W is the oscillation velocity, If we differentiate with respect

to time and use the linearized equation of motion, we find

'a;g A+ o, 2~ (DE + vﬂ [cape (2) - el z)>j\Ex Cos@st

Next, we take a field E~ et

L= o (2) By

C,O:'—wp: (2) X Ve W,

i ed
°t to find a response
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If we assume a linear density gradient
Nn(z)

n(z) = n.. z/L

wWe can compute the power absorbed from the

driver field:
g = f E zAz = @ LES
23\ D

Notice in particular that the collision frequency cancels out, That is,
the amount of resonance absorption is independent of the detailed
damping mechanism, (This is a bit similar to resonance absorption

in neutron capture, since the area under the resonance remains unchanged,)

Oblique Incidence: In the more realistic case, the light is incident

obliquely upon the plasma density gradient as shown below:

| kzé‘ i

)

The dispersion relation characterizing the light wave is
. 2 A
W2 = pr + Q2P0 + k2
° Pe (8 2
The maximum distance of penetration occurs where kz = 0 or

V%:==quccao§2€9
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For p-polarized light (in the y-z plane), there is a component of the
electric field vector, E" » along the density gradient, To analyze

this, we need to compute this comporent and then use it for Ed in

our earlier modeled problem result., Kruer shows that the component

of the electric field which drives the resonant process is
. EO . 2 H . 2 :l
-y = S -& Wy &
[a E“ (w_p_\_-\yylé swnb expi 3 Sl siv
c

where H is the scale height, assuming a linear density gradient

proportional to (1 - z/H). He computes the fractional absorption as

f=L1P | c=leiVsno

where the function Qﬁft)is given approximately by

~2/z73
PlDYZ 23176 fie o

| 2

W

Notice in particular that the resonance abosrption
vanishes at © = 0 (corresponding to normal inci-

dence), since there is no component Ell
Furthermore, the resonance atsorption is very
» Since the light is turned too

small for large &
far from the critical demsity n,.

NN WNONNNN N

|
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The range of angles, [&é}, for which there is appreciable absorp-

tion depends on the scale height,

H > A absorption only for narrow range AG
H < 10 absorption for broad range AQ
A o

More precisely, the dependence of the absorption fraction on the

scale height is indicated below:

t

]

k=100

i N
St 39 10 AG~ (L H)%

k) 1

20 40 60 80

Nonlinear Effects: Although the resonance absorption process is basically

linear, there are some nonlinear effects that become important at high
light intensity, Two dimensional plasma simulations have shown that
the resonantly driven wave field grows to sufficient intensity that
electrons can be azcelerated through in one oscillation period. This
phenomenon is known as "'wavebreaking"”. It leads to electron trapping
by the localized oscillating field and the production of very high
energy, i.e., superthermal, electrons.

A second nonlinear effect of some importance is the effect of the
incident light on the plasma density gradient, The ponderomotive
force exerted by the beam (the light pressure) can dam up the plasma
flow, thereby steepening the density profile and reducing the scale
height. We have noted that this can have a significant effect on the

range of angles over which significant absorption will occur,
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The incident beam can also cause a two-dimensional “rippling" of the
critical surface,
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Parametric Processes in Plasmas

The incident laser light can interact with the normal modes or waves
in a plasma in a second way, The incident light wave can couple together
the natural modes or waves in the plasma in such a way as to drive them
unstable. These instabilities will then grow until they saturate in a
turbulent state, This turbulent state of the plasma will then be
characterized by enhanced values of transport coefficients such as
those characterizing absorption, heat and charge conduction, and electron-
ion energy transfer.

For example, the incident light can couple together electrostatic
modes such as electron plasrma waves and ion acoustic waves.in such a
way as to lead to enhanced ebsorption of the incident light in the
vicinity of the critical surface. The light can also couple into
electromagnetic modes and excite instabilities which lead to an
enhanced reflectivity of the plasma.

These phenomena are exzmples of a parametr’ - excitation process.

More precisely, parametric excitation involves the amplification of the
oscillation of a natural mode of a system due to a periodic modulation

of a parameter which characterizes the system, Perhaps the most

common example of this is the child on a swing. 4 A
The natural frequency of the oscillating motion L
of the swing is determinecd by the mass and the ) ‘
length of the rope. But the child can influence I
this motion by kicking his feet in such a way as " l

!

to change his center of mass--that is, he can
change the effective length of the swing and hence %Z_‘_Sfe_zo
the frequency of the swing in a periodic fashion,
; ; =" (l+ecesat)

If he kicks at:a frequency just double that of the Q €
natural frequency of oscillation, then he can amplify the motion of the
swing. In this case, the parametric excitation appears through a modu-
lation of the frequency paraneter,

In a plasma, there are a variety of different natural modes such as
electron plasma waves and ion acoustic waves, which depend on parameters

such as density and temperature. Since these latter parameters can be
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modified--indeed, modulated--by the electromagnetic field of the incident
light wave, it is not surprising to find that parametric excitation can
play an important role in the interaction of laser light with plasmas.

A variety of different coupling processes can occur involving both
electrostatic and electromagnetic modes, These are indicated sche-

matically below:

Electrostatic modes:

Decay mode B,

Oscillating two stream AN

Jackson-Goldman

Electromagnetic modes;

Stimulated Raman scattering AN Wy~ Uy
W
Y
e, L

Stimulated Brillouin scattering ~~~r> DD
o

These are all examples of 3-wave processes in which the coupling involves
three waves. There are also 4-wave and higher order processes which can
occur, but which are usually of secondary importance in laser-plasma
interactions.,

The most general type of 3-wave interaction process can be

represented schematically as shown:
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pump
W, e,
LR
Q%.hz signal
1 ™.

where we have employed the usual terminology of parametric amplifiers
in electrical engineering by referring to the driving force (e.g., the
incident light wave) as the "pump", the lower frequency natural mode
(e.g., an ion acoustic wave) as the "idler", and the higher frequency
natural model (e.g., an electron plasma wave) as the "'signal'',
Such parametric processes are characterized by several general pro-
perties:

(i) A matching or “resonance! condition among frequency and wave

numbers must te obeyed for strong coupling:

o~

(ii) Since all natural modes of oscillation are damped, the driver
or pump amplitude must exceea a certain threshold intensity
to drive the modes unstable. These modes will then grow in
amplitude with a certain growth rate as they absorb energy

from the pump.

(iii) The final frequency of the amplified oscillation is determined
by the pump frequency rather than the natural frequency of the

modes. This is referred to as "frequency locking".

The general approach to analyzing parametric coupling plasmas in laser-
plasma interactions is to first recast the equations characterizing

the modes of the plasma into a form in which the parametric excitation
is explicit, These equations are then analyzed in the linear limit to
determine the thresholds on the pump amplitude for the onset of
instabilities, and the growth rates of these instabilities. The

more complex analysis of the nonlinear evolution of the parametrically
driven modes and their eventual saturation in a turbulent state requires

the use of plasma simulation codes,
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Single Mode Analysis; To be more explicit, consider the case of a

single mode parametric process, that is, in which both the idler and
the signal are the same mode.  The oscillator amplitude X(t) satisfies
2
’;‘Y,z(—,,ar QY‘i% +(F =0

where
L= frequency of oscillation

" = damping coefficient

The parametric excitation is introduced 2s a modulation in the

frequency:

P = 2 (1-2e coseat)

where we will refer toﬂc, as the natural frequency of the system in
the absence of the modulation,

If we use a variable substitution

X ="t YE)

Sl 20 -2econf) ¥ =0

--a differential equation with periodic coefficients, This is a

we find

special case of Hill's equation known as the Mathieu equation, A
theorem due to Floquet indicates that the solution to this equation

will have a periodic form )
Y(4+2) = e Y()

The usual approach to the analysis of such parametric processes
involves perturbation theory. If we assume:
(i) weak pump (linearization): €&€<< 1
(ii) small damping: r‘/ﬂo <<\
we can simplify the analysis considerably, We begin by introducing a

X = ;{,ﬁ, dad g-iot A()

Fourier transform:
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If we now transform the differential equation, we find

DI X(w) = €Q2[Xlw-co)+ Ylwra,)]
where D(CJ) is a dispersion relation

D) = -*- 2 T+ (124 Pl)

which would characterize the natural oscillation of the system,

We can now study two cases suggested by Floquet's theorem:

Case 1: (‘)O =4 QQO

If we look at frequencies(.o'vﬂ.o, then

and is resonant with the natural oscillation frequency 57.0 . But

W~ 3L,
which is off-resonance. Hence we can neglect X(() *¥Wp) as an off-

resonance term and consider only the coupling of X(¢)) and X(Q)..wo):

D) X (@) = €2 Xlw-cd)

In a similar fashion, we find that X((_,),o.)o) satisfies
2
Diw-ule) X(w-c0) = ¢ Klw)

where we have neglected X(w-’lula) ~ X(-3 .Qo) as off-resonance,

Combining these, we find the dispersion relation

D) DW-w) = 2QA

Now recall

DIR) = ~ed?= Ai Ve v (24 T7)
- (caJ(SZOJfLT‘VLo-Qo*iVB
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If we use the fact that C-J'VQO and P/.Qo << » We can simplify
this to

D(@) v 29, (2 -Q,+iT")

Similarly

D(@-3,) ~ A9, (-t DpetiT)

Ll

Thus our dispersion relation becomes

3
(0-QeiT) (0- 0~ A L T) + L - o

where we have introduced
A= o)o—'lﬂo =frequency mismatch
Let us now write

Q:(Qo-\-x\-*- (‘.7’

Here, y positive would imply an instability in the mode, If we

separate real and imaginary parts,

(-8 ly+T Y+ €XTA =0
(Qx-8) [y + ) =0

we can identify two different types of solutions:

(1) \/-:-_ =" ==> damped oscillation with frequency X:XQ—E&"\'—JALG-LQQ

21 2
This makes sense only when A > Gzﬂ . But A= (A)Q"?.Qo

Hence we require 2

(0,29, 7, 242,

that is, & sufficiently small or frequency mismatch A suf-

ficiently large.
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(ii) XT—AIQ Now we find
(33(1):: X+ :1‘33015L

Notice that this is a "frequency-locked" situation since it

does not depend on the natural frequency, We also find

‘1:: ""17ij% déﬁf}E‘-[&l )

which makes sense in the region
2 2
6521:2;2'77 [;l or e§%§2° 7 (Lao—{2§2;\

From our expression for y we see that one of the modes is
less damped than the natural oscillation (the other mode is

more heavily damped), The less damped mode becomes unstable

when
Q- N> 4T
. &> AQ'*A:Y‘Z

2.
o
Thus we have a threshold condition on the pump intensity

for instability. Notice that for zero frequency mismatch,

we have the minimum threshold.

This is the simplest example of a parametrically excited instability.
The maximum growth rate Ynax of the instability is obtained when l& = 0.

The corresponding threshold is found by setting y = 0 in (*)
CEpiny = QY‘/QO

Also
€

22,
ke can repeat this analysis for the case CDO";SZO .Once again

one finds two types of solution--one damped and one “frequency locked"

Yoy = — I

with an oscillation frequency no longer dependent on the natural frequency

but rather on the frequency mismatch.
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Coupled Mode Parametric Excitation: The situation of more direct

interest to 3-wave processes is the coupling of two natural modes

by a pump mode, as described by

%%L 4+ 27 3{. Az ((D?“\'“%XL\’\ = N 'Z@\(&)

35%’- + Al 3“{ + @RTYE) = u ZE ()

where the pump is given by

Z(t) = 2 Zo cos Qoot.

It is customary to assume, without loss of generality, that CD‘(<G)2'
The analysis of these coupled oscillators was first given by
Nishikawa (J. Phys, Soc. Japan 24, 916 (1968) and applied to analyze
the interaction of electromagnetic waves with plasmas, The perturba-
tion analysis of this problem, while quite similar to that of our
previous single mode example, is cumbersome, and so we will only dis-

cuss results here. For the frequency matching condition

we can again Fourier transform to find the dispersion relation

\ 1
D‘(,(;)\ = )\/Mzg [D_L(w*“)o\ ¥ thcb—@a;l

where
N, § . z) . —
Do) = -~ A Lo+ (W T12) ; s=12
A perturbation analysis of this dispersion relation indicates two
classes of solutions. Both cases can be driven unstzble, but in one

of these cases there is a nonoscillatory solution,
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Application to Electrostatic Waves in Plasmas; To apply these results

to the parametric excitation of electrostatic waves in a plasma by

an incident laser beam, one must first transform the relevant
equations describing the laser-plasma interaction into the form

of the coupled parametric oscillators, One typically assumes that
the laser beam is represented by a uniform electric field oscillating
at a frequency comparable (but greater than) the plasma frequency.

The dynamics of the plasmasre represented by the coupled hydrodynamics

%2—0% ‘_&r-}g‘;ﬁr ﬂﬁ’gz- Ur =0

;E ___T AQT KN )pr %I}ﬂq..g -—-1Jo-ﬂq~L_\a~

equations:

\M(r ar -

E= 4“’280-‘00- =g,
a
These equations are then linearized about a spatially homogeneous
part (oscillating with the applied field), and averaged over the
high frequency motion of the electrons, The resulting set of equations
then takes a form

32%{‘* y%%f + @ Nelf) = 1§ L E mild)

2 0 Wi W) = -1 L, )

W

which is identical to that of the coupled oscillator problem, and the
results of the analysis of that problem can be applied directly,
More specifically, the dispersion relation for 3-wave parametric

coupling of electrostatic waves becomes
2 2 |
2, N — L2
(@ Q- ) = r, O \8‘&0 [{Q ~D, Y Qg & (Ve (13-Wy)

4

1
(W2~ D + (Ve (134 )

il

where d

o e electron "quiver" displacement

K)._(

W\UD
o =g x Ve

&2‘ electron plasma wave frequency

éf
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Yo, o\
(J~)' = ""“""3 4 k 3 5
" W; ion-acoustic wave frequency

Several assumptions have been made in deriving this dispersion

relation:

(i) weak pump: k(&o <<‘
(ii) near critical density: Wy~ Wp

If we confine our attention to low frequency modes, &) <<(D° , and
solve the dispersion relation for &= C‘Jr+ i ( , we can determine

the threshold for instability by setting (= 0. There are two cases:

(i) Decay mode instability; p>7 Ve) Wy~ (Jf-\-&)\q

Then we find 7—A 2
Vi Qg Ve W ~ z\\;@#@o"\‘l

If we note that the light intensity is given by

. 2
L=1cnek,

we can compute the threslpld for the parametric decay mode insta-

bility as

Tow= Al (EVEY = 2(L)EN T

where we have defined the laser light intensity at which the

quiver energy is equal to the thermal energy as

Ty = 2n;c Np (ke Te)

(ii) Oscillating two-stream instability: c,:),‘,: O) \/"—‘-O
Then

1
212 !l 2w F-Wy _X
— i~ ‘\r Q"t Do 2 (W Vo2 2

(Note that this implies that we must have @), < «ygp ) The mini-

mum threshold occurs at

€~ Qé = Ve Wy
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1 12
Then wm Ve o:) Z\(,'QD% (QPZ‘ ") Ao

T = 2(%) T,

Notice that these thresholds depend on the damping of the waves. For

which yields

the ion-acoustic wave, one can write

%ﬁqg@+ (—Tﬁ: 348&0(’%%)

while for the electron plasma wave

“w - %i iy JQ \am}\l)\ exp (“ ‘2 me’“’\%

pg

Here, kmax is the wave number of the fastest growing ion acoustic mode

e T+ (T W)

Several comments are of interest:

(1) For the case of equal electron and ion temperatures, Te =T.,

i
we find ’):/w In this case:

\Q‘

12S ~AJ IDM

(ii) In the case more typical of laser fusion plasmas, Te > Ti'

Then !
CJ:& < < ‘

and we find
s >> Ipy

(iii) For k/kD L1 ( Rod? }\D), one can ignore Landau damping of

the electron plasmas waves to find

g/ Vei o2
mov %occ L~107]

Then the threshold for the decay mode instability becomes quite

low;

I ~ 107371

DM th
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One can also use these dispersion relations to calculate growth rates:

Decay mode: waq. 3 NN [\ ('ké Y_X
Two-stream: Ywmax = lg‘_@oe [%g‘ UQAOY.]\@

Notice that in both cases, the growth rates scale as

v
Xv-\oq. ~ LS

The implications of these results are important. Consider laser

light incident upon a density gradient as shown:

N, A

Nee |[———— G

Our analysis indicates that parametrically driven electrostatic
instability will occur near the critical surface. The minimum threshold
for the excitation of these instabilities occurs for Te > S Ti and

for N~ n .. Then the damping is collision in nature and we find
that the decay mode instability has the lowest threshold which scales

as
3/2
T ns ~/ Bee < < Iy

—

T 1/2
e
A brief table of the minimum thresholds for various types of parametric
instabilities and laser wavelengths is given on the rext page, along
with a sketch showing where each could appear on the plasma density

profile.



5-33

Stimulated Scattering Processes: The incident light wave can also para-

metrically excite electromagnetic modes of the plasma leading to a

stimulated scattering of the light back out of the plasma, Of most

interest are:
Q‘J Qiq
Stimulated Brillouin scattering; ANAAS> Wy~
LA

W, —p? s
AAAAAD wo“ﬂet

Stimulated Raman scattering:

The frequency matching conditions imply that these processes can occur
in the underdense region if there is a large scale height in the

blowoff plasma:

e 4

Oee

/

This is particularly serious since stimulated scattering processes can
scatter back the incident light before it can penetrate into the criti-
cal surface where the most effective absorption (resonance or parametric)
can occur. Brillouin scattering is the most serious, since the fre-
quency matching condition 600 AJ(%mﬁ+dh1 allows it to occur over a
large region of the underdense plasma. Plasma simulations and experi-
ments have indicated that nearly all of the energy of the incident
light can be transferred to the scattered wave if conditions are
right.

Several remedies have been proposed to circumvent this process.
For example, one can avoid building up a large scale height plasma
corona surrounding the target., An alternative approach is to modulate
the frequency of the incident light (e,g., generating a random frequency
by passing the light through a filter before focusing it on the target)
in such a way as to increase the effective threshold intensity for the

stimulated Brillouin process,
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5.2. CHARGED PARTICLE BEAM ENERGY DEPOSITION

Electron Energy Deposition

When electron beam drivers are used in inertial confinement fusion,
the incident electron beam deposits its energy in the electrons in the

outer regions of the target. These hot electrons then equilibrate with

the ions in the target: C—

|
).

Several energy absorption mechanisms are of interest:

(i) collisional absorption
(ii) modifications due to beam magnetic fields

(iii) anomalous energy deposition due to collective (beam-plasma)

effects,

Classical (collisional)

At low target temperatures and low beam current, electron energy
loss is primarily through binary collisions with target electrons. fs
the target becomes a plasma, one must account for: (i) changes due to
electron shielding at close range, and (ii) excitation of plasma waves
(Cerenkov radiation).

More precisely, the possible interactions of an electron beam
of energy E~s 1 MeV incident upon a target can be tabulated for both
low and high Z targets as shown below, Here we have ranked the
various energy deposition mechanisms in order of importance and given

crude estimates of their fractional contribution to the overall beam

energy deposition,
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mechanism low Z target high Z target
ionization highest (1) 2nd (0.5)
elastic backscatter 2nd (0,1) highest (1)
by nucleus
inelastic scattering 3rd (0,1) 3rd (0,1)

by atomic electrons

bremsstrahlung lowest (~-0) lowest (0.01)

One can write the energy deposition formula as;

QE' = QE' + QE. + d
dx Xlionization X scattering d remsstrahlung
(electrons)
where
- - An Nz, (E+ﬁne>(g,>*zﬁl€z]
dx-onization 8 T T 5
2] - iz [ B2 1 Ly, @]
d cattering
AN
o - 4w B2 2 [Ed) L]
remsstrahlung
Here W\(,(‘,'2 :O.S\\ MQVJ Q:V!CJ 4“T°2= \O-iq‘cw\l

In particular, for relativistic electrons slowing down in a 1 keV plasma,

one finds Cit
AR

For solid density, dE/dx ~ 1 ¥eV cmz/g. Hence the range of a 1 MeV

~ d 5'9 MeVlewm

electron in solid density DT is several centimeters. But the pellet is
of the order of millimeters in diameter. Hence classical absorption is

insufficient to absorb the driver beam energy.
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fagnetic Field Effects: The magnetic field established by the beam can

alter electron trajectories--if it can penetrate the target:

7,

Z

In the Mgauss fields of the beam one finds a Larmor radius of 0,01
to 0.1 mm., Hence electrons can be turned around and trapped in a
layer of the order of the Larmor radius., But first the magnetic
field of the beam must penetrate the target. This takes some time.
In a time T , one can estimate the penetration distance of magnetic

field diffusicn into the target as

S~ 100 (T IaN® T

For example, if t:~'1040, then the penetration distance is only 1-0.-4
cm--far too short,

If anomalous resistivity is present (due to plasma turbulence),
the penetration distance becomes larger. There is some hope that a
two-stream instability induced by the return current in the target
will have this effect, This has been observed experimentally, but it
does not appear to be a strong effect, In fact, the coupling of the
incident electron beam appears to be only 3 to 5 times that of the

classical coupling.

Anomalous Effects: As in the laser-plasma interaction, there is some

hope that the incident electron beam will excite plasma waves which
will interact with the beam electrons, leading to more efficient

energy absorption in the outer layers of the target:

Unfortunately these beam plasma interactions are still not adequately

understood.



5-37

High-Z absorption Targets: One Temedy to the absorption problem is to

use a layer of high Z material such as gold to shorten the energy
deposition range, Unfortunately, this leads to a new problem since
the bremsstrahlung generated by an electron beam incident upon a high

Z tartet is appreciable:

Fraction of incident energy converted into Bremsstrahlung

Z 1 3 29 79
1 Mev .001 .002 .027 .082
10 Mev .01 .02 16 .33

The importance of this is dpparent when the mean free path of the

bremsstrahlung radiation is noted:

bremsstrahlung mfp

material 0.1 MeV 1 MeV
Al 2.2 cm 6 cm
Pb 0,17 1.25
DT 35 96

Hence it is apparent that the bremsstrahlung produced during beanm
absorption in the high Z shell can penetrate into the target, preheating

the inner shell and the fuel:

hté‘n Z
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More detailed calculations indicate that for a 5 MJ beam input

Electron energy 1 MeV 10 MeV
% bremsstrahlung 8% 33%
Tfuel eV 10s of eV

Several possible 'cures” to the bremsstrahlung preheat problem have

been proposed:

(1) using multi Z layered targets

R 7/A

(ii) attempting to shorten the electron range, taking advantage

of target designs which facilitate diffusion of the beam

magnetic field

(iii) developing target designs which produce internal magnetic
fields (see Chapter 8)

Summary: There appear to be many problems with electron beam driver
energy absorption:

(i) long electron energy deposition range (implying the necessity
of massive targets)
(ii) bremsstrahlung preheating (implying inefficient compression)

(iii) the relatively long pulse width of the driver beam
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Light Ion Beams

The classical energy loss of a fast ion in a plasma is given by

%\
R

2y 6(7)]

where

y= uZ[2vd,
2yl = Ply) -y $')
by = erfly)

Only the electrons are effective at slowing down the ion, For plasma
temperatures of roughly 1 keV and deuterium ions of incident energy

1 MeV, one finds

Cxx: 4%;{&%%; e vqe‘;{z(gy\rQ\ ( -r'33ﬁ.
~ 328 108 NE Q
T2

Hence, once again we find a relatively long range.
There is yet another common problem with both electrons and light

ions--the absence of a critical density., We recall that in the case

of light absorption, most of the absorption occurred in the neighborhood

of the critical surface of the plasma where the plasma frequency was

equal to the light frequency, However there is no analog to the critical

density characterizing electron and ion penetration, Hence the energy
Y g p

deposition will occur over a large region of the target:
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<

The importance of this difference is thatxbellet compression by electrons
and light ions becomes very sensitive to pulse shape. If the incident
beam energy is too large or the pulse is too long, the implosion will
occur prematurely, before all of the beam energy is abscrbed. 1In
the opposite case, the implosion will occur too late, It is very
difficult to synchronize the implosion process.

There is a second serious problem, Ions will deposit most of
their energy at the cold temperature front, causing a heating wave

to penetrate in preheating the fuel and reducing compression.

Heavy Ion Beams:

The slowing down of heavy ions is well described by classical
theory, although the stopping power decreases somewhat with increasing
plasma temperature, In this case the incident beam ions heat target
electrons, and then these electrons transfer their energy to target

ions:
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The range of heavy ions scales as

A
éamnae ';Zi ';;

Hence even for high energy iomns, e,g., 103 MeV, the range is well under
0.1 mm, Although nonclassical (collective) effects may be present,
these are not expected to degrade the absorption process.

Hence the big advantage of heavy ion beams is that they are
readily absorbed in very short distances by classical mechanisms.
One is not forced to depend on anomalous processes to facilitate

the energy absorption in the target,
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CHAPTER 6

CCMPUTER SIMULATION*

Introduction

The successful development of the laser-driven
fusion concept of the controlled thermonuclear
reactor'™ depends on understanding many time-
dependent coupled nonlinear processes typically
represented by the plasma hydrodynamics equa-
tions and various other transport (Beltzmann or
Fokker-Planck) equations. It is the carefully pro-
grammed coupling of laser light into the under-
dense plasma, conversion of the energy to an
electron thermal conduction wave, and finally,
conversion of thermal electron ensrgy to hydro-
dynamic motion that sets the stage for the spheri-
cal implosion process that ultimately leads to
very high adiabatic compressions (Fig. 1). As the
spherical shock waves converge to the pellet
center with a velocity in excess of 3 X 10" em/s,
they shock heat the central regicn of the com-

3. NUCKOLLS, L. WOOD, A. THIESSEN, and G. ZIM-
MERMAN, Nuture, 239, 139 (1972).

). CLARKE, H. FISHER, and R. MASON, Phys. Rev. Lett.,
30, 89 (1973).
”97;1; BRUECKNER and S. JORNA, Rev. Mod. Phys., 46, 325

pressed pellet to 4 to 10 keV and thermonuclear
burning results. This burning self-heats the cen-
tral region to over 20 keV, and a supersonic burn
wave propagates outward from the pellet center,
heating the surrounding, cold, adiabatically com-
pressed plasma by redeposition of charged
particle deuterium-tritium (DT) and deuterium-
deuterium (DD) reaction products. As the sur-
rounding plasma heats, it begins to burn, thus
driving the burn wave (Fig. 2) (Ref. 4).

The success of this scenario depends sensi-
tively upon many details of the implosion and
energy transport process. During the implosion
process, -the plasma can be divided into three
spatial regions, as shown in Fig. 1. The outer-~
most region is bordered by the outer edge of the
plasma and the critical density surface where the
electron plasma frequency is equal to the laser
light frequency, 10" em™ for 1.06-pm radiation
and 10 ecm™ for 10.6-pm radiation. In this
region, laser light is absorbed or reflected from
the plasma, with most of the action taking place

“G. FRALEY, E. LINNEBUR, R. MASON, and R. MORSE,
Phys. Fluids, 17,474 (1974).

*Much of this chapter is taken from a review paper:

Nuc. Sci. Eng. 64, 49 (1977)

G. Moses,
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Fig. 2. Temperature profiles at different times during the
propagating burn of a compressed pellet core.

near the ecritical density surface. Laser light
absorption is typically characterized as classical
(or inverse bremsstrahlung) absorption and anom-
alous absorption. Anomalous absorption can re-
sult from many different wave-wave couplings,
with the most popular being resonant absorption, a
coupling of the laser electric field with electron
plasma waves.® This requires non-normal inci-
dence of laser light on the electron density gradi-
ent in this outer, or corona, region near the
critical density surface. Since this electron den-

5]. FRIEDBERG, R. MITCHELL, R. MORSE, and L. RUD-
SINSKI, Phys. Rev. Lert., 28, 795 (1972).
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Fig. 3. Path of light ray af oblique incidence to the radial
density gradient of a spherical pellet.

sity gradient also refracts laser light, there will
be an optimum angle at which resonant absorption
is maximized (Fig. 3) (Ref. 6). In actual practice,
this resonant absorption process cannot be seli-
consistently determined within a laser {fusion
hydrodynamics calculation, since the lime and
spatial scales are far too small. Instead, the
results of numerical plasma simulations and ex-
periments are used to provide a recipe for deter-
mining the amount of energy absorbed through
resonant absorption.
process also leaves its energy with very few, very
energetic electrons.” These so-called supratber-
mal electrons may be 10 to 100 times hotter than
the thermal background plasma and consequently
possess mean-free-paths (mfp) that are very long
in comparison with the gradients in the thermal
plasma. In the corona region, these suprathermal
electrons are presumed to give rise to fastjons
that are observed in laser-plasma experiments.B
Those hot electrons streaming inward from the
critical density surface can stream ahead of the

6]. HOWARD, “Classical Energy Deposition and Refraction
in Spherical and Planar Laser Fusion Targets,” UWFDM-188,
University of Wisconsin (1976); also submitted to Nucl. Fusion.

7R. MORSE and C. NIELSON, Phys. Fluids, 16, 909 (1973).

8T. TAN, G. McCALL, A. WILLIAMS, D. GIOVANIELLI,
and R. GODWIN, Bull. Am. Phys. Soc.,21, 1047 (1976).

The resonant absorption



ablation front and preheat the compressing pellet
core (Fig. 1). This results in a degradation of the
jmplosion process.9 Therefore, it is very impor-
tant to correctly treat these suprathermal elec-
trons, with regard to both their origin and their
transport, if a hydrodynamics code is to properly
model the behavior of current experiments or
predict the ultimate success of laser fusion.

" In addition to this nonhydrodynamic coupling of
laser energy into the plasma electrons, there is
also a contribution to the hydrodynamic pressure
due to the presence of laser radiation near the
critical density. This so-called ponderomotive
force, due to the intense radiation field, can sig-
nificantly alter the electron density gradient pro-
file near the critical deusity surface and, thus,
can affect both classical and resonant absorption
processes.3 This makes the job of properly mod-
eling the coupling of laser light into the plasma
even more difficult, To date, no laser fusion
hydrodynamics code can consistently predict the
amount of laser energy deposited into the plasma.
Typically, the amount of energy deposited is
determined by a prescription that comes from the
particular experiment being modeled, and the
remainder of the simulation is performed under
this assumption.

The second region of interest is bordered by
the critical density surface on the outside and the
ablation front on the inside. This region has a
fluid velocity in the positive (outward) direction.
However, the dominant energy flow is inward via
the thermal electron conduction process and su-
prathermal electron streaming. Thus, the trans-
port of energy is most important in this region,
underscoring the fact that laser fusion calcula-
tions should not be considered as hydrodynamic
cz2lculations in the classical sense. Generally, a
tydrodynamics problem is one where mass flow is
an equally dominant process. In this middle
region, however, the energy flow is an equally
¢ominant process with thermal conduction and
transport of nonthermal energy no longer repre-
kenting a first-order effect. Later we see that
‘tor this reason the use of standard procedures
for computing transport coefficients leads to
erroneous results in hydrodynamics calculations
aad that ad hoc fix ups must be made to the
tqrations to ensure plausible results.

The sensitivity of the implosion process to
wcertainties in the electron thermal conduction
Frocess is displayed in Fig. 4, where thermal
fonductivity was scaled up and down from its
"ominal value while all other parameters, in-
t}“dmfl the laser input pulse shape, were held
“xed. These results are for a solid DT ball and a
.\‘

*). LINDL, Nucl. Fusion, 14, 511 (1974).

6-3

4000 T T T VI T T 1T T TTTIIT
a
3
o 3000— —
w
‘6‘:" o
a.
3
S 2000~ n —
=
2
=
X 1000} . a —
= a
0 Lol Lot vl b taltin
2 3 456788 2 3 456789 2 3 456789
t1x107? 1X107" | 1x10"
K/ <K>

Fig. 4. Results of hydrodynamic simulations showing the
dependence of the maximum compression of the pellet core on
the ratio of the electron thermal conductivity to its nominal
value.

60-kJ laser pulse with an optimum power law
shape. The maximum compression of the pellet
core was reduced by over an order of magnitude
for changes in K, within the uncertainty of its
correct value.

Important reductions of K, can result from both
plasma instabilities and locally intense self-gen-
erated magnetic fields. Ion acoustic instabilities
are the result of the strong electron stream
representing the thermal conduction and the coun-
ter streaming cold electron return current that is
trying to maintain charge neutrality, These insta-
bilities can lead to an increase in the electron-ion
collision frequency and, thus, reduce thermal
conduction. Again, these transport coefficient
computations cannot be done in a self-consistent
fashion within a hydrodynamic calculation, but
must be approximated by using a prescription
such as ratios of electron and ion temperatures
and the magnitude of the electron heat flux. Self-
generated magnetic fields can result from ther-
moelectric currents that are produced in an
inhomogeneous plasma.'’ One typical situation is
nonparallel density and temperature gradients,
Vz X VT, that are the result of nonuniform laser
illumination and/or the development of two-di-
mensional flow during the implosion process.
Two-dimensional flow can result from a nonsym-
metric target configuration such as a ball-on-disc
target, or from the development of fluid instabili-
ties during a symmetric implosion. In either

19R. MALONE, R. McCRORY, and R. MORSE, Phys. Rev.
Lett., 34,721 (1975).

115, STAMPER and J. DAWSON, Phys. Rev. Lett., 28, 1012
(1971).



case, the thermal transport coefficient transverse
to the magnetic field lines is reduced by the factor
(1 + 0’7%)7', where w« is the eleciron-cyclotron
frequency and 7 is the electron-ion collision fre-
quency.’” The point here is that a two-dimen-
sional hydrodynamic treatment is necessary to
predict this important effect, even for a presum-
ablv symmetric implosion. This is of great sig-
nificance because two-dimensioral calculations
are extremely expensive, and accurate treatment
of the transport processes, which zre important in
addition to the hydrodynamics, is prohibitively
expensive in two dimensions.

The third region of interest is that part of the
pellet within the ablation surface. In this dense,
cold plasma, hydrodynamics is presumably an
accurate model. However, care must be taken to
properly evaluate the associated plasma equa-
tions-of-state. At high compressions, cold elec-
trons behave as Fermions, and their properties
must be treated accordingly. The other hydro-
dynamic effect of interest is fluid instability.
Conditions at the ablation front can correspond to
Rayleigh-Taylor instability conditions, and growth
rates can be fast enough to destroy the isentropic
implosion necessary to the success of laser
fusion. Again, this necessitates the use of more
than a one-dimensional treatment of the hydro-
dynamic flow. Perturbation technigques as well as
fully two-dimensional calculations were used to
study this problem.'*7!¢

For all three of these regions, radiation emis-
sion, absorption, and transport also must be
considered. High-energy photons created in the
laser absorption region can stream inward to
preheat the pellet core just as the suprathermal
electrons. More importantly, in the current ex-
periments, radiation is one of the principal diag-
nostic tools. The spectrum is used to determine
electron temperature, suprathermal electron tem-
perature, and the number of suprathermal elec-
trons.” The spatial distribution of x rays
provides information regarding the compression
of glass microballoon pellets, X-ray line emis-

12S. BRAGINSKII, Review of Plasma Ph; sics, Vol. 1, p. 205,
Consultants Bureau, New York (1965).

13}, SHIOU, E. GOLDMAN, and C. WENG, Phys Rev. Lett.,
32.332(1974). )

13D, HENDERSON and R. MORSE, Phys. Rev. Lett., 32, 355
(1974).

5D, HENDERSON, R. McCRORY, and R. MORSE, Phys.
Rev Letr., 33,205 (1974).

5], LINDL and W. MEAD, Phys. Rev. Le::., 34,1273 (1975).

VK. BRUECKNER, Nucl Fusion, 16, 357 (1976); see also,
M. STROSCIO, “Theoretical Results Relating Experimental
X-Ray Spectra to the Number and Total Erergy of Suprather-
mal Electrons in Laser-Heated Plasmas,” LA-6465-MS, Los
Alamas Scientific Laboratory (1976).
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sion was used to diagnose the presence of supra-
thermal electron preheat of compressed DT fuel.®

In addition to the three spatial regions dis-
cussed, there is a final stage of the laser fusion
process that involves burning the compressed
core. Ignition of the central hot ‘“microcore”
causes the burn process to progress more rapidly
than the implosion process itself. In fact, it can
be decoupled from the implosion process for a
nonmarginal burn, i.e., a burn that results in
pellet gains near 100. This process again in-
volves the transport of nonthermal particles, the
charged particle fusion reaction products. These
particles slow down in the dense pellet core,
giving up their energy to bootstrap heat the core
to optimum burn temperatures. In current laser
fusion experiments, a negligible amount of
charged particle energy is redeposited in the DT
fuel. Many of the particles escape, however, and
they can be used as a diagnostic to determine the
temperature of the burning fuel. Jn this case,
charged particle transport must be done to predict
the amount of energy loss and spectrum broaden-
ing that results from interactions with the sur-
rounding glass shell, so that experimental results
can be translated into DT ion temperatures.

The preceding discussion was an attempt to
very briefly summarize the laser fusion problem
and to highlight some of the more. important
physics that must be considered when modeling
laser fusion plasmas. It was meant to show that
classical hydrodynamics in itself is not nearly
enough to model these plasmas; this directly
translates into increased computing costs. The
actual solution of the hydrodynamics eguations
represents only a small fraction of the computing
cost. Complicated prescriptions for {transport
coefficients must be computed many timesg, for~
almost all coefficients are nonlinear and/or time
dependent. Time- and energy-dependent transport
calculations must be done. These are consider-
ably more time consuming than the hydrodynamics
equations, since energy is typically represented in
a multigroup structure. Due to the strong cou-
pling between the energy, space, and time vari-
ables associated with charged particle slowing
down, as many as 100 energy groups are needed to
treat the transport problem.



6-5

6.2. HYDRODYNAMIC CODES
Basic Model

Essentially all inertial confinement plasma hydrodynamics codes use
a two-temperature, one-fluid model of the plasma, In this model, elec-
trons and ions are assumed to flow as one fluid, implying no charge
separation (at least on the scale of interest), However, each species
maintains its own characteristic temperature due to weak energy coupling
between the two populations. Radiation can be included as either a
third temperature equation, assuming a local Planbvdistribution, or as
an energy-dependent treatment of the photon distribution function. We
will consider only the treatment of the electrons and ioms here, since
the radiation is most typically treated in an energy-dependent fashion,

Hence the basic equations of the two-temperature, one-fluid model

of a plasma take the form:

F+Y =0
@ @cwﬁ%_ ==Yy

QC\&%{ wﬂy\”e = VotV Ve % (Tu) - i (BT +5,

G, (E% V)T V“'(LY LVM ‘ﬂ +Qei(Tc“Ti)+ S;



Lagrangian Coordinates

When we write the hydrodynamics equations in terms of (r,t), we
: N
are using an Eulerian description in terms of a fixed coordinated frame.

For example, the Eulerian form of the equations of continuity and motion

%%ﬂz-@wo

However when the fluid is rapidly expanding or contracting or reactions

are

are occurring, it is useful to move to a reference frame that moves
with the local flow velocity of the fluid. Such a frame is known as

the Lagrangian description.
EXAMPLE: Plane flow

Consider a fluid particle at position x and y ///
- . //// s e
the coordinate of a reference particle at Xy The j/i;;;// :/ ;;;:
s /

mass (per unit area) between x and X, is given by Pi{i)//////

X
w) = L'Q(ﬁ'\ A_x

[Note that "m" just labels which particle we are considering--namely
that particle which has a certain mass between it and xl.] Hence we

we treat m as a variable, we find
civn :.QECRX

The fluid mass separating one particle from another is therefore taken
as an appropriate Lagrangian variable.
To convert the hydrodynamics equations describing plane fluid

flow to Lagrangian form, we first write their Eulerian form as:

EREUORE S S
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or %t-\‘e’%% =0

where we have introduced the substantial derivative (in the reference
frame of the flow)

D P Q.
I oF ¥ &

If we now make a variable substitution

CiVV\:: Q?C&X

we find

v M
Ql%%c+3m O

or defining the specific volume

I
V=%

we find %\{_t _ %\n

But in Lagranian coordinates moving with the flow

D
DJc“%%t

Hence the continuity equation in Lagrangian coordinates becomes

¥,

V({m,t)

where we now regard v

u(m,t)

u
Thus in one-dimensional plane flow, we find

Eulerian Lagrangian

N _ Ju
P P
W _ o
2t :)m

Q)
<
<

!

PR
Y ¥

i

~+

it
ll

oY 9K
]

%
~



Suppose we have solved for V(m,t) and u(m,t),

Eulerian form, Q)(x,t) and u(x,t), we first integrate

A% = \f(‘m,ﬂ dwn

to fird wm
\((y“lk\ = \YN\J(V“;*h‘AVTC + xﬁ(*)
(@]
We can then use this to find g?(x,t) = [V(x,t)J—l and u(x,t).
EXAMPLE:

Spherical geometry

¥e now define our Lagrangian mass coordinate by
2
(kvn -:;(? £¥TY‘" C&T

Then the Lagrangian form of the hydrodynamics equations becomes

3= 3 (e

g% = —Aﬁ\’\’”‘%%

Then to get back to

6-8

Frequently one omits the 41 factor and defines the dependent variables

per steradian. Then the

become

1

Sl

=2 0P
om

Yy X

Lagrangian form of the hydrodynamics equations
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The most general Lagrangian form is
EQSL ‘7 u
St =V
Bu:_\/y,p

However it should be noted at this point that Lagrangian coordinates

b

are of most use for 1-D geometries, since in 2-D and 3-D they lead
to some complications in defining an appropriate numerical mesh.
(We will return to discuss this in more detail later in this section,)

The general Lagrangian form of the hydrodynamics equations for
1-D symmetry is
N (vs“ u»
ot W
ag' = - ‘ng\ a@.
g‘t' DW)
where
1 plane (mass/unit area)
> = 2 cylindrical (mass/unit length-radian)
3 spherical (mass/steradian)

We will write the general Lagrangian form of the two-temperature,
one-fluid plasma model as

o _ _ L
L

i

0 e T = Yt Te- P T:4) -0 () - 4 Se

oCy; T - Y-\(;YT} -% @‘A\ + Oy, U}-T;)—Dl-_\_VT;-\- Sy

b4
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Numerical Solution of the Hydrodynamics Equations

To be explicit, let us consider the Lagrangian form of the hydro-

dynamics equations in 1-D spherical geometry:

ycg-ub

St =S
These equations are hyperbolic and therefore have a characteristic pro-
pagation speed, Furthermore they admit discontinuous solutions (shock
waves) that can create difficulties for finite difference schemes,

Hence we need some tricks to handle their numerical solution.

Artificial Viscosity (von Neumann %q'):

It is difficult to handle shock waves described by the inviscid
hydrodynamics equations numerically, since a step discontinuity arises.
Hence von Neumann proposed that one introduce a phony or artificial
viscosity, which he labeled by %q", to spread out the shock over

a few zones of the numerical mesh:

Notice that this does not affect the results on either side of the
shock, since these are determined by the conservation laws as manifested
in the Rankine-Hugoniot relationms,

The von Neumann q must be chosen very carefully to yield a con-
stand thickness for all shocks, This requires quadratic terms in
velocity gradients (equivalent to using a small viscosity for weak
shocks and a large viscosity for strong shocks):

We can therefore define)



LRR AL
=0 |

where one usually chooses b =>SZ .
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%\-_j&(o compression

3\/7,, () expansion

Then we implement the artificial viscosity by replacing the

pressure p in the hydrodinamic equations by p + q in

3= 5 ()

2= 301

In summary, then the artificial viscosity is chosen so that it

dissipates energy in a shock to a few surrounding finite difference

zones while preserving the Hugoniot relations across the shock.

This

preserves the essential features of the shock while reducing the

gradients across the shock to values that allow the treatment by

finite difference methods.

[A useful hint in analyzing data generated

by hydrodynamic codes is to print out the value of "g" along with other

hydrodynamic variables.

where shock waves are occurring by noting where q is nonzero.

Then one can easily determine those regions

Further-

more, the strength of the shock is given by the size of q.]

Differencing Schemes:

These equations are both coupled and nonlinear,
since K, ~ T.”'2, we; ~ To™¥2, ete.®® They are
usuzlly - solved using standard {finite difference
techniques.21 Equation (1) is hyperbolic and has a
characteristic propagation spsed. It also admits
discontinuous solutions (shocks) that create great
difficulties for general finite difference schemes.
Because of these properties, this equation is
usually solved using an explicit differencing tech-
nique,

. uﬂ-1/2
AL”

nt1/72
u I ln V(Pvg+ qn—1/2) , (4)
P

where
_ i
V> 0 (expansion) . (5) !

" V3 (x) = gq,, for V<o (compression)

g () =0 for

-

The spatial differencing was not specified

here, since it varies depending on whether the;

equation is solved in one or two dimensions. This’

equation requires a stability condition given by the
Courant condition,

Gl oy (6)

ix <l |
[
where C, is the sound speed in the plasma. Of}
course, this condition says that a disturban.ce
cannot be allowed to propagate across a finite
difference zone in less than one time step. :

201 . SPITZER, Physics of Fully Ionized Gases, 2nd ed., John
Wiley and Sons, Inc., Publishers, New York (1962); sce also,
S. BRAGINSKII, Review of Plasma Physics, Vol. 1, p. 2085, Con-
sultants Bureau, New York (1965). H

2IR. RICHTMYER and K. MORTON, Difference Me:hods
for Initial Value Problems, 2nd ed., Wiley-Interscience Publishers,
Inc., New York (1967).

22J. Von NEUMANN and R. RICHTMYER, J. Appl Phys.,
21, 232 (1950).
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Let us consider the case of a simple 1-D spherical geometry by

way of illustration. We begin by breaking up
the Lagrangian grid into J zones, That is,
we discretize the variable m, (It is common
to choose equal increments in m--that is,
equal mass zoning,) Notice that the radius
of each zone, ri(t), is actually a function
of time, In simple codes one might pick
about 30 zones.,

We now discretize such that

h‘¥1
l
|
l .
I
0 l J 'lwd J-\
cenler §th zome

Here we will use the standard notation

u(mj, tn) = u?

If we use an explicit differencing scheme, we can write

ujmyz'—&l-ﬂ—‘%‘ K\e! LP?-W - P:iy\
J S A — L‘{; ) Z\M (SRR
3

M™ T

where A_tv\ — % (btﬂ¥vz+ At“’vl>
Awy = l;)_ (A‘Ma‘ﬂi t AM&"&\

ourside

(CG} 4 yz B %’}"‘"D

LW,
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Here

Foson Y.\O a [ A\tj\“)]

3

n
Next, for rj we use

\ —
A V\'\' A\r -y =

- Y,
O EETHRS VN i

where bﬁr?hl/z is the zone thickness between j and j - 1 at time tye

!
i
' l
- - I ¥
-} J—\"l. J

Also

n+Y nay,
NUNPUREEVES RN

gives the change in the location of the jth zone as a function of time,

The continuity equation can be bypassed by calculating

\
Y AV\‘M {- ntl Nl e
L= e LAY ]
\}J "YD. AM.).-‘& ’ = N 3 (‘A T:‘_y 3

We also need to use:

n+Yy, wal w“ \
VADEETEE N QAR VA

ARR/S

° Nl "
V:j:: = ‘[;?(?wz (Va'—v, - \/.i-)',)

Temperature Equations (Heat Conduction); The coupled temperature

equations are parabolic, which should imply that they have an infinite
propagation speed. However, due to nonlinear thermal conductivity,
they exhibit a behavior similar to that of a wave equation and, in
fact, do have a finite propagation speed, Nevertheless, they are
typically solved using an implicit differencing technique, since

their characteristic time scale is usually much less than the equation

of motion, and hence an explicit scheme would impose a much stricter
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time step constraint, They need not be solyed simultaneously, since
their coupling is weak,

To be more precise, consider the simple heat conduction equation

PANES LA |
SE= ”‘%;@_

An exglicit numerical solution scheme would discretize this as
n+\?'t“
el i o — ‘
—T:') _TS .H-l IT

A \*"]
nt @5‘31 & ﬂl?s —0

- b

Here we note that the spatial derivative is evaluated at the earlier

C—a

time step t - Since all T" are known, we can solve explicitly for
T;l 1 c‘ca.b:t.ll’cy problems arise if W A"T/@X)l7 Ya.

An alternative and more satisfactory approach is to use the

N+
A A [ ) B

Crank-Nicholson differencing scheme

J

ol (&5
At .

YH\ Y1t Wt e -~ &
)‘H 5 T )1 3-) J J¥l
(B%?

This is now a stable difference scheme, But T?:i, T?+1, and T?+i on
the right hand side are not known. Hence we must solve this equation
implicitly (in this case, this corresponds to a linear tridiagonal
system of equations for the T?+1)

Although this is a straightforward scheme for linear problems,

it does present problems when we have a nonlinear conduction problem:

,5% ax\((

Then we must use either extrapolation or iteration techniques,



The finite difference equations for each
equarion are

T =T G gyloTm+ (1 - 0)T"
- + ..., (1)
A2

whers, again, specific spatial differencing was not
jncluizsd. Parameter 6 is taken as %, for if the
equaiions were linear, which they are not, and Af
and AX were equal, which they are noi, this value
would give a second-order accurate differencing
scheraz. In light of nonlinearities and the noncon-.

stant time and space steps, this can at best be,
The nonlinear:

considered an imperiect solution.
thermal conductivity was shown with an explicit
evaluztion

K= K[ T"(7)] (8)

in Ec. {7), which is an approximation difficult to.
improve on in a two-dimensional calculation. In aj
one-fimensional calculation, several cther possi-
bilitiez exist. Past temperatures at each mesh
point can be saved and used to extrapolate ahead
in time to evaluate K at n+ 3

RV S (T, T RO TLTY)
(9),

or the temperature equations can be iterated by:
reevzluvating the nonlinear coefficienis until the
temperatures converge pointwise. However, even
in one dimension, each of these methods has

EXAMPLE:

(in Lagrangian form)

S tooV _
C‘-ﬁ + T P‘\' ’;‘Jc =

Cedlt + e =

It is most convenient to

ference form of these

equations as
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drawbacks. Experience has shown tha-t neither is
as stable as the single explicit evaluation mc?tpod,
and they often require more stringent f:ondltlons
on the time step than the explicit evaluation. Fur-
thermore, an ccyninteresting”’ part oi.i the plasma
js usually the source of the smaller time step. In

laser fusion calculations,

usually increase in temperature due to thermal
conduction from a source of heat. This is a stable
process for these two schemes; however, when
electrons decrease in temperature, it is often
because of an expansion of the plasma.

these loss zones and zn instability results.

For linear diffusion equations, the Crank-
Nicholson (¢ = 3) differencing scheme ensures un-
conditional stability. However,

estimate of the stakility condition can be made.

Experience has shown that a time step constrained

to ensure
max/AT/T) < i (10)

usually provides stable solutions, but values as
small as ,—10 were necessary for some calculations.
Quite often it is this ed hoc stability condition that
sets the time step in the hydrodynamics calcula-
tion rather than the Courant condition.

Consider the temperature equations for a 1-D spherical code

s berdld) - 2 (TT) 45y
3;“ (\lcr‘)gﬂ + % (%) + 5

use matrix notation to write the finite dif-

the plasma electrons

The |
strong therwal conduction continually ‘‘feeds’

this is not the:
case for nonlinear equations where no rigorous |
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nH Si v,” %.\-’L ik
(O Ce\ %JC‘.T —4'] ( ’ §e,.y )
.\.\,( [(TJ*>+IJ*»\ L M“"Iﬁh\]
-3 8 ?«\ o LT T (T T

’)_ ) BMJy {T:ﬁ:,-l- \,]

Qei ~Qeg { ntl " ]
(*‘Jce wmwr\ B §, IS"’ I"z

\/—'?a&_
or in more abstraé? form
—_—Wl N
AT, =2 T g T + B
where
éj-\& = g:(.\"vz + L__O__ -yt -5:.\"'2,"' g) =AY

where

R}
The basic approach is then to take C -1/2 = 0 and D ~1/2 " T-—l’z to

j+1/2
by using the boundary condition in the outermost zone, v J-1/2" One

evaluate_gj and_pj. Then one can calculate T. j-1/2 from each 1~

usually considers the innermost boundary to be fixed and thermally

insulated.



Some Comments on 2-D Lagrangian Codes;

In addition to these stability and accuracy

problems, solution of the hydrodynamics equations
encounters difficulties as a result of the use of
Lagrangian zoning. In oze dimension, this pre-
sents no problem, but in two dimensions it be-
comes a very significant problem. Since the mesh
is embedded in the fluid, it distorts as the fluid
motion evolves. This may not be a problem in
two dimensions if the motion is well behaved.
However, shear flows can often develop and this is
troublesome. Vortices zlso cannot be handled by
Lagrangian coordinates. Figure 5 demonstrates

LAGRANGIAN COQORDINATES

- MESH IS IMBEDDED IN FLUID

CLASSIC PROBLEM
— ZONE DISTORTION

vpP

e

SOLUTION
— REZONING
— MIXED EULERIAN- LAGRANGIAN

ADVANTAGES

— BETTER RESCLUTION
I

. v - '

Flg. 5. _A schematic diagram of the problems created by |
the distortions of two-dimensional Lagrangian finite difference !
zones. ’

the problem with a very simple example of a
strong force pushing diagonally on the corner of a
quadrilateral zone. If the other mesh points of the
zone remain fixed, the zone develops a concave
boundary and becomes a ‘‘banana zone.”” The
temperature equations are usually solved in two
dimensions by making two ‘‘sweeps’’ through the
mesh, one along the k-index lines and then along
the I-index lines, while holding the diffusion in the
respective transverse direction fixed during each
sweep (Fig. 6a). The problems of a banana zone
become clear when the sweep path through the
zone is indicated as in Fig. 5. Such badly dis-
torted zones also demand very small time steps to
maintain stability.
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Many different ‘‘fix ups’ were devised to mini-
mize or correct this zone distortion problem. A
more sophisticated generalization of the artificial
viscosity can be added to the code that will miti-
gate zone distortion while maintaining the conser-
vation properties of the fluid. When shear flow
can be identified a priori, use of ‘‘slide lines”
may be helpful. As shown in Fig. 6b, specified
2 or ! lines are allowed to decouple and slide
against one another. This idea is conceptually
simple; however, in practice it is an extremely
complex bookkeeping task to implement. A some-
what different approach involves stopping the
calculation once zones have distorted sufficiently,
and rezoning the problem before continuing. This
is commonly done with most large two-dimen-
sional codes, and sophisticated computer graphics
programs have been developed to allow the user to
automatically reposition mesh points with a light
pen. Here again, we attempt to maintain conser-
vation laws. Another method of computation,
kriown as mixed Eulerian-Lagrangian, can also
alleviate the zone distortion problem somewhat.

Despite all these drawbacks, there are, never-
theless, good reasons for using Lagrangian coor-
dinates. One property they have is that when the
mass of fluid originally falls within the borders of
a zone, it remains within that zone throughout the
calculation. This mass is, in fact, used as an
independent variable rather than 7, so equal mass
zoning is usually desired. This is very important
when materials with very different properties are
adjacent to one another as in the case of a DT-
filled glass microballoon. In a Eulerian calcula-
tion, the mesh remains fixed and the fluid flows
through it, so that as time progresses, zones near
the original DT-glass interface contain both glass
and DT. Very fine Eulerian zoning would be nec-
essary near the interface to maintain spatial
resolution; the average properties of the DT-glass
mixture would be difficult to determine. There is
no mixing in Lagrangian coordinates, and hence
no averaging must be done. Since mesh points
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follow the fluid in a Lagrangian calculation, there T 77T

tend to be more mesh points in steep density - - ,

gradients and fewer points where the gradient is T 1

small, just as there should be to maintain good

resolution. These considerations most often out-

weigh the disadvantages of zone distortion. ) ot
The other independent variable is the time X

step, A#, which was mentioned above in the

discussion of stability. Time steps must be .

computed by the hydrodynamics code because the |

> {-sweep

LY

k-line -~

“
~

characteristic time scale may vary by orders of ko T
magnitude throughout the course of a calculation. ki : - ] T
While the implosion process occurs in nanosec- k2 BEEEE -_
onds (107°s), the thermonuclear burn phase is ks — T
through a few picoseconds (107'% s) after ignition. :’;:; T

i)

Fig. 6. A schematic of th= two-dimensional zoning showing
the use of slide lines.

WAZER: An Example of a Laser-Fusion Plasma Hydrodynamics Code

The earliest plasma hydrodynamics code designed for inertial con-
finement fusion studies was the WAZER code developed at LLL. We will
sumnarize the essential features of this code since it is typical of
many of the codes in use today. The code describes the hydrodynamic
behavior of a single-fluid, two-temperature plasma -in 1-D geometry
(planar, cylindrical, or spherical). Specific processes included in
the code include:

{i) heat flow due to thermal diffusion

(ii) heat exchange between electrons and ions

(iii) heat loss from the electrons as radiation

(iv) hydrodynamic effects of all energy transformations

(v) addition of energy through absorption of laser light

(vi) production of energy by thermonuclear reactions

(vii) gain or loss of energy by heat conduction across one boundary

or by work done on or by the system at the boundary
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Hydrodynamic ecuations; The 1-D hydrodynamic equations in Lagrangian

coordinates used in the code are;

Heat Transfer: The temperature equations for the electrons and ions are

taken as:

SL LT eV — 2 [y vk :
Cx—s—{_ —\'Tm PT"STE = Jm (\'{zr S-V—) - Q\QQ.(,T;""Q\ '\"S"

Ce.%% + le P—r%g = %‘m L‘le ﬁ%:%:>~2‘3€5 (Te’Tt'\ * S

where the thermal conductivities are given by

s/
= a0l U™ (v )
I (2 O\ ’

_ 20 GYELUTY = UV T
Twe & I 24345+ 02LWZ) y

and the electron-ion energy exchange coefficient is

e, = Ul (NeZeVV Ll
wowe | (T ) + & /mﬂg/z

Radiation: Heat loss through bremsstrahlung is modeled by a sink term

in the electron temperature equation;

Sead = A9 \e
3¢ y
where Sw)e V £
2 N e 2]__\‘\1 . T
Dy = 3Ivimc? s (vwére - QDV*(\& é>
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The code does not explicitly treat the transport or reabsorption of

radiation,

uation of State: A variety of eguation of state models can be used,
Eq Yy q

However in sizple forms of the code it is common to use an ideal gas

model;

p= Nk
e = ZNLTV
Py = Nk
c = % = 3Pk

Absorption of Laser Light: If 4’ is the photon flux, then the energy

source term due to laser light energy absorption which appears in the

electron temperature equation is

Se= WUV P

where y is the light absorption coefficient. We can break the
light flux into two components, an inward-directed component d? and q)—
an outward-directed component LP-k ﬂfl

Lo(Prag)
The light flux enters the system from the outer boundary such that .

P{o)= DM

It then passes through the zones of the plasma as governed by
Y
A T

When it reaches the critical surface (or the origin of an underdense

spherical plasma), it is reflected and propagates back outward as
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governed by: a\\}‘)"’ +
u

s,
——
=
—

kb

The light absorption coefficient can be modeled in several ways, If
only classical (inverse bremsstrahlung) absorption is present, we would
take:

s ‘: kﬁaaykﬂ})
= (0,07

oo = ANNE (52 g (T

However it is more common %fo model the absorption assuming an anomalous
process such as resonance absorption or parametric excitation occurs

in the neighborhood of the critical surface, Typically cne simply assumes
that a certain fraction of the incident laser light is dumped into the

first overdense zone,

Thermonuclear reactions: In a DT fueled pellet, one solves the rate

equations

A= NN L TN

%% = = TSN — LT > N Dy

A variety of options can be used to describe the fusion energy release.
In very dilute implosions, one can simply assume that the alphas and
neutrons carry off the energy, However in dense implosions one usually

assumes that the alphas deposit their energy immediately as

Sor = (BN ) <G> W0

The partitioning of the alpha energy deposition between electrons and
ions can be modeled by

E;i = tEELﬁgiQI; + .:X;1§§5!2_
32+ Te 20+ Te

< M+ Te 120+ Te
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Other Features;

(i) Most such codes contain the capability to calculate total
energy balances as a check on the accuracy of the code,

(ii) The time steps used in the code are usually variable,
They are restricted by the Courant condition which demands
that A x/Bt should not exceed the rate at which a disturbance
would be propagated through the medium hydrodynamically,
They are frequently also determined by demanding that the
fractional density or temperature change of any zone in a

given time step be less than some limit..

A flow diagram for the code calculations is given below,

i 2
Pressures : Time step size Hydrody.namuc.:s .
L. . 6’ e.;;‘-_ o ; ' Af' LN .- >
Start’  p—> p’ p S o _
"/
/ ' : :
vy PR i DTS TP 0 B
Forward
s, it extrapolation
. L. \ y i a1 ety LT
Do v asvue DL e wigEs g of B's
SR e : o and annog o s atan T
G \ l . | T ntna b pogdeafinil o
; Energy checks . l
i Y “r o {v, t? 1t . .
AP O I R DN PE CALI RLAT O I A s AR Coefficients
g0 1 oapolding éff::-)" Simitipdl '}r".i..ffi"’_'.l',;.',’,_l.'fg. 3 o ‘o, Y, a

Energy transfer Sources S,




6.2, PARTICLE TRANSPORT

In addition to plasma hydrodynamics, several

transport processes should be considered when
modeling laser fusion plasmas. These include
radiative transfer, suprathermal electron trans-
port, and charged particle fusion reaction product
transport. Reaction neutron product transport
might also be important for very high density
pellets. Each of these particles possesses an mip

I
'

that is considerably longer than the characteristic
scale length of the hydrodynamic background plas=- -

ma, at least in parts of the plasma. This behavior
rules out the possibility of treating these species
within the hydrodynamic framework. These par-
ticles are treated as separate species that inter-
act with the plasma fluid through gain and loss
terms in the temperature equations and through a
momentum source term in the equation-of-motion.

With many particles ‘‘created”” and ‘‘destroyed””’
by thermonuclear reactions and heating of thermal
electrons up into the suprathermal distribution,
the continuity equation must also have a gain and

loss term,
ap

revio=6-1
YRR

(11)

In practice, in Lagrangian coordinates, mass is
automatically conserved by the zones so this gain
and loss computation is really a matter of book-
keeping.

The transport of radiation is not discussed in
detail, except to point out some of the standard
methods of solution. If the radiation mfp is short
enough, the distribution function can be assumed
to be the local thermal Planckian distribution and
the radiation can be characterized by its own
temperature and temperature diffusion eguation.
This treatment is consistent with the hydrodynam-
ic treatment of the plasma fluid. The transport
equation itself also can be directly solved using
Sy or Monte Carlo techniques. These can be very
expensive to use in a time-dependent problem and
are used only in special cases. The transport
equation can be expanded in angular moments to
produce a diffusion equation or the Py equations.
The multigroup diffusion equation must be flux
limited to account for long mfp’s or the P, equa-
tions can be solved for the frequency-dependent
energy density and energy flux, the so-called
Variable Eddington method.**

29p. CAMPBELL, /nt. J Heat Mass Transfer, 12, 497 (1969).
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More peculiar to laser fusion, however, are the
ransport of suprathermal electrons and charged
particle reaction products. Suprathermal elec-
trons play a significant role in the pellet implo-
sion process, since they are created by laser light
absorption near the critical density in the under-
dense corona region of the plasma and stream
inward carrying their energy into the dense plas-
ma core. With energies in excess of 100 keV,
they may not be stopped until they stream through
the ablation front into the cold adiabatically com-
pressed plasma ahead of the front. This heats up
the cold plasma, resulting in nonadiabaticity and 2
degradation of the implosion. To remedy this
situation, pellets are designed with high-Z mate-
rial surrounding the DT fuel that serves both as a
tamper/pusher to enhance the implosion and as a
shield against the suprathermal electrons and
high-frequency x rays. Reaction product charged
particles are principally ,T° oHe’, \H', and -He'
from the reactions

D? + ,T% - ,He' (3.5 MeV) + on* (14.1 MeV)

(12)

and
2He® (0.82 MeV) + o' (2.45 MeV)
D%+ D% >

'T? (1.01 MeV) + ,H'(3.02 MeV) .
sy

The temperature of the burning DT plasma is
typically 4 to 100 keV, so each of the reaction
products is nonthermal.

The method that has received the greatest use
to date for the transport of these nonthermal
particles in a laser fusion hydrodynamics code is
multigroup flux-limited diffusion theory. This
method is used in LASNEX, a two-dimensional
Lagrangian hydrodynamics code written at Lawr-
ence Livermore Laboratory.'® Flux-limited dif- :
fusion uses a diffusion equation to model transport !
with a flux-corrected diffusion coefficient to ac-
count for long mfp situations. The slowing down
is done in a multigroup structure, so the equations
look like®

an,
ar VDN + Lele= S
(14)

g=1...,G6 ,

25E. CORMAN, W. LOEWE, G. COOPER, and A. WINSLOW,

Nucl Fusion, 15, 377 (1975).



where N(7,) is the density of particles with
energies between E, and E,_, in d°r at time ¢,
and L, is some slowing down operator that re-
moves and adds particles from energy group g-
Several questions concerning the applicability of
these equations to charged particle transport must
be answered:

1. How should the transport cross section in
the diffusion coefficient be defined?

2. How should the slowing down operator be
defined?

3. How good is the diffusion approximation and
how does flux limiting help?

4. How good is the multigroup structure for
this type of slowing down problem?

The answers to the first two questions come
from the Fokker-Planck equation. This equation

describes the evolution of the charged particle
distribution function, f,(#v,t), where ¢ denotes
the particular species of particle being trans- .

ported. The equation takes the form

fa 8fa Fy 3f, 6f,
TRl bl Gl BRI 65
ct cr Mg av &t c
where
F, = q,(E+vXB)
and
) ()

where K and L are the velocity space diffusion and
drag terms. Due to the long range of the Coulomb
potential, charged particles slow down through
many small angle scattering events. The right
side of this equation models this process and
is significantly different from the corresponding
term in neutron transport. Solution of the Fok-
ker-Planck equation in an infinite medium yields
several characteristic transport times (or
lengths) of interest. The first is the time (or
length) that a fast particle takes to deflect through
a 90-deg angle, which we call 7,. For ions
streaming through a thermal plasma, this is

(m/2)1/2 ESIZ
T 27Z%" In A Zimg
L

Tp (17)
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where m, E, and Z are the mass, energy, and
charge of the fast particle and Z; and »; are the
charge and density of the i’th ionic species. Using
this time, a macroscopic transport cross section
can be defined as

1

zlr = ?
UTp

(18)

and the multigroup diffusion coefficient is given as

Vg Vg

v (19)
32"8 3/(vyTpg) '

Dy

Time 7p is obtained from the Fokker-Planck
equation by considering the K term in the collision
model. This term changes the distribution func-
tion by relaxing it toward isotropy.

The slowing down of particles depends on both
the K and L terms in the Fokker-Planck equation.
For fast ion transport at high energy, the L term
dominates and is due to interactions with elec-
trons, but as the fast ion slows down, the K term
dominates and slowing is due to larger angle
collisions with thermal ions. In Fig. 7, dv/ds is
plotted for the thermal electron and ion contribu-
tions as a function of fast particle velocity. The
domination of the electrons at high energy and

jons at low energy is clearly seen.

If we let
dv _ du (20
at ~Yds )
and define
7 = U /(dvg/at) (21)

then the slowing down operator can be expressed
as

Ly =Ng/7g = Ng-t/Tg-r , (22)
and the multigroup diffusion equations are written
as

N,

s " VDV + N/7g = Nguit/Tg-1=S¢

g=1,...,G , (23)
where we assume particles can only scatter into
group g from the next higher energy group. When
particles reach thermal energies, they are added
back into the hydrodynamic thermal plasma.

The answer to the third question is, of course,
that diffusion theory is not a very good transport
approximation. However, it is partially cor-
rected by flux limiting. Recall that the diffusion
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equation is obtained from the particle continuity
equation,
eN
—+V-Q+LN=S , (24)
¢l
by using the transport law
Q =~ -DVN . (25)
In the free streaming limit,
Q=vN , (26)

and this is the maximum flux that could arise.
In the situation where

N/(VN) < A-mfp H

(that is, in the transport regime), the magnitude of
the flux would be overestimated if Fick’s Law
expression,

(27)

(28)

were used since DVN > oN. This unphysical
problem can be avoided by redefining the t{rans-
port law as

’

Q! = DVN

_ﬂN—: —I;‘VN

DYN
Qmax

where Qnax is chosen in some appropriate way to
correspond to the flux in the free streaming limit.

The expression, DVN, is designated in this way
because the gradient operator does not enter the
difference equations in an active manner. This
whole expression is simply estimated from values
of D and N from the previous time step, and the
flux-limited diffusion coefficient D is computed
using this estimate. This ad koc diffusion coeffi-
cient ensures physically plausible transport of the
particles when diffusion theory holds

, (29)

17"

DVN «<1, (30)
max
S0
@=-DVN . (31)
When the mfp is very long,
DN oy, (32)
Qmax
and
-DVN
= ~ 33
Q Qmax(,DVA,,) ( )

where the guantity in parentheses is a unit vector.

The accurate slowing down of charged particles
by multigroup methods can be a problem. This is
a continuous slowing down process with a strong
coupling between the energy, space, and time
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variables. This can result in a great deal of
numerical diffusion in energy space, with as many
as 100 groups required to give reasonable ac~
curacy.

The multigroup equations also are of only
first-order accuracy in the energy variable and
usually are of only first-order accuracy in time
as well, since a fully implicit differencing scheme
must be used to allow the hydrodynamic time step
to be used:

Nn+l - N'l
_gTuzg: V. DVNIH - Ng‘“/rg

Af

(34)

n+l 7 n+l/2
+ Ng-l! T -+ Sg

g—l

Of course, this is a general scheme that can be

used to model almost any kind of particle trans- |

port. It produces reasonably good results for

nondiffusive problems and is very straightforward .
to implement numerically, even in two dimen-:

sions.
port problems and should give reasonable answers
for integrated quantities, such as total reaction
rates. However, care should be taken when inter-
preting detailed results of the flux-limited diffu-

sion treatment of transport-dominated problems.

Over less than 1 mfp, as shown next, flux-limited

It embodies the essentials of most trang- |

diffusion can entirely miss details for certain-

types of problems.

An alternative approach to charged particle'

transport is to use techniques that are specifically
adapted to the behavior of the particular charged
particles. In Fig. 8, borrowed from Winsor’'s
paper,”® we see that the ion beam streaming
through a background plasma has less dispersion
in velocity space than the electron beam. The
electron beam becomes much more isotropic as it
slows down due to large-angle scattering; how-

ever, the ion beam simply slows down without ;
much scattering out of the beam trajectory, vn.:

The electron -behavior tends to reinforce the
applicability of flux-limited diffusion theory as a
description of electron transport, for that treat-
ment demands that the distribution function be
nearly isotropic. In the case of thermonuclear
reaction products, however, ion beam results
indicate that isotropy is not reached until near the
end of the particle path to thermalization. This
behavior can be used to great advantage in model-

ing the reaction product transport, for it says that

a simple straight line trajectory will be a good
approximation. This is the basic assumption used
in the time-dependent particle tracking algorithm.

In a one-dimensional Lagrangian hydrodynamic

treatment, the spherical plasma 1is divided into

26N. K. WINSOR, Nucl. Sci. Eng.,64, 33 (1977).
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Fig. 8. A plot of velocity space at different times for beams
of elzctrons and ions in a hydrogen background plasma.

concentric shells or ¢zones’” and the plasma
behavior is represented by the finite difference
solution to the equations for density, fluid veloc=
ity, and electron and ion temperature, as dis-
cussed in Sec. II. To model the charged particle
fusion reaction products (.T?, He®, HY, He?), we
assume that those created in each zone stream
along a finite number of rays that originate in the
center of the zone (Fig. 9). As they stream, they
experience the Coulomb drag force represented by
the L terms in the Fokker-Planck equation, Eq.
(15), and a range-energy relation can be ex-
pressed in the following form®":

dy _ 3 _
s - A+ B/v° = K(v)
A= Ay(Z3/m)(ln A n/TS?

B = Bo(Z?%/m)(In A)) b (Z%n,/p) , (35)

where A is due to scattering on thermal electrons
and B is for thermal ions. This is the expression
plotted in Fig. 7. The straight line trajectory is
valid during most of the slowing down process;
however, near the end, the fast particle loses its
energy in large-angle collisions with thermal
ions. In the transport of fusjon reaction products,
it is the energy redeposition back into the thermal
electrons and ions that is of greatest importance.
Near the end of a reaction product trajectory, it
has very little energy remaining; hence, the error
in redeposition is small. Equation (35) is solved
along a ray as it passes from one zone boundary

274 BRYSEK, “Reaction Product Transport in a Fusion
Peltet,” KMSF U275, KMS Fusion, Inc. (1975).
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Fig. 9. A schematic diagram of the time-dependent particle
tracking method in a spherical plasma.

to the next by integrating along its exact pathl
length,’

Yo
As = f’g(v)dv s (36)

yo—/_\v

]
!

where As is the distance across the zone along the
particle trajectory, v, is the particle velocity on
entering the zone,
crossing the zone, and

gv) = [K»)]™ (37)

The A and B terms are evaluated using the tem-
perature and density of the zone. Equation (36) is
an integral equation for Av and can be solved
using a Taylor expansion

g(v) =~ g(vo) + (2 - v0)g" (W) = go + (v - vo)&o . (38)
Substitution into Eq. (36) yields
As = goAv - L gi(av)? . (39)

This expression can be inverted and solved to
second order for Aw as

Av = As/[go1 - Lgb/g548)] , (40)
or equivalently
Av = K(vo) As/[1 + £ K'(vo) As] . (41)

Ay is the velocity loss in

i



This procedure is accurate for Awv/v, << 1; how-
ever, should Aw/v, > 1, then the particles have
thermalized within the zone so again the error to
energy redeposition is not serious. Only the
partition of energy to the electrons and ions is
important. The total energy lost in a zone is
simply

AE = + m[vh - (vo - AV)?]N , (42)

where N is the number of ions streaming along a
given ray. The fraction of this energy going to the
electrons is

(43)

Should the particles slow to thermal energy in the
zone, i.e., if Av/v, ~ 1, then the fraction of energy
going to electrons can be obtained from the
results of an infinite medium calculation, tabu-
lated as a function of electron temperature. Then
the loss to ions in either case is

AEW = AE - AE@ |

AE®) = A(As/Av) AE .

(44)

In addition to energy redeposition, the nonthermal
ions also impart momentum to the zone

(45)

where 2 is the zone mass, m is the nonthermal
mass, and « is the angle between the trajectory of
the ions and the outward radial direction. The
algorithm - to compute the energy redeposition
from the reaction product ions would involve a
computation for each reaction product, in each
finite difference zone, and along each straight line
ray originating in that zone. This computation
would track the ion trajectories from creation to
thermalization or escape, and would tally the
amount of energy and momentum deposited in each
zone along their path. This algorithm must be
executed for each reaction product that is trans-
ported from each finite difference zone along each
straight line ray and for each past time level that
was remembered.

To advance the solution to the hydrodynamics
equations by one time step, reaction rate equa-
tions must be solved for each zone and the parti-
cles produced on this time step divided among the
different rays. Then three nested loops must be
executed to determine the amount of energy and
momentum deposited in each zone. This informa-
tion can then be used as a source term in the
hydrodynamic equations. This algorithm is very
simple and is straightforward to implement in a
hydrodynamics computer code. It does not use
any finite difference methods and suffers from no
numerical instabilities.

The particle tracking algorithm discussed thus
far assumed an ‘‘adiabatic’’ approximation to the
time dependence of slowing down.®” Specifically,

mAvNcosa = Mbu ,
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a slowing down calculation is done for each time .
step in the hydrodynamics calculation. Fast ions
are ‘“‘“forced’’ to thermalize or escape the plasma -

during the time step on which they are created.
This is, of course, an assumption that must be

tested for its validity. A 3.5-MeV alpha particle .

has an initial velocity of 13 pm/ps. If this par- .

ticle were born near the hot center of an other-
wise cold pellet core, it may need to travel 15 pm
before it is slowed appreciably by the surrounding
cold plasma. Assuming no enrergy loss in the hot
central ‘““microcore,”” this particle reguires 1.15
ps to reach the cold plasma, a time that is easily

greater than typical time steps in a thermonuclear |

burn-hydrodynamics computation. In such calcu-
lations, time steps often are as short as 0.01 ps,
so we see that the ¢‘adiabatic’’ approximation-is
not necessarily a good one; however, the only real
proof is to compare it to a fully time-dependent
calculation. The particle tracking method can be

made time dependent at the sacrifice of its attrac- |

tive simplicity. To do this, we note that a
“pbunch’’ of particles (for example, alphas)
created at position 7;-12 at time £**Y2 and travel-
ing along a ray in direction p, can be totally
characterized by four numbers: the number of

particles in the bunch, N; the position of this

bunch of particles, R; the direction of these parti-
cles with respect to the radius vector to position

R, p; and the velocity of the particles, V. These .
are displayed in Fig. 9. Particles can now be !

‘“tracked’’ from their origin or birth place to the
position they reach after time Af, the hydrody-
namic time step. At this time, their new position,
direction, velocity, and number can be “‘remem-
bered’’ until the next time step. Such an algo-
rithm requires that the energy-time relationship
also be integrated along the rays:

-2 = -2 = Av + B/VE=Jl) . (46)

dt . ds

In exact analog to the solution of Eq. (36), Bq. (47)
can be integrated to give

Av = JoA/(1 + 1 JoAL) . 4m

In addition to these relations, we must also know
the distance traveled in a time Af and the time
taken to move a distance As. These are given by

Aty = (Av/do) + 3T Av/do)’ (48)
and

Asy, = (Av/Kp) + 3 K(Av/K® . (49)

The algorithm to compute the time-dependent
transport is considerably more complicated than

in the time-independent case and is shown in i

Fig. 10.
each reaction product that is transported from

This algorithm must be executed for
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Fig.10. A block diagram of the algorithm that must be
executed to implement the time-dependent particle tracking
method in a hydrodynamics code.

each finite difference zone along each straight line
ray and for each past time level that was remem-
bered. This algorithm involves remembering the
positions, directions, and velocities of particles
created on previous time steps that are still
streaming. Saving all this information requires
N; words of computer memory, where

N, = Nz % (NANF + NINT) X Np > 4,

and where
N, = number of zones
N‘I = number of directions with p > 0
N, = number of directions with p< 0
N; = number of time steps to remember parti-
cles starting in a ¢ > 0 direction
N7 = number of time steps to remember-parti-

cles starting in a p < 0 direction

N, = number of different kinds of particles to
be tracked.

The number of time steps necessary to follow
particles starting in an outward direction is less

o 012
& 0.10

D 0.03

6-28

than the number required for inward-directedg
particles, and provision is made to optimize the
amount of necessary storage by utilizing this fact.
Also, with such a scheme there is always the
possibility that a group of particles that were
remembered for Ni future time steps will have
neither thermalized nor escaped the plasma. In
such a case, these particles are forced to ther-
malize or escape by using the adiabatic approach
previously discussed. In practice, enough storage
can usually be provided to minimize the effects of
this problem. The advantage of this time-depen-
dent particle tracking (TDPT) algorithm is the
good treatment of the slowing down process and
energy redeposition at a very reasonable cost.
The disadvantage is the rather complex logic
required to execute the algorithm necessitating
very careful programming.

The first test of the TDPT algorithm is really
a test of the accuracy of the slowing down treat-
ment. In this test the energy redeposition to
electrons and ions as a function of position from a
point source of 3.5-MeV alphas is computed using
TDPT, Monte Carlo, and flux-limited 100-group
diffusion theory. The results shown in Fig. 11

T
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Fig. 11. Plots of the fraction of alpha particle energy depos-
ited in electrons and ions as a function of the distance traveled
by the alpha particle measured in units of its mfp to a collision
with an electron.

10N DEPOSITION .




indicate that the TDPT algorithm reproduces the
most accurate Monte Carlo results better than
flux-limited diffusion theory. Since the behavior
displayed in Fig. 11 occurs in a distance that is
<1 mfp for a collision betveen an alpha particle
and an electron, we would expect that a transport
theory treatment is necessary to describe it,
This is in fact the case. Flux-limited diffusion
theory, even with 100 groups, is unable to even
qualitatively reproduce the ion redeposition re-
sults. Time-dependent particle tracking repro-
duces the Monte Carlo results remarkably well
considering the electron temperature in this ex-
ample was chosen to be 50 keV. At such electron
temperatures, the straight line approximation to
the fast ion trajectory is not necessarily good;
however, the *‘Bragg peak” in the redeposition to
the thermal ions is predicted by the TDPT method
with nearly the correct amplitude and position
from the origin. The straizht line approximation
forces the peak to be a little further from the
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origin and also narrower than the Monte Carlo
result because no backscatter is allowed.

The second test of the TDPT method involves
sensitivity of integrated burn results to changes in
important parameters in the TDPT model. The
results to be studied are the total number of
14-MeV neutrons produced and the total number of
alpha particles escaping from a 3 g/em? pellet
core. These are computed using simulations with
varying values of initial directions, of the number
of remembered time steps, and of the minimum
allowable time step. The results shown in Fig. 12
indicate that the total number of neutrons pro-
duced from DT reactions is insensitive to the

variation of these parameters. The worst devia-
tion is when only one time level is remembered,

which is equivalent to the adiabatic approximation.
Even here the deviation is not great., The number
of escaping alpha particles is rather insensitive to

these parameters also, except for the case of the |

adiabatic approximation. Here the number of
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.development. This is apparent from the very few

7 T T
1IS00 .
LASL
210004 (Ref. 28)
o PHD(V2)
2 9 DIRECTIONS
=
500 .
o I L 1
) I 2 3

TIME {ps)

Fig. 13. The total thermonuclzar yield plotted as a function
of time for the Sy treatment of the reaction product transport
and the TDPT method.

escaping particles is grossly overestimated; how-
ever, as noted earlier, the yield is about the same
as other more exact time-dependent problems.
These calculations are for a pellet core with a
1-mg mass and a 3 g/cm? density-radius product.
Therefore, the yield of a nonmarginal pellet core
is insensitive to the parameters used in the TDPT
transport method. However, the number of es-
caping particles can be affected, so care must be
taken if escaping charged particle spectra are to
be computed,

The final result is a comparison with a
full thermonuclear burn-hydrodynamics calcula-
tion. In this case, the TDPT result is within ~15%
of the final yield of the comparison calculation,
shown in Fig. 13. This indicates that the TDPT
method coupled to a hydrodynamics code, PHD-II,
gives results comparable to discrete-ordinates
transport of the charged particles.

The discussion in this section centered on two
different transport methods. One presumes diffu-
sion and corrects for streaming, while the other
presumes streaming and must correct for large-
angle scattering. From Fokker-Planck studies of
the detailed behavior of charged particles, it
would seem that flux-limited diffusion is most
applicable to the suprathermal electron transport,
while time-dependent particle tracking does very
well for nonthermal ion transport.

28G. FRALEY et al,, Phys. Fluids, 17,479 (1975).

IV. SUMMARY

Laser fusion hydrodyrmamics and transport is a
relatively new field that has room for much more

laser fusion codes that exist today. The most
notable and complete code is the LASNEX code® |
with two-dimensional Lagrangian hydrodynamics
and flux-limited diffusive transport. Another two-
dimensional code with a sophisticated treatment of
magnetic fields and radiative processes is the,
CYLAZR code,® a Eulerian code written at the '
Naval Research Laboratory. Each of the principle |
laboratories involved with laser fusion research
also has its own one-dimensional code.

As more experiments are being undertaken,
it becomes increasingly apparent that so-called
anomalous effects are not just a first-order
correction to the classical hydrodynamics prob-
lem, but are, in fact, dominating the results.
Modeling these processes requires the treatment
of particle distribution functions that may be far
from equilibrium, Flux-limited multigroup diffu~
sion is a first attempt to include these effects in a

hydrodynamies code; however, the necessity for
coefficient adjustments to obtain good agreement
with experiment and the sensitivity of results to
numerical parameters such as zoning, time steps,
and differencing techniques raises doubts about
the ability of these simple models to provide good
insight into laser plasma dynamics.

Detailed

treatment of particle distribution functions andf

numerical schemes designed for accuracy rather
than expediency imply a great increase in com-

puter time for codes that already use large '
amounts of it. One solution must be to implement :

these codes with numerical algoritbms that are
optimal on the new generation of vector pro-
cessing machines (TI-ASC, CDC-STAR, CRAY-],
etc.). Another partial solution may be to develop

more codes or large modular codes that accurate- |

ly treat very specific problems. While this may

seem inefficient, it must be recognized that a code |

that is designed with enough generality to solve

any kind of problem will probably embody too |
many oversimplifications to do the best job on any |
specific problem. The nonlinear equations we

have discussed require careful consideration of
both physics and numerical methods if large
inaccuracies are to be avoided. The present

codes are very valuable, though, and must con- ‘
tinue to be used to point out sensitive and ;

insensitive processes as a guideline for further
development.

**D. COLOMBANT, K. WHITNEY, D. TIDMAN, N. WIN-

SOR, and J. DAVIS, Phys. Fluids, 18, 1687 (1975).
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6.3. PLASMA SIMULATION (PARTICLE CODES)

Plasma physics is an inherently nonlinear phenomenon, Hence a
major role is played by plasma simulation codes in which the equations
of motion for the particles (ions and electrons) comprising the
plasma are integrated directly. In this sense, particle simulation
codes represent a microscopic simulation of the plasma dynamics. The

basic approach can be understood by the following schematic:

i& i ) \l.‘.'-g -L o d

pmﬂ‘n'?\e‘m st\gnmen*
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The coordinates of the particles are used to determine a macroscopic
charge and current density. These are then used in Maxwell's equations
to determine the corresponding electric and magnetic fields, These
fields determine the forces aéting on the particles, and the correspon-
ding equations of motion are then integrated with these forces to
determine the coordinates at the next time step,

There are several difficulties, however, The dynamics of the
plasma occur on a time scale of the plasma frequency, hence very small
time steps must be taken, Furthermore, the long range interaction implies
that many particles interact simultaneously, For example, the effective

range of interaction is determined by the .

Debye length, and in a typical fusion plasma . ° :. : .
5 6 . IR N
there are perhaps 10” to 10  particles in a o ‘15 D=
0:. *
Debye sphere, Therefore one cannot simply R S

solve the equation of motion for each AN
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particle

Rather one must average or smear out the detailed structure over a
relatively coarse grid (on the scale of the Debye length rather than
the interparticle spacing)., This is done by calculating the electro~
magnetic field on a coarse grid and using each “computer particle* to
represent many plasma particles,

To be more precise, consider an electrostatic simulation code in

which Maxwell's equations reduce to

To assign the particle, consider a grid as shown;

- § e
fro

"t % i+\

T T

S=\

There are two schemes in use to assign charge to the grid:

(i) Nearest grid point (NGP): p(i) = g¢q

(ii) Particle in cell (PIC): one interpolates as
pl) = ¢ -%g)
p(i+tl) = q§

Next one solves for the electric field using this charge density (where
one can either finite difference Poisson's equation directly or use
fast Fourier transform methods),

One then maps the field from the grid to the particles; for
example, in the PIC scheme a linear interpolation is used so that the

force on the particle is

F= q -9ER+ gEG]
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The particle positions and velocities are then updated by a leap-frog
algorithm (defining position and velocity one-half time step apart to
achieve a second order accuracy),

Particle codes are far more complex when the full set of Maxwell's
equations are used. Frequently multipole expansions of the radiation
field are used,

How good are the plasma simulation? One interest comparison is

with the solutions of the Vlasov equation for simple modeled problems:

A - gE¥og

ot
g% = —Weqc\uf% - 1

since n7\g ->» & in this model, Kruer has compared the nonlinear
behavior of large amplitude electron plasma waves with those described
by particle codes, with the results as shown on the next page. The
agreement with experiment is also quite good.

The state of the art of these codes can be summarized as:

2-D, electromagnetic, relativistic codes
40,000 grid points
single cell A~~r 2-3 )\D
simulated plasma of size ~~ 400 x 400 )\De
6 x 6 No (light wavelength)
5-10 particles per Debye square =—> AJIOG particles
2500 time steps == 20 hours on a CDC-7600

The general approach is to use particle codes to determine how
microscopic turbulence affects the local plasma properties, such as
energy absorption rates and transport coefficients, This information
is then used to adjust the macroscopic description of the plasma in

hydrodynamic codes,
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CHAPTER 7

DRIVER DEVELOPMENT I: LASERS

A laser is simply a device which can convert electrical (or
chemical or gasdynamic) energy into light energy. But the light it
generates is ''coherent" (in phase) and hence can be transmitted very
long distances (e.g., to the moon) and focussed to very tiny spots,
To introduce the basic concepts involved in laser operation, consider
the interaction of light with a very simple system: a single atom

which can exist in one of only two possible energy states, Incident

light photons with a frequencyq)12 such ¥il
that h1)12 = E, - E; can interact with

the atom in one of three ways: absorption,

spontaneous emission, and stimulated <] 5%;

emission. If we now consider a system of many such two-state atoms,

p=

| Wit
Vh41 »T%z »nAL A TR
ANANSD AN AANATD ’\’Vﬁw§>}n%2

B

most of which are in their ground state, then it is evident that a

photon of freql.xenc:y"z)l2 incident upon the system would be absorbed,
Suppose, however, that most of the atoms were in their excited state,
E,. Then one could induce a growing cascade of photons of frequency
1&2 using the stimulated emission process. That is, one could achieve

light amplification by stimulated emission of radiation.

ANAATS
AANAND AAN—
,\/nvﬁ,i>;%§f ~cAmD ‘i%?i /uﬂﬁﬁf;%;’



7-2

Under normal circumstances there will be many more atoms in the
lower energy state (usually the ratio of population cdensities goes as
the Boltzmann factor, exp[—(Ez—El)/kT]). Hence we must somehow achieve
a "population inversion", that is, prepare the mediurz so that more atoms
are in the upper state, so that an incident photon will stimulate the
emission of other photons rather than being absorbed. A variety of
excitation mechanisms can be used, including irradiating the medium
with intense light at another frequency, using electrical discharges,
or using chemical reactions.

Most high energy laser facilities designed for laser fusion.
research utilize large, neodymium glass lasers which emit infrared
light at a wavelength of l.OQ/Am. These lasers are pumped by flash-
lamps. To date these lasers have been restricted in size by glass
damage considerations to energies less than 1,000 joules per beam,
Several laboratories, both in the United States and abrdad, have
large, multibeam Nd glass lasers in the 10,000 joule range,

To achieve the high efficiencies (in conversion of electrical
energy into light energy), it will probably be necessary to use gas
lasers. Of most interest have been CO2 lasers which emit light
at 10.§/Am, However a large variety of other types of gas lasers
are being studied as possible candidates for the “braad-X" laser
most suitable for inertial confinement fusion applicetions,

In this chapter vwe will begin by summarizing the essential
physics of laser operation, We will then continue on to discuss
both solid state and gas lasers, concluding with a summary of the

present status of laser developrment.
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7.1. AN INTRODUCTION TO ATCMIC SPECTROSCOPY

I. INTRODUCTION

Since laser action essentiaslly involves the collective de-exci-~
tztion of 2 number of excited atoms or molecules contained in a resonant
cavity, it should be apparent that a study of the various excited states
(cr "energy levels") available to atc=s and molecules is of central con-
cern to our understanding of lzser opsration. Hence we will begin our
study of laser physics with z briei introduction to atomic znd molecular
"spectroscopy'—-i.e., that branch of ohysics concerned with the emission
end absorption of electromagnetic radiation (1ight) by atomic systems.

Of course, atomic svectroscopy is an enormously broad and diverse
subject, znd indeed, can be regarded zs one of the cornerstones of modern
thysics., We will avoid a detailed study of the techniques necessary to0
czlculate the energy levels available to atomic and molecular systems,
since this would require the developzmsnt of some backgroundé in quantun
rechanics. Instead, we will be corcerned with the physical phenomsna
irvolved in determining atoric level spacing, introducing spectroscopic
rotation, and indicating how one obtzins and utilizes spectroscopic infor-

retion in practical laser agpplications.

II. ATOMIC STRUCTURE AND THZ CNE-ELECTRON ATOM
A. Energy Levels and Quantum States
Tt is a well-known consequence of quantum mechanics that atomic

systems (atoms, ions, molecules, nuclei,...) can only be found in certain

ct

ime-independent states, each of which eorresponds to a definite value of
energy. For example, the hydrogen atom {(the simplest of atomic systems,
veing composed of only one electron znd one proton) can exist only _in the

discrete states correspondinz to the values of energy (or eneray levels)

Iel

zs showr. on the next page. Such atcric states can be labeled by giving the

cusntum numbers characterizing the stizte. In the case of hydrogen, four

such nurbers are necessary to characterize the state of this one-electron
system:

principal quentum nuzber: n

orbital angular morerntuz quantum number: £
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magnetic orbital quantum number: my

magnetic spin quantum number: ms
Frequently, two or more states will have the same energy. Such an
energy level is then said to be degenerate, and the number of states with

this energy is called the multiplicity of the level.
The atomic system may change from one state to another—-i.e.,

make a transition among its possible energy levels—-but only with zn
accompanying emission or absorption of the energy difference between the
two levels involved as electromagnetic radiation (or by collisions with

other ztcmic particles). The freguency of the emitted or absorbed quantum

of electromagnetic radiation (the thoton) is given by

~
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The lowest energy level availsble to an atomic system is known as its

ground state, while all higher levels are referred to as excited states.

Note that the absorption of z photon corresponds to an excitation of

] & Ea

E% 2
ANV NANNN
E1 E'i

the system, whereas emission corresponds to a de-excitation. Hence by

eeazsuring the frequency of the light emitted or absorbed by an atomic

system, one can study its energy level structure.

B. The Energy Levels of the Hydrogen Atom
The energy levels available to simple atomic systems can be
calculated directly by using the well-known laws of quantun mechanics.
For the simple hydrogen atom, this amounts in the lowest approximation to

solving the time-independent Schrodinger equation
Al 2
REgag - 2 96 = B 96
—— el i —_ '
amv &P ATEN

to determine the allowable energy levels E. Although we will not be

directly concerned with the calculation of atomic energy levels, it is
useful to briefly review how such levels are determined for this very

simple atom.

The Schrodinger equation (I-2) has nontrivial solutions only

for values of E such that

Ar
wie —
E = areeai? &5: En , n=1,25. (-3
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The corresponding solutions (or wavefunctions) can be written as
-1 3 ...
n=142,5%,

kpwlm(ﬂ = Qnﬁ(a\(llvni(%@ )' ). oA 0 (1-4)

by.é ml é—Q

vhere Rnﬂ(r) are relzted to the associated Laguerre polynomials, and

Yﬂmz(0,¢) are the spherical harmonic functions. Each wavefunction repre—

sents a different state of the system. These discrete levels of negative
energy correspond to states in which the electron is bound to the proton.
(There is also a continuum of states corresponding to all E > 0 which des-~
cribe a free or iopized electron.) Notice that these energy levels have

a very high degeneracy of multiplicity n2, since there is no dependence of
E, upon £ or m,.

Actually, this analysis omits several important effects, even

‘for the simple hydrogen atom. In particular, we have thus far ignored the
fact that the electron has an intrinsic angular mcmentum--a spin s of mag-

nitude A/2. Associated with such a spin is a magnetic dipole moment

AT T e T

This magnetic moment will interact with any magnetic fields that are pre-

(1-5)

sent, such as:
(i) external fields (Zeeman effect)
(ii) fields resulting from the motion of any othef electrons
in the atom
(iii) the magnetic moment of the nucleus
(iv) the magnetic field arising from the motion of the elec—
tron through the nuclear Coulordb field
Such interactions will correspond to additional terms in the Schrodinger
equation(I-2) and hence to shifts in the allowable energy levels. Since

these shifts are usually small, they are referred to as fine structure

effects and include:

Spin-orbit interactions: The magnetic field seen by the electron moving

through the nuclear Coulomb field is given by
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- S

.
B= -‘CR w)ec,:lr’ clr : (1-6)

Hence the energy of orientation of the magnetic dipole moment of

the electron in this field is

- 5B = Ly (1-7)

There is yet znother spin-orbit effect however, due to the rela-
tivistic time dilation between the rest frares of the electron

and the nucieus——so—called "Thomas precession.h' This gives rise
to a reduction in the classical Larmor precession frequency pre-

dicted above which reduces H by a factor of 2 yielding a

larmor
total spin-orbit interaction of
, el T
P}*_; = ,L. & ;2‘3 53 Q_ (1-8)
51 R ATrENEC .

Relativistic Corrections: Yet another effect is due to the relativistic

motion of the electron. We can account for this by expanding the

relativistic classical Hamiltonian as

H= W mc+\]"" P/g+ 1'\!(1“9)

This gives rise to yet another correction term in (I-2) of the

form

+
H,El k\) = ;3;&\ \Y LP (1-10)

Hyperfine structure: An even higher order effect involves the interaction

between the electron spin and the magnetic moment of the atomic

nucleus itseif. This leads to additional--but very small-~terms

in (I-2).
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One can quantitatively account for these fine structure effects
by using the methods of perturbation theory to calculate the corresponding

energy shifts

E, — En+ DEzj + AEnl + Ay perhine (1-11)
For the hydrogen atom, such a calculation yields
2
0 ‘QEV)\\ OLQ 1) for = Q%yg\
nQALA) (L (I-12)

AEz 3
Bl for )= D‘_y% V0 5
n @R+ 1)

vhere j is a new quantum number characterizing the total angular momentum

of orbital plus spin angular momentum,.g = ﬂ + s while
ct ‘

o = = = S R (1-13)
-\—nc \37 0377

is the so-called fine structure constant.

Furthermore N
Enld
AErl = \L\V;lz LZ) Qi-} (1-1%)

(Ve will not treat the nuclear hyperfine corrections here.)

Notice that when these fine-structure corrections have been
included, the energy levels depend upon three guantum numbers, n, 1, 3,
and hence part of the degeneracy in the original levels (I-3) has been
removed. This corresponds to a splitting of the original levels into
several new levels, each slightly displaced from each other (by a separa-

tion of 0(a2) ). There is still a degeneracy of rpultiplicity 2 correspond-

ing to mj.

C. Spectroscopic Notation

The standard classification scheme used in atomic spectroscopy
to identify these energy levels begins by specifying their orbital angular
momentum. Unfortunately, history has left us with a rather nonsensical

notation
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where the letters were originally used to denote the observed character

of the corresponding spectral lines (sharp, principal, diffuse, fine).

Such 2 terminology is applied to all of the energy levels corres-—

ponding to a given value of n such as
1s, 25, 35, ..., NS

Most of these levels are still degenerate. One denotes the multiplicity of
this degeneracy by a preceding superscript, and the corresponding total

angular momentun quantum number j of the level by a following subscript:

(multiplicity)
(£
J
The multiplicity is equal to the number of different J values which can
be formed from & given £ and s. For a one-electron atom such as hydrogen,
s = 1/2, and hence the multiplicity is always 2.

For a many-electron atom, a very similar spectroscopic notation
is used. In this case, one adds up the various angular momenta for all of
the electrons, i.e. .i = :E:E;,.g = é;, Eb= 2{:3}. Then the
mltiplicity is given by either 25+1 or 2L+1, whichever is smaller. Since
it is most often the case that S is smaller than L so that the multiplicity
is equal to 25+1, the preceding superscript has come to be always asso-—

ciated with the value of S:

(23+1)(L)J (1-15)

(Notice that this implies that if S > L, then 25+1 is not the true multi-
plicity of the level.)
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EXAMPLE: 1 L
: P
So 3D2 5/2
L ) 2 1
S ) 1 3/2
J 0 2 5/2
multiplicity 1 3 3

Note that a multiplicity of 1 is referred io as a "singlet" state, 2 as

a "doublet," 3 as a "triplet," and so on.

D. Radiative Transitions and Selecticz Rules
We have seen that when an atom makes a transition between two
energy states, a photon is absorbed or emitted with a corresponding fre-
quency hv = Ep - E;. Hence by knowing the snergy level structure, we can
predict the frequencies (or wavelengths) of emitted or absorbed radiation.

Possible transitions are most frequently depicted on a term diagram (some-

times called a2 Grotrian diagram). An exarple is shown below:
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The probability for a radiative transition to occur between two
states is related to the wavefunctions associated with these states. The
principal. mechanism of interest in atomic and molecular spectroscopy in-
volves electric dipole radiation. Classically, the electric dipole moment

of a distribution of charges e; with position vectors r; would be given by
- —
= Z e. (1-16)
1 L .

The quantum mechanical analogie is given in terms of so-called "matrix

elements” involving the wavefunctions of the two states involved:

iy = e e YD © G

(1-17)

The rate of transitions between the states is then given in terms of

these matrix elements by

A -~ 2
W\_,Q = 4 = )/‘*\_,;1\‘ AR EI_E‘ (1-18)

Frequentiy, the symmetry properties of the wavefunctions involved
will lead to a zero matrix element. These are referred to as forbidden
transitions--in the sense that a transition between such states cannot
occur as a result of the interaction of the electric dipole moment of the
atom with the radiation field. The transitions which yield a non-zero
matrix element are referred to as allowed and can be specified by various

selection rules. For example, for the one-electron atom, the selection

rules for transitions are:

AL =+

As= O

Ay==xlor O (bt 3=0 —¢+-3:Cﬁ

Am\)‘:i'\ or O Chut m=Q - wm; =0 A AJ:O)

When electric dipole tramnsitions are forbidden for two states,
there is still a possibility that secondary mechanisms (e.g., electric

quadrapole radiation) will cause a transition, but the transitions rates



7-14

for such secondary processes are generally several orders of magnitude

lower than the rates for permitted dipole transitions.

IIT. THE MANY ELECTRON ATOM

Let us now consider the more interesting (and much more compli-

cated) case of a nany-electron atom. The electrons will now interact not

only with the nucleus, but as well with each other. However in the lowest

order approximation

and hence analyze

> one can ignore the interactions between the electrons,

the system as one would a one-electron atomn. Note, how-

ever, that the Pauli exclusion principle implies that only one electron can

occupy each state.
levels such that

of the energy

n =2,

*

2

m

This implies that the atomic electrons will occupy each

=0, my=2%1/2 == 2 electrons

m= 0; =1l,m = -1,0,+1, mg, =+ 1/2=>8 electrons

and so on. In earlier
ponded to a "shell" of

Shell:
n
subshell

# of elec.

2

[

theories of atomie structure, eacn value or n corres-

electrons with the notation:

L M N 0
2 3 4 s
2s 2p 3s 3p 3d ceren D oaaeis
2 6 2 6 10

- In this way, one can actually build up the periodic table of elements.

Unfortunately for our simple one-electron model (but fortunately

for lasers), the interaction among electrons greatly complicates the actual

energy levels of a many electron atom. Perhaps the most significant inter-—

action is between angular momenta (both intrinsic spin and orbital angular

momenta) of the various electrons. It is usually sufficient to consider

only the coupling of so-called "valence" electrons, i.e., those e€lectrons

in the outermost unfilled subshell. There are essentially two different

ways in which these angular momenta can then couple together:

Russell-Saunders of IL-S Coupling: 1In this case, the interaction of the

—

orbital angular momenta Zi of the individual electrons is so

strong from one electron to another, that these momenta combine

to give a resultant total orbital angular momentum

PN
& s\

~
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L= Z L, (1-28)
¢

which is a constant of the motion. Similarly, the individual

spins s; combine to form a constant

3= Z£2 (1-19)
1

If one now includes spin correlation energy (due to the Pauli
exclusion principle) and residual electrostatic energy of repul-
sion among the electrons, one finds a line splitting as shown

below for the example of & Lp and 4d valence electron:

1
P
’I xPl
l .
S = 0 s i’ D ‘Dz
1t (Singlets) N,
! N I . I,
]
]
,I
/. ip 2 2 an -
s e ] ' POJ:’
4pad ‘\ : T o 3
S = 1 g ‘E;*:zi D‘J"'
(Triplets) ™, % e .
N . .
N spumam—— i 4 TV
Unperturbed Spin-spin Residual Spin-orbit
state + correlation ey electrostatic + energy

energy energy

Schematic diagram illustrating the fine-structure splitting of a level corre-
sponding t0 a 4p and a 4d valence electron. The Landé-interval rule is illustrated in
the spacings of the triplet levela.

J=J Coupling: The reverse case is one in which there is considerable

interaction between the orbital and spin angular momentum of
-—

the same electron. Then each £; and _gi combine to form
- - — -
Ji =44 + sj. The j;'s are then loosely coupled to each other.

In this case, our previous example becomes

312,512 P e m——
) = 3 (32,502),,,,

3/2, 312

Yy

o I I (2320,
-————.———.—{ St
4pde A\
[ 142,572 T ) R
\\ N 112,5/2),,
N ———————— E
\ =
]
\‘ N
w_1/2,3/2 1 N
. s, (1/2,3/2), ,
» B et |
Unpariurbed + Spn orbit + Elactrostate
beve! energy and spin alfactn

Schematin illustration of the fine structure of o pd configuration in j-j
“eoupling. .
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Actually, L-S coupling prevails for most light elements. Pure
J-J coupling occurs very seldom, and one frequently finds that
the inner shell electrons obey L-S coupling while the outer

electrons obey the j-j coupling scheme.

IV. SPECIFIC EXAMPLES
As we shall see in later lectures, laser action involves the
collective de-excitation of excitéﬁ staté§ of atomic systems, with a corres-
ponding emission of electromagnetié radiafion. Such transitions can occur
between the excited states of atomé} ions, or.éven molecules. To illustrate
our brief introduction to atomic spéctroscopy, it is appropriate to con-—

sicer examples of lasing transitions for both atomic and ionic systems:

Helium-Neon Laser: The first gas laser to be demonstrated experimentally

(1961) involved transitions between various excited states in
neutral neon (an "atomic" laser). (We will return later to the
role played by the helium in this laser.) Many lasing transi-

tions have been obszrved, but the three most important are shown

below:
A He*
20 }— M
3 ,'
o
AT =
18- Ne*
VI T DN IVIVINY§
17— 3.3%
2‘8 352
: 3ps
)
:E, 16238 28,
°
:.4 ZP‘
R 15—
]
=
[TV
14—
13 states
13 [—

S )
i T

Helium Neen

Energy-level diagram for the helium-neon laser.
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3s; —> 2p, A =63288=2/c
2s, —> 2p, - A = 1.15 microns
3s, —> 3ph A = 3.39 microns

Argon Laser: One can a2lso induce lasing transitions in ions (an "ionic"
laser). In particular, transitions in singly ionized argon

have been used:

355

A  Laser 1//////7//] 4p states
transitions
ds states .

% -
8
S
s Argon ll spectrum
& 15.78
“,‘;: _Argon | spectrum
o e
Energy-level diagram for the argon-ion laser.
2
bp Dsfo —= 452 p A = 1880 R
3/2
leaD5/2 —> h52 P3/2 A = 51k5 R

There are a host of other atomic and ionic lasers. Indeed, it
has occasionally been suggested that any material can be made to lase—-—

if one is sufficiently clever (and sble to invest enocugh money and energy).
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We will continue on in later lectures to develop the theory of laser action
and study specific laser types, but first we must develop one additional
topic, that of molecular spectroscopy, which plays the key role in the

study of molecular lasers such as the CO. gas laser.

2

N
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7.2. MOLECULAR SPECTROSCOPY

I. INTRODUCTION

There has been a very considerable recent interest in molecular
gas lasers which utilize transitions in molecules (such as CO or CO ) to
produce laser light at infrared wavelengths. The energy level spectra of
molecular gases are considerable more complicated than those of atomic
gases. In addition to the electronic energy levels which we studied in
the previous lecture, a molecule can also have energy levels arising from
the vibrational and rotationsl motion of the atoms in the molecule. Whereas
the spacings of the electronic energy levels for molecules are comparsble
to those for atoms, the vibrational and rotational levels -add a "fine struc-
ture” whose level spacing is typically smaller by factors of 20 and 500,
respectively. A comparison of typical atomic vs. molecular spectra is
shown on the next page. One should note in particular the difference in
energy of the various levels, and the complexity of the molecular levels.

In this lecture we will briefly review some features of molecular
energy levels, considering the simplest case of a diatomic molecule for
convenience, and then analyze the molecular spectra of several gases of

interest to laser technology (002, H,, and HCN) in more detail.

II. GENERAL FEATURES OF MOLECULAR SPECTRA
A. Electronic Energy Levels

Atoms are bound together into molecules by a rearrangement of
their electrons which gives rise to an effective attractive potential be=
tween the atoms. The simplest type of such a chemical bond is the covalent
bond in which an electron is "shared" between atoms (e.g., in 0 2, and
SiC). In other types of molecules (e. g., NaCl) electrons are exchanged
from one atom to another resulting in iQEiE.bondlng (e. g., an attraction
between Na and C17 ). The details of such chemical bonding is rather
complicated, as are the calculations of the electronic energy levels for
molecular systems. There are usually far fewer bound electronic states in
molecules than in atoms, simply because for sufficiently large energies,
the molecule disassociates (this can be seen in the figure on the following
page) .

D - 17
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sults in a much higher quantum efficiency. The enlurgement at right shows thut the vibrational
levels of the molecule's eleetronie ground state are in turn composed of a number of rotation.
al energy levels due to the rotation of the molecule. The aumber with each level indicates thut
levels rotational angular momentum in anits of h/2=, Two of the allowed infeaced tran-
sitions Leiween the rotational levels belonging to two difierent vibrational levels are indicated.



P

7-21

We will be most concerned with the energy levels available to the
molecule for a given electronic configuration. 1In this sense, then, one
essigns to each electronic state n an effective interatomic potential energy
Vn(r), and then proceeds to analyze the energy levels of the atoms in such
a potential. (Naturally if the electronic state changes, then Vn(r) also
changes, and this analysis must be repeated for the new effective potential.)

Examples of such effective electronic pofentials are shown for
several different diatomic systems as a function of atomic separation

O—0O

in the figure below. Incidently, these curves clearly reveal than NaCl

must involve ionic bonding, while H2 must have covalent bonding, since these

Yield the only bound states.

15

10

£

-5

7 (167°m)
Interatomic potentinl-energy curves for the ionic molecule NaCl and the
homaspolar molecule Ha.  The zero of cnergy corresponds to the neutral stomy situated
at infinity. -

B. Vibrational and Rotational Energy Levels
Since the effective potential has a minimum, it is possible for
the atoms to vibrate or oscillate about their equilibrium positions. They
may also rotate--that is, assume various values of angular momentum. In

fact, one can write the energy levels of a diastomic molecule as
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- 2
E — + KK+ A
nK ¢ Y + N VA7 TI-
v ° m,. 2 K (11-1)
Wwhere
n electronic quantum number

rotationzl quantum number (similar to £ in atomic
spectra)
v vibrational quantum number
Here also, m. = M M /(M +'M2), the reduced mass of the diatomic system,
Ty is the equillbrlum separation of the atoms, and W is their vibration
frequency. Note that all of these factors depend upon the electronic

state n.

In practice, one finds

\, > > Thag, (v Y>> o W)

v r‘(\\z ’

Hence the vibrational levels are imposed as fine structure upon the elec-

(11-2)

tronic levels, and the rotational levels as fine structure upon the vibra-
tional levels. The energy levels are degenerate with respect to the z-

component of the rotational angular momentum, MK’ with a multipiicity (2K+1).

C. Molecular Spectroscopy of Diatomic Molecules
Having tnus isolated the various components of the molecular

energy levels, we can now consider the various kinds of radiative transi-

tions possible between these states:

Pure-Rotational Spectrum: The simplest kind of tramsition is one in which

only the rotational guantum number changes. These are most com-
mon when the molecule is in its electronic and vibrational ground
state. Since such radiative processes usually involve dipole

transitions (at least for asymmetric molecules), the usual selec-

tion rules apply

AK = +1  (absorption)
= -1 (emission)

A +]1 or O

K

The corresponding frequencies are given by
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— Euir - Ex _ SEQEJ)&Q,
“X 2 R v (11-3)

and lie in the far infrared (v 1000 pm).

Vibrational-Rotational Spectrum: Next in complexity are transitions which

involve a change in both the vibrational and rotational states of

the molescule. The selection rules are then:
AK = +1

AMK =% or O

Av =+l (absorption)

= .1 (emission)

Then the frequencies observed fall into two "branches," depend-

ing on the sign of AK (consider the ground electron state n = 0).

R-Branch:
W = m-w-n Eou,u N+ M*“} (\H—\ﬂj AV =+t
o ke - mrr"‘a\ J Av = +)
P-Branch:
A=~}

OJOXY — Eo,\(-l,w\ “Eo,tq\l ~ Do [,(JV\ . (v-\-lﬂ\m; Ay = +|
A M, A 2L, K+ O
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A typical example of a vibrational-rotational spectrum and the

branch structure in an absorption spectrum are shown below

10

K=0 —_——p= 4
10 B
K=0- —_— =3
10—5
K=0 = —p=2
5
K=0—= —v =1

Schematic energy-level diagram of the vibration-rotation states of a
diatomic molecule.
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Such transitions are also in the infrared (v 10 um).

:
£

-= 0

T —

P branch (- R branch
Flectric-dipole vibration-rotation transitions between two  vibrational
states of o diatomic moleeule. (Adapted by permission from Herzherg, “Spectra of
Diatomic Molccules,” copyright D. Van Nostrond Company, Inc., Princeion, N.J.,
1950.)

e

NI

:, H/H/HH//H(\
AEmPREN I m
&l gL UYL i
°””‘%L“y. 3; “j 3.6 35 34 ;;“JA‘—

The absorption spectrum of 1{C] vapor in the near infruved.  [After fines,
Astrophys. J., 80, 231 (1919).]

Electronic Trarsitions: The most general transition of a molecule is one

in which the electronic, vibrational, and rotational states all
change. Because of the participation of the electronic state in
the transition, there is no strict selection rule for the vibra-
tional quantum number v.

The vibrational modes will impose a fine structure upon the
electronic transitions, which in turn will be broken into broad

bands by the rotational structure. Hence the spectra of even
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diatomic molecules can become extremely complex. We will later

discuss the H2 laser which relies upon such electronic transitions. (
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IIT. SPECIFIC EXAMPLES OF MOLECULAR SPECTROSCOPY

A. The 002 Laserj

We now turn our attention to a specific molecule, COE’ which is

linear and symmetric as shown below:
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The trarsitions of most interest are vibrational-rotational transitions

(in the electronic ground state). The band structure is revealed in the

absorption spectra below

w-— i
il M/\/U\A]LNUUWU
i L L

> BRANCH R BRANCH

- %iCiCE\JTER OF BAND

L

10.8 10.7 10.6 10.5 104
WAVELENGTH (MICRONS)

L

10.2 10.1

Again recall that the P-branch corresponds to an increase in angular
momentunm of AK = 1, while the R-branch involves a decrease in angular
momentum of AK = -1. These states lie very close to the ground state.
(We shall see later that this is a key reason for the very high efficiencies
of molecular lasers.)

The vibrationzl motions of 002 are somewhat more complex than
for diatomic molecules, since it has 3 degrees of freedom. These vibra-

tional modes are shown schematically on the following page.
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7
AN

OXYGEN "CARBON OXYGEN

CARBON DIOXIDE MOLECULE {(a) is linear and symmetric in configuration and has
three degrees of vibralional freedom. In the symmetric stretch mode (b) the atoms of the
molecule vibrate along the internuclear axis in a symmetric manner. In the bending mode
(¢) the oscillation of the atoms is perpendicular to the internuclear axis. In the asymmetrie
stretch mode (d) the atoms vibrate along the internuclear axis in an asymmetric manner.
The vibrational state of the molecule is accordingly described by three quantum numbers,
vy» vo a0d vy, and is usually written in the form (v;v,v;), where v; describes the number of
vibrational quanta in the symmetric stretch mode, v, the number of vibrational quanta in
the bending mode and vy the number of vibrational quanta in the asymmetric stretch mode,

Hence there are three vibrational quantum numbers, Vs Vo and v3 which
represent the number of quanta in each mode. The description of a given
vibrational level is given by (vl,vz,v3).

The vibtational levels of most interest are shown in the diagram
on the next page. (The rotational levels have been omitted to keep the
level diagram as simple as possible.) Note that the 001 - 100 transition
corresponiing to 10.6 micron radiation is of most interest in CO2 laser

applications.
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B. The HCN Laser
Very long wavelength laser radiation can be obtained from tran-

sitions in HCN as shown in the partial level diagram on the next page.

C. The H2 Laser

At the other extreme, transitions between different electronic
levels in molecular hydrogen can yield extremely short wavelength radiation
in the wltraviolet (1600 X). The transitions involved are shown on the

next page. (Note that the upper level is not a bound molecular state in

this case.)
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7.3. INTERACTION OF ELECTROMAGNETIC RADIATION WITH ATOMIC SYSTEMS

I. STIMULATED AND SPONTANEOUS EMISSION

Thus far we have studied the possible spectra of electromagnetic
radistion emitted by atomic and molecular systems.',In particular, an
jntroduction to the available energy states of atoms and molecules was
given. We now direct our attention towards the interaction of electro-
magnetic radiation with large nurbers of atoms and molecules.

First, let us review very

briefly the interaction of radiation E E2
with a single atom (or molecule) with
ANNASP
two levels as shown. If the atom is
initially in the state El, then it El
can be excited into the upper state absorption
E, by the absorption of a photon of E2
energy
hvl2
.. =E. - E wNAAATT
12 1 2 E
! 1
Similarly, if the atom is initially
in the upper state E2, it can spdn- spontaneous
emission

taneously decay by emitting a photon.

Suppose we denote the transition prob-

ability per unit time (i.e., rate) for such spontaneous emission of light

as A21'

There is yet another pro-
cess for emission, however. An atom Ez
in an excited state can be stimulated hv12 . r;lgf“"”’
to emit a photon if one subjects it —~ e lflz,r~«ai§
to electromagnetic radiation of the < El
same frequency as the energy level
spacing. That is, there is a prob- stimulated

emission

ability that an incident photon of
energy hv12 will stimulate the emission of yet another photon. These two
photons emerge from the atom in phase. In this sense, stimulated emission

can lead to a coherent amplification of light. This is in contrast to

spontaneous emission in which the photons are émitted randomly.
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The transition rate for stimulated emission must be propor-

tional to the photon density or radiation density at frequency v12, w5

Hence let us write the corresponding transition rate as u, le. .Note
2
that the total decay rate from E2 to El'is then -
= +
Vou1 = A1 “v12321 (I11-1)
In fact, le is closely related to the zbsorption transition rate which
can be written as
Ysp = Yy Bio : (111-2)
12
In general then, for two levels m and n one has the transition rates
= L o = -—
Wh+m Anm uanm wﬁ+n uv mn (I 3)

The rate constants Anm and Bnm can be calculated in terms of the electric
dipole matrix elements for the atom, as we have seen earlier in Lecture I.
However there are two very useful relationships known as the Einstein

relations:

8, Bnm =8 an g, = multlpllc1ty

_ 8mh>
AL =—3 B (111-L)

(In a medium with index of refraction v} # 1, this is modified as
_ 8thv3pY
A = TG T P 0 )

Stimulated emission of radiation is the key phenomenon in lasers.
For if one can prepare an "active medium" in which most of the atoms can be
placed in an excited state, then electromagnetic radiation passing through
them will stimulate a cascade of photons--each in phase with the others.

Hence an enormous coherent amplification of light at this wavelength is

possible.

But, of course, the first reguirement is to develop a‘way to ex—
cite large numbers of atoms into the appropriate excited states. Most of
our discussion in this lecture will be concerned with how one actually

prepares such an "inversion" of excited state populations.

II. EQUILIBRIUM STATE POPULATIONS AND INVERSIONS

Counsider a large number No of atoms in thermal equilibrium at a

temperature T. Then if Ej is the energy of the jth state, the distribution
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of atoms among the various states is given by the Boltzmann factor:

, = Eifax
de = N, :ééf*"jjﬁgzﬁg.r (I11-5)
. C ’
If the jth level has multiplicity gj, then the population or number of

atoms in level J is
| - 57/5
N:= a0 Ny = N A (111-6)
J %J R) 0 ZP_ EL /[0:\’ i

In particular, the populations of any two levels, say E

E. and E,., are related by

1 2’

(E~EN T
Na N e e

Aa Y ; 1

Hence in thermal equilibrium, the relative population in the upper state

will be many times smaller than that of the lower state. If we were to
irradiate such a collection of atoms with light of frequency vy,» then
obviously gbsorption would greatly overwhelm any stimulated emission, and
light attenuation rather than amplification would result.

More quantitatively, let the sneident light be of energy density

u, und frequency v, - Then

el = +
# of emissions/sec (Agl uszl) N2 (111-8)

# or absorptions/sec = w B, N

Hence the net loss in coherent incident beam photons (remembering the

spontaneous emission is incoherent) is given by
# lost/sec = (Nl - N2) w B,y (111-9)
implying attenuation if Nl‘> Ng,
What we must obviously do is disturb the equilibrium distribution

so that we preferentially populate the upper state in such a way that

N2 > Nl' Such a population inversion will amplify light:
photon gain/sec = (N2 - Nl) u By (1I11-10)

Such an amplification or "negative absorption" is the objective of laser

design.
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TII. EXCITATION MECHANISMS

How does one obtain such a population inversion? Obviously not
by trying to directly excite atoms from El to E2 since this would require
ebsorption from the beam one wishes to amplify. Instead additicnal levels

rust be introduced. The simplest

scheme is a 3-level laser which was (:)
first applied in the ruby laser. 7 spontaneous
. . . . decay

The idea is to irradiate the lasing
nmaterial (in this case, the chromiun (@)
. s . excitation
ions in ruby) with flash lamps to ex-
cite them into the upper state 3.

. . . stimulated
Since the light from flash lamps 15 emission
not monochromatic, only a small frac-
tion of the incident photons will be v @

absorbed to excite the atoms. For
this reason, one wants the upper level
to have as large a line width as possible, to cover a broad freguency
range and hence "catch" as many of the flash lamp photons as possible.
The etoms in the upper level 3 then decay very rapidly via fast radiation-
less transitions into the jntermediate level 2 , which has a very narrow
line width and a relatively long lifetime for spontaneous emission. Hence
by using sufficiently intense flash lamp irradiation, one can prepare a
population inversion in which the number of atoms in 2 exceeds_that in
1 . The transition between 2 and 1 is then used as the lasing transi-

tion for stimulated emission.

The three level laser is only one of a huge variety ofslevel
schemes used to excite atoms or molecules into suitable population inver-
sions for light amplification by stimulated emission of E@diatioh. Other

excitation mechanisms used in gas lasers include:

(i) direct excitation by charged particle collisions: If one maintains
an electrical discharge in the lasing media, then in elastic colli~
sions between free electrons and atoms or ions can create excited
states. Such excited states can then transfer energy to the upper
lasing levels by collisions (see ii below). This combination of

electron excitation and collisional energy transfer is the principal



(ii)

(iii)

(iv)

(v)
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mechanism used in lasers such as helium-neon or COQ. We will return

to discuss it in considerably more detail when we study specific laser

systens.

excitation through resonant or near resonant energy transfer: The
excitation present in a particular speciles can be selectively trans-
ferred to a particular state (or a narrow band of states) in another
species by resonance collisions in which the relative energy between
the colliding atoms or molecules is very close to the energy level

spacing of their excited states,

excitation by gas dynamical processes: Rapid heating or cooling of

& molecular gas can generate a population inversion (such as by
expanding a gas through a nozzle). Such excitation mechanisms are
currently being applied in extremely high power continuouous operation

(cw) 002 lasers.

excitation by chemical processes: It is well known that in many
chemical reactions the products are formed in excited states. Hence
chemical reactions can be used to create population inversions of
molecular gases. In practice, a rather considerable fraction of the
available chemical reaction energy can be coupled to the radiation

field. Examples of such chemical lasers include HF, HC1l, and CO.

excitation through the Penning effect: The Penning ionization process
involves using the internal energy of an excited atom to cause the
ionization of its collision partner during an encounter. This mech-

anism is operative in the helium-cadmium ionic laser.

It is apparent that regardless of the specific mechanisms used to

excite atomic or molecular systems and achieve population inversions, the

relative widths of energy levels and their lifetimes against spontarneous

emission play very significant roles in achieving laser light amplification.

Hence we now turn briefly to a discussion of spectral line widths and

energy state lifetimes.



7-37

IV. SPECTRAL LINE BROADENING

Suppose we consider light of frequency

v propagating in a medium in which there is an
excited state at an energy hvo above the ground N

state. Then if v = vy we would expect to find

appreciable absorption of the incident light, *_El

and attenuation of its intensity by

I(x) = I e*k(vo) x (I11-11)

where k(v) is an absorption coefficient for light at frequency v. In our
study of atomic energy levels, we have assumed the levels are of vanishing
width so that only light of the proper frequency v, can be absorbed. If
this were true, k(v) would be nonzero only for v = vg. In fact, however,
an experimental measurement of k(v)
would reveal that it has the shape
as shown, teing peaked about v,. Av
This corresponds to the fact that k(v)

the excited state E2 has a finite

L (R,
o

width, hAv (measured at half-maximum).

If one recalls the Heisenberg uncertainty relation

AEAt > h " (II1I-12)

then a finite width AE implies a finite lifetime At to the excited state.
There are a number of physical processes resPOhsible for such a
broadening of the energy level. Of course, an isolated atom in an excited
state will have a finite lifetime against spontaneous decay. But this
"natural" line width is extremely small and can usually be ignored. The two

rajor factors contributing to line broadening are the frequency variations

resulting from the thermal motion of the atoms (Doppler broadening) and those
resulting from the interruption of absorption or emission of radiation by

atomic collisions (collision broadening).

Doppler broadening: Let's assume that the distribution of atomic velocities

follows a Boltzmann distribution, so that the probability of an
atom having a velocity whose z component lies between v, and

vy + dv, 1is
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~ Mu3hket
P(VQ AVZ = ];’%‘— c A‘/z - (IT1-13)

Now this speed v will cause the true frequency N to be Doppler

shifted to an effective value

(\*‘ V2l (ITT-1k)

Hence the probability that an atom has a Doppler-shifted resonance

frequency between u/ and v/ + dv is
&uﬁ7%a

. e
P(ﬂ dy' = \Tﬁ’bﬂ c (II;-ls)

_ o, et

where the Doppler width is INpY) D ¥&C
Hence this will lead to a Gaussian spectral line shape of width AvD.

broadening: If an atom suffers a collision while it is radiating,

Collision

the radiation is disrupted and a finite wavetrain will result. The
phase of the radiation after the collision has no correlation with
the phase before collision, and the emission appears to have a

finite lifetime. Lorentz showed that when the frequency of colli-

sions was small compared to the undisturbed frequency, the spectral

line shape was

DY \
~ =5 - (II1-16)
VY= R 2 DR\ 2
gt -2+ (B2)
(Lorentzian)

where this is normalized such that 4!” g{v) dv = 1. Here the

line width is

Ay = ;}E (III-17)

where < is the mean time between collisions.

broadening is sometimes referred to as "homogeneous" broadening

in the sense that its effect is the same for all the atoms in the gas. The

Doppler broadening is different due to the different velocities of the

atoms, and hence is known as "inhomogeneous" broadening. The differences in

these spectral line shapes are shown on the next page.
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Gaussian line
— -
Ly
- -
Lorentz line
.‘_-':. -
el 7
= iG,

F—— Ay —

¥y
Frequency, ¥

Gaussian and Lerentz lines of common linewidth. (G, and L, denote the
peak intensities} )

We will use this information in the next lecture in which we
determine the threshold for laser amplification, and outline how gain

calculztions are performed.
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7.4. THEORY OF LASER ACTION

I. KTRCDUCTION
Suppose we consider a beam of light propagating in a medium in

wvhich the atoms are assumed to have only two available energy levels.
E

r\_/\/\/\/\/“) 2
PAYad s h
A e~ E,

=

Then the equation describing the bezm intensity Iv at any point x can be
derived by considering the change in beam intensity in a frequency interval

ﬁzrdue to sbsorption and stimulated emission over a distance dx:
Cl LI-z}clh)v = v (BQ‘ c\va — B\Qc\\\lw\ Iv %& (Iv-1)

where v = ¢/u is the phase velocity of the light. If we rewrite this as

Si 4l - W7 (gLaN, BN 2k,

then ve can identify the absorpticn coefficient by integrating over the

level widths as

_ b
ﬁqvclv = ,_Eﬁg (BQN‘ - B, Na\ _ (1v-3)
If we now use the Einstein relations (lecture III),
_ — C
A Bn - 0\\1821 3 BA\’ W ‘L\Q\ =)

we can write

T \ A -
oo = 2o (- 22 - 300, v
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If the atoms are in therral equilibrium, then we have seen that

Hence we find

\(\Ovclv = W No (Iv-6)

where W can then be identified as the integrated absorption cross sec-

tion per atom for the lirz of interest, while

g = ey (1v-7)
No

is the absorption cross s=2ction per atom.
P

When population inversion occurs such that

& —T
Nl N

5 2

then the absorption coefficient kv becomes negative, corresponding to

an exponential growth in intensity
ol X
IV&) pemdl IO c J O(U = —k)v . (IV—B)

We can calculate av as before

fo(v dv = U (%1N1~ N) (1v-9)

(Equations (IV-6) or (IV-9) are known as the Flchtbauer-Ladenburg formulas.)

If we define the population inversion
a
FJ.:> 1 - N - (Iv-10)
I, = !

and the relative population inversion

\d — Sﬁl.tiz V&‘ 3 (1v-11)

h —EE; B f32_b&0 - Ei;

then (IV-9) can be writtesn as

JUAVTZ LCNOW : (Iv-12)
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II. THRESHOLD CONDITIONS FOR LASER OSCILLATION

Consider now an aggregate of atoms in which a population inver-

sion has been achieved such that

U
% N17 N\ . (1v-13)
2
Hence a beam of frequency v v 012 will grow in this medium according to
the equation

o X
T6)=- Toe” oLy = 2y

J (Tv-1h)
Of course, in a laser oscillator, the beam must pass back and forth
through the active medium many times in order to be amplified to appre-
ciable intensities. To do this, one places the atomic "amplifiers"
between two mirrors (one of which is only partially reflecting to allow
some of the laser light to escape the "optical cavity"). For our pres-
ent analysis, suppose each mirror has a reflectivity r and the mirror

separation is a distance L (see below). If we consider only the parallel

| Gy )

e Lot}

propagation of light, then upon each reflection, l-r of the incident

light energy is lost. Hence one complete pass yields an amplification of

Fo R eddl o I X).

To achieve net amplification, one requires F > 1. Hence the threshold

(IV-15)

condition on o, for laser emplification is

Ay = A = 9 (1v-16)
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Since o, will only be greater than or equal to o for a narrow range

of frequencies,

amplified, the resultant laser out

and since only modes with these

frequencles will be

put will have & line width much nar-—

rower than the atomic linewidth characterizing the lasing transition.

IIT.

RATE EQUATIONS

®

We can study the dynamic €}
vehavior of a laser by writing
down the rate equations deserib- ‘—{ED
ing its various state popula- VAY
tions. For convenience,'consider
VvV v A
the 3-level laser as shown on .
+the right, where W3| WBLAE”‘ AZI WZI le
W= uvB - stimulated emission rate
A = spontaneous emission rate
832 = rate for radiationless transition from 3 1o 2
Then we can immediately write down the corresponding rate equations:
AN _ )
fye = \)\,\3“\ - (.\Ug\'\' b\?,\'\‘ 631 &3
é__,z = WY.LN\ - (\Ml\-&‘ p\l\\\\\l X €31N3 (1v-1T)

At

N, =

NN, N

These equations describe the time dependent state populations for the

3-level system, but of particular interest is the equilibrium or steady

state situation in which:

—
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\M\EN\ - L\Usﬁf A‘ax ¥ 631\ Ng =0

W), Ny - (g + AJJBNZ'\" 531N3:O (Iv-18)
No = N\ '\'NL'\' N3

We can simplify these equations as follows: First note that A31, the
spontaneous emission rate from the upper level, will be small and can

be neglected. Furthermore, Einstein's relations imply

Wiz = Wy Yoy = Vo

If we furthermore assume that the radiationless relaxation between levels

is very fast, then S_, > > W13, and we cen solve (IV-18) for

32

NN W= An (17-19)

No Wiz ¥ I\z\* lel

is proportional to the execitation or

Notice in this equation that Wl3
"pumping" energy while Wél is proportional to the laser light output.
Hence we can directly calculate the minimum value of Wi3 required to

achieve the threshold condition:

ol
\Nng AQ\ ¥ wag, t N.\ z lw\l W N, (1v-20)

It is similarly of interest to calculate the minimum value pumping power

required to achieve negative absorption such that Wi3 21 If n pho-
tons/sec of frequency vpum are incident, then the incident power is
p e \/\ P‘*“"P (Iv-21})

and furthermore
Wiy = upw,,\p = (\ﬂ 8\3\” “‘PWZ\ Goung  (1V-22)

Hence to achieve negative absorption:

Ps R, = BA@;@’M .
pump
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IV. INTERACTION WITH AN OPTICAL CAVITY

As we have seen, the laser consists of a large number of atomic
amplifiers placed between two mirrors which form an optical cavity. A
variety of electromagnetic modes of oscillation in this cavity are pos-—
sible. Because the length of a laser is " 105—106 wavelengths, and the
amplification occurs over a finite frequency range, usually a number of
laser modes will be amplified simultaneously. .

One can characterize the ability of the laser to amplify a given

mode by the cavity quality factor

2w.E
q = T (Iv-24)
A

where E is the energy, and Pd the rate at which the mode energy is dissi-

pated in the cavity. In this sense, the linewidth of the cavity is given

by 'ZL

—_—

L= q (1v-25)

As the laser oscillations build up, certain modes (those falling
within the amplification line width with the highest Q) will,be\preferen-
tially excited. The presence of the optical cavity (the mirrors) is’
essentially to the growth of oscillations, since a given wave must pass
back and forth through the amplifying medium many times.

This feature can be used to pulse the laser output. If a shutter
is placed in front of one of the mirrors, then oscillation growth is in-
hibited, and as the pumping continues, a larger and larger population
inversion will build up since little stimulated emission depletion occurs.
If the shutter is then suddenly removed (e.g., by using a Kerr cell), the
oscillations build up extremely rapidly, leading to a laser pulse which
dies out when the excited state popuiations have been depleted. Such
pulsing amounts to artificially suppressing the Q of the cavity to allow
the large amounts of energy to be stored in the population inversion, and

then releasing this energy as laser light by "Q-switching" the optical
8

cavity. Pulse widths of 10 to 10”7 can be achieved in this manner.

N
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7.5. INTRODUCTORY THEORY OF GAS LASERS

I. INTRODUCTIO

The spectroscopy of gas atoms is much simpler than that of atoms
bound in solids, since the former interact only via collisions. For this
reason there are no excited states with breczd widths--that is, no broad
absorption bands such as one finds in solids which are capable of absorb-
ing polychrometic photons. Hence excitation of gas lasers by means of
flash lamps is impossible, Instead one must rely on excitation by elec-
tron impact and transfer of excitation by resonant atomic collisions.

As atoms are excited into higher ensrgy states and then cascade
down to lower energy levels by nonradiative (collisional) transitions, a
nonequilibriur situation will be set up in which states of longer life-
times accumulete a larger number of atoms. Such an accumulation is parti-
cularly prevalent for those states for which radiative transitions are
forbidden by selection rules (so-called "metastable" states). We will
see that such retastable states play a key role in influencing the compe-
tition between excitation and decay rates of the energy levels necessary
for successful population inversion.

The most convenient excitation mechanism is that by inelastic
electron atom collisions in an electrical discharge. In such a discharge,
electrons are accelerated and suffer inelastic collisions with atoms,
thereby exciting them to higher energy states. Such electron collisions
can be used to directly achieve a population inversion, but more frequently
the electron excitation is redistributed by means of resonant atomic
collisions. Frequently a second gas with energy levels near to the lasing

gas is introduced into the discharge to facilitate this energy transfer.

II. THE HELIUM-IEOHN LASER
As an exemple, consider the Helium-lleon laser in which transitions

occur as shown on the next page:
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Energy levels of He and Ne involved in the cycle of the 1.1-p laser.

The 238 state of He is metastable (direct radiative trensitions to the
singlet ground state are for>idden) and can be populated by an electric
discharge in which He atoms ére excited by electron collisions and cas-
cade down to the 238 stzte. The He atoms in the 238 state then suffer
resonant collisions with the ground state neon atoms, thereby exciting
them up to one of their 2s states. Radiative transitions from 2s to 2p
are allowed in neon. Since the 2p levels are not populated by He-le
collisions, a population inversion is possible and hence lasing can occur
between the 2s and 2p states (with a wavelength of 1.15 microns). Transi-
tions from 2p to the lover s levels are quite rapid, hence implying a
population inversion can be maintained during lasing between 2s and 2p.

Tt is important to note that it is actually the excited metastable
state helium atoms which pump the neon atoms into & population inversion.
In this sense, the heliur atoms act as a funnel to convey the broad band
of electron excitation into a few sets of neon levels. Of course some Ne
atoms will also be excited into both 2p and 25 states directly by electron
collisions, hence reducing the population inversion. For this reason, the

neon density is kept considerable below the helium dernsity.
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There is yet enother effect characteristic of gas lasers. If
the neon ls level population becomes too high, photons emitted by a
2p »+ 1s transition from one neon atom can excite another neon atom in a
1s state. This process is known as radiation trapping and has the effect

of increasing the lifetime of the 2p state, hence reducing the population

inversicn.
Many other types of noble gas transitions have been used (both

electronic and ionic) in lassr applications. We have discussed the helium-
neon laser only because of its simplicity and its historical interest as

the first gas laser.

III. THE CO2 LASER

Currently there is very considerable interest in the development
of molecular gas lasers capable of delivering high output powers with high
efficiency in the infrared wavelengths. Of particular interest are the
CO2 and CO molecular lasers, because of their output wavelengths of 10.6
and 5 microns, respectively, which fall in the atmospheric transmission
windows, and because they possess remarkable potential for efficiently

producing extremely high output powers (either pulsed or ew).

A. Excitation Mechanisms

As we have seen, the 002 laser utilizes transitions between dif-

ferent vibrational-rotational levels in the C02 molecule (see below):
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In particular, transitions between the (001) esymmetric stretch vibra-
tional mode and the (100) symmetric stretch mode yield laser light at
10.6 microns wavelength. However, even though the 002 laser involves
molecular trensitions, its excitation and population inversion mecha-

nisms are very similar to those of the He-Ne laser (which utilizes

electronic transitions).

In the 002 laser, nitrogen N, plays the role of the energy trans-—

fer species by being excited into hizher vibretional levels by electron
collision in & discharge, and then transferring this energy into 002
vibrational levels by resonant collisions. ©Since nitrogen N2 is a dia-
tomic molecule, it has only one degree of vibrational freedom. Further-
o is homonuclear, its excited vibrational states {(in the
ground electronic state) cannot decay radiatively (there is no electric

more, since N

dipole moment). Hence these states are extremely long lived--i.e., meta—~
stable. The higher N2 vibrational levels Ne(v) are almost equally
spaced. Hence rasonant collisions between the H2 molecules will tend to
cascade the more highly excited N2(v) molecules into the N2(l) states.

These Ng(l) molecules, in turn, will transfer their energy of
excitation to the CO2 molecules in a resonant collision exciting the
c02(001) state. Since the higher C02(00v3) levels are also evenly
spaced, resonant collisions will enhance the population of the 002(001)
level via cascading down from upper vibrational levels.

dnce having emitted a 10.6 photon in the c02(001) - 002(100)
transition, the molecules must still cascade down through the (010) level
to the ground state. Again the transition from (100) to (010) occurs
via resonant collisions, but this time with (020) molecules. The final
transition from (010) to the ground state is nonresonant and involves the
conversion of the excitation energy into kinetic energy via collisions.
Sometimes He gas is introduced to facilitate +this final transition--again

via resonant collisions.

B. Quantum Efficiency

At this point, some mention should be made of the very high "effi-

ciency” of the CO2 laser. The normal definition of efficiency would be

output power of laser beanm
input power of electrical
discharge

= working efficilency

—~
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But there is z more inherent limitation on efficiency which is directly

attributable to the quantum transitions which occur in pumping and lasing.

One defines

energy emitted in lasing transition _ e
: i = gquantum efficiency
excitation energy

In the case of CO,, the energy of excitation to the 002(001) level is
.3 eV, while the lasing transition is ~.12 eV. This corresponds to a
quantum efficiency of 40%. The remaining 60% of the excitation energy
is wasted in the transitions from (100) to the ground state and ultimately
appears as thermal energy of the gas.

The electrical-discharge-resonant-collision mechanism of pumping
the CO_, states can be made very efficient, and in practice one can design

2
the CO, laser such that the working efficiency approaches the quantum

2
efficiency. This is in very sharp contrast to high power solid state
lasers (such zs Nd glass) which typically operate at a 0.1% working
efficiency, primarily due to the inefficiency of pumping using black body

radiation (i.e., flash lamps).
C. ©Single Mode Operation
One further point should be discussed. We have seen that the
vibrational levels have a detailed fine structure (the P and R bfanches)

due to rotational energy states (see below):

ABSORPTION (PERCENT}Y
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In practice the lasing can be made to occur from a single P-branch transi-
tion, P(20) at 10.5915 microns, by exploiting some subtle competitions
between P and R branch transitions.

This arises because the spacing between rotational levels, unlike
the vibrational levels, is much less than the kinetic energy of the mole-

cule (typically ~.025 eV). Hence the population density of a given



7-51

rotational level is closely coupled to other levels via collisions
("rotational thermalization”) which in turn gives rise to a Boltzmann

distribution of populations among the levels (exp(—Ej/kT) )
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The rotationsl transition with the highest gain (say P(20)) will start
oscillating first. But thermalizing collisions will transfer other mole-
cules into the P{20) upper level even as stimulated emission drains them
out. Hence the population density of all the other levels decreases,

and the P(20) transition will dominate, yielding a monochromatic output.

D. Pulsed Mode Operation
We have seen earlier that by controlling the characteristies of
the laser optical cavity (Q-switching), a laser can be pulsed thereby
yielding enormous pOWers. By using nonlinear optical devices such es

bleacheble dyes, one can shorten even the Q-switched pulses by mode-locking
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to achieve even higher powers (some present day Nd glass lasers can
achieve lO15 watts). Gas lasers such as the CO2 laser can also be oper-
ated in a pulsed mode, but Q-switching is unnecessary if one instead
pulses the pumping electrical discharge ("gain switching') and uses an
atmospheric pressure (or higher) gas in the laser.

If the discharge is pulsed in a time . : : : :
i[\\\fdisghargg voltage
I .
N

il
1

less than 1 usec, the laser gain will reach

its maximum near the end of the discharge. : i ‘ i
-Ir‘ \

6
mode of the optical cavity to build up to =

But it will teke some time for the dominant dlsqharge current
i J/\

l
power sufficient to deplete the excited e,

levels (typically about L0 round trips in a?///f\\_: gal? ;
! : e
the cavity corresponding to about 300 nsec). ° ; : : “
. . e, : . : :

Hence the gain (e.g. the population inver- i ;' ﬁascriontpht
sion) will reach a large value before the ! A : :
ot - n :

laser field becomess sufficiently strong to 2 PLE

rapidly depopulate the upper lasing level--without the necessity for Q-

switching. This gain switching technique is capable of generating pulses

of widths 100-200 nsec.

Even shorter pulses can be generated by mode-locking the laser.
However this requires that a number of modes be simultaneously smplified
in the laser oscillator. Since gas lasers are characterized by their
very narrow bandwidth (v 3-4 GHz in atmospheric pressure 002), this is
very difficult to accomplish at atmospheric pressures or lower. However
by going to higher pressures, say greater than 10 atmospheres, collisional
broadening will cause the rotational lines of the P branch to broaden and
overlap, giving an amplification band of nearly 103 GHz. Hence with this
large bandwidth, many modes will be available for mode-locking, and in

principle, pulses as short as 10_12 sec should be possible.

IV. THE CO LASER

Yet another molecular gas laser with a great potential for high
power operation is the CO laser. Unlike C02, CO is distomic and hence has
only one ladder of energy levels, corresponding to a single vibrational
mode. Lower laser levels of a given transition can serve as the upper

level of a subsequent transition, thus permitting the vibrational energy
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to be extracted as coherent radiation through several pairs of levels

for which the populations are sufficiently inverted. Any molecule reach-

ing a terminal laser level can be re-excited by resonant collisions, and

hence the azbsence of lasing on the lower levels will not limit efficiency.

This is in sharp contrast to the CO2 leser in which the energy of the

002(010) level is dissipated as heat energy through "vibrational-trans—

lation" collisional relaxation. Such vibrational-translation relaxation

times for the lower CO states are quite long by comparison. Instead the

resonant "vibration-vibration" exchange collisions will dominate the

molecular kinetics, hence re-exciting the lower energy states. For this

reason, the quantum efficiency of the CO laser is nearly 100%. (To date,

50% working efficiency has been achieved.)

The primary excitation mechanism is again electron inelastic colli-

sions which excite vibrational states in a N2, 002 mixture, with the N2

transferring its excitation to CO vibraticnal states via resonant colli-

sions. Many more vibrational levels are involved in the CO system than

in the CO_ case, and hence the molecular kinetics are much more complicated.
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7.6. CO2 LASERS

The relevant energy levels in the C02~N2 mixture are shown below
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The idea is to use electron inelastic collisions to excite vibrational

states of CO2 and NZ’ and then rely on the long lifetime of the (001) CO2
state and the vibrational excitation exchange occurring in collisions
between N, and C02 to populate the CO2 (001) state, thereby creating a
population inversion with the C02(100) and COZ(OZO) states. Lasing

action will then occur either from

Co, (100) 10.6_pm >C0, (100)

or

Co, (100) 2.6 Mn >0, (020)

Of course, the maintenance of the population inversion relies upon the

ability of the lower lasing states to rapidly depopulate in vibrational-

translational collisions with either COZ(OOO) or He atoms. In general,

the ability of these states to depopulate will diminish as the temperature

of the lasing gas rises. Usually, after about a 300 e temperature rise,

the population inversion can no longer be maintained, and the lasing
action ceases (a '"'temperature bottleneck'),
We will now examine in more detail several of the processes occurring

in this laser.
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The Laser Plasma

Of course, since electrons will pump the laser via inelastic
scattering, we must produce a plasma in the mixture of COZ’ Ny» and

He. There are several mechanisms for doing this:

Axial discharge lasers: Here, two electrodes are inserted into the

gas, and a low pressure discharge is established:

Q1 077 T T~

TEA_(transversely excited atmospheric pressure) lasers: The electrodes

are now arranged such that the discharge occurs across the laser:

oo\ A\

ca/ém/e%ﬂ* ﬂ)\

end vrew

Both of these types of lasers use the applied electric field to both

(i) produce the electron plasma via Townsend avalanche

(ii1) accelerate the electrons, hence 'pumping" the inelastic

excitation of the vibrational states of the gas.
Unfortunately, this dual role severely limits the control one has over
the electron energy distribution, and hence over the pumping efficiency,
An alternative scheme is to separate the ionization and electron

acceleration features, say by using incident UV light or high energy
electrons to establish the laser plasma, and then use an applied drift
or '"sustainer' field to pump the inelastic collisions. The most popular

of such approaches is the so-called E-beam laser:
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E-Beam Lasers: In this approach, a high energy electron beam ( A 250 keV)
is used to ionize the laser gas mixture, Such lasers can be operated at

atmospheric or higher pressures (~10 atm):
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The incident or primary E-beam ionizes the laser gas mixture, producing
a secondary electron density of NlO13 cm—s. The electron density is

primarily limited by electron-ion recombination--that is, by a rate

equation of the form

%% - _an2d) e s )

where Se(t) is the volumetric rate of electron-ion pair production by
the primary beam., The resultant current density produced in the cavity

by the applied sustainer field is
ile = Y)g E.\/A

where V4 is the electron drift velocity in the applied field., The power
which is dissipated in electron collisions in the cavity is then

P=td

simply

where Ed is the sustainer field.
To proceed further, one must study the rate equations describing

the populations of each of the molecular energy levels of interest:

CH _ ZMM () + S,
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where )1& is the relaxation rate of each level, and Si is the source
term representing level excitation, In practice, one allocates the
dissipated power P among the various levels and then solves the rate
equations for the level populations N, (t).

Finally one can use our earlier results to write the laser gain

q= b T [N - Nol)]

as

where (7 (T) is the stimulated emission cross section while fx is a
mixture-dependent term to account for rotational relaxation.
Typically, one finds drift current and laser output power time

profiles as shown below:
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Los Alamos CO, Laser Sysiems
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LASL is completing and operating several
increasingly energetic CO, laser systems in the
power range of 0.4- to 200-TW. In 1973, target
absorption experiments at a wavelength of 10.6
micrometers began with a Single-Beam System at
energy levels up to 100 J, power levels of 0.2 TW,
and with on-target intensities of 7 x 10'* W/cm?2.
Since October 1976, the Two-Beam System has been
used in flat-foil and spherical target experiments.
Beginning in January 1977, measurable quantities
(3 x 107) of 14-MeV fusion neutrons were produced
in experiments by compressing and heating
deuterium-tritium pellets with the Two-Beam
System (the first time for CO; lasers). In July of 1978,
after exceeding its design energy goal, Helios began
experiments to develop a scientific breakeven target
for Antares. For future scientific breakeven
experiments, the 100- to 200- TW (100 kJ in | ns, or
50 kJ in 0.25 ns) Antares Laser System will be used.
A prototype of a sector of one of the six Antares
laser power amplifiers has been developed and tested
successfully.



Two-Beam CO, Laser System

bt

I

The Two-Beam System was originally intended
only as a prototype for the Helios System
because it included two major innovations. First, an
electron-beam gun chamber at the center of the
machine serves two amplifier regions, with a
significant saving in cost and complexity over earlier
amplifiers having only one amplifier region. Second,
the system was made even more compact by using
three-pass amplification — each pulse traverses the
amplifier three times, the first two providing the
amplification required for the pulse to extract most
of the amplifier’s energy on the third pass.

This photograph shows the Two-Beam

System’s twin power amplifier exit ends. Thick
polycrystalline salt flats 30 cm in diameter and
polished to high optical quality, serve as the nearly
lossless transmitting windows for the two
nanosecond-pulse laser beams. The windows are
mounted in circular metal rings and attached to
structures that are supported by pedestals, Master
oscillator pulses enter at the rear of the amplifier
chambers and after three passes through the two-
meter-long carbon dioxide gain medium, exit
through the salt windows. It was on this system that
the first thermonuclear fusion reactions ever
produced by a CO, laser were observed in early
1977.



Helios CO. Laser
Fusion Laboratory

The 10-k} Helios System completed
construction and successful testing in April 1978. It
consists of four dual-beam amplifier modules that
can irradiate targets simultaneously and
symmetrically at power levels in excess of 10 TW.
The targets are positioned at the center of an optical
space frame that carries the beam focusing optics.
The entire assembly is enclosed in an evacuated steel
target chamber. A room housing the master
oscillator and chain of intermediate amplifiers is
adjacent to the power amplifier and target
experiments area. Controls for charging the supplies
(four brown rectangular boxes) for the power
amplifiers, and the supplies (four grey objects in the
right-hand room) for the electron-guns, as well as for
system triggering, are located in a second-floor room
above the master oscillator. All system controls,
system check-out operations and operating
performance data are managed by computer.



Aniares Power
Amplifier Module

Six of these power amplifier modules will
amplify the laser pulses in Antares. The central
cylinder in the module contains an electron beam
source, which controls the laser gas electrical dis-
charge. Twelve beams will be amplified by each
module, each beam passing twice through the gain
medium. A typical beam path is shown in red. The
beam enters the CO,/N,-filled amplifier section
from the right, then reflects from a mirror on the left
for a second amplification pass. The resulting high-
power laser pulses exit the amplifier to the right,
entering evacuated beam tubes for transport to the
target chamber. The exterior coaxial cables conduct
the 550-kV, 800-kA electrical pumping pulse that
excites the laser gas.
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Fig. 2-6. View of the Shiva laser from the exit aperture back toward the oscillator and beam-splitter arrays.
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Fig. 2-62. The Shiva target chamber, rigidly supported in the spaceframe. Laser brams enter from above and below through plenums
to eliminate air currents and to preserve cleanliness. The numerous black cylinders are energy-balance modules, each containing anion
calorimeter, an x-ray calorimeter, a light calorimeter. 2 photodiode, and a Faraday cup. The blue pipe in the left foreground contuins a
seven-channel x-ray detector that uses K-edge filters and PIN photodiodes to separate energy bands. The technician on the right is

adjusting an x-ray microscope. which uses cylindrical Kirkpatrick-Baez imaging mirrors.




Fig.1-2. Nova laboratory facility. The current high-energy laser facility, which houses the Shiva laser, is on the left; the laboratory
addition with the new target room and Nova laser bay is on the right.
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Fig. 2-104. Nova target-chamber area.




7.7. ADVANCED LASER DEVELOPMENT

7--58

A rough estimate of tke pctential of the lasers presently used in

laser fusion research is given in the table below:

Properey COz Nd:Solid 1 co BF
Wavelength 10.6 = 1.06 1.32 o 5 & 2.5 .
Efficiency 5% 0.1% 0.5% 50% 3.3% chenical

180% electrical
Energy density |15 J/% 504 J/&  [30 37k 199 J/£ 96 /i
(3 atm) {100 torr}
Small-siznal 0.045- -1 0.04~ .

gaia 0.055 cm 0.08 ¢cm
Pulsevidth *1ns 2 20 ps 0.6 ns
Demornstrated 20 3 (1 ns) |350 3 (1 ns} 15 J (I ns)}{20C J 2.3 K (35 ms)

energy curput {100 s} 0.8 X3 (6 ns)
Scalabilicy Partially Defined to

defined 10% 1
wavelezgth - Xot © [0.265-1.9 u | Similar to
conversion demonstrated (> 407Z eff) [ND:glass
Righ (flow) [Very low High (flow)]High (flow)| High

Average power

capadilicy

This should be compared with the requirements for a laser-driven ICF

reactor:

Property

Value range

Laser wavelength
Pulse energy
Pulse duration
Peak power

Pulse-repetition rate

Average power
Overall efficiency

250-2000 nm
1-3MJ

5-10 ns

200 TW

A few hertz
10 MW
=1%

|

It should be apparent from this comparison that advanced types

of lasers will be required to achieve these goals,

such laser system is to convert low quality conventionally stored energy

The goal of any

(e.g., chemical fuels) to high quality energy stored in excited atomic

or molecular states for extraction as laser light.

two ways that one can approach this goal;

(1) to begin with a statistical distribution (e.g,, a Maxwell-Boltzmann

distribution) of states and rely on energy transfer cross sections

There are essentially

to select out only those high energy states in the tail of the

distribution.
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(ii) begin with a narrow distribution of states above the upper lasing
level and rely on energy transfer kinetics to accomplish efficient

energy down conversion

An example of the first process would be electrical discharges, Here
we start with a statistical distribution of mostly low energy electrons
and rely on favorable electron excitation cross sections to produce a
nonthermal distribution in the radiating atom or molecule, But the trick
here is to tailor the electron distribution to pump the desired state
while avoiding losses into lower states, The combination of the large
number of low energy electrons and the much larger cross section means
that the excited state density must be low,

Hence to achieve large energy density we must use the second
approach and 'pump from the top" using electron beam excitation, photo-
lytic process, or the conversion of chemical bond energy, All advanced
laser types rely on this latter approach,

 Of particular interest are the class of so-called "excimer" lasers
in which a bound molecular state is formed from the association of a ground
state atom and an excited state of the same or similar atom, This state
can then radiate to the unbound ground state formed from the repulsive
action of the two closed shell atoms, Of particular interest are rare
gas lasers,

The rare gas excitation process is as follows:

1l.) Ionization and excitation of the atoms by the high energy electron
beam (with about 75% of the excited states appearing as ions).
2.) Formation of the molecular ion R* by three-body reactions:

RV + 2R~—>R; + R

3.) Dissociative recombination of the molecular ion:

R2 + e —=» PR** 4+ R

4,) Collisional deactivation of the highly excited states of the
rare gas R** into the lowest metastable R* of the rare gas system.
5.) Three-body reactions involving R*, R* + 2R = R; + R, produce the

excited excimers R; which can now radiate,
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Mcdeling and experimental results indicate that approximately
50% of the initial electron energy deposited in the gas appears in the
excited metastable and excimer species, At pressures of 1 atm this
reaction sequence occurs very rapidly, within 10 to 100 ns,

There are four classes of lasers being studied as potential

ICF advanced drivers. These are listed in the table below

Potential laser systems for fusion applications.

Generic species concept Active species Pump source Medium type

Photelytic group VI atoms Sulfuer (S), selenium (Se) E-beam-driven rare gas Storage
excimers (Kry*, Xe,*)

Rare-earth molecular vapors Tb-A1-Cl, TbThd, E-beam-driven rare gas Storage

monohalide excimer (KrF)

Rare-earth solid-state hybrids Tm**: glass, crystal ¥E-beam-driven rare gas Storage
mongchalide excimer (Xek)
Raman stacker/compressors Methane (CH,) E-beam-driven rare gas Nonstorage

monohalide excimer (KrF)

These advanced laser types can be further distinguished by the time
scale of their population inversion;

(i) 1In photolytic and rare earth lasers, the energy storing
medium in which the population inversion occurs is stable for
long periods of time in excess of several JAs. Such lasers
store energy for relatively long periods of time compared to
energy extraction (lasing) times, Hence these lasers can be
pumped for long times (comparable to storage time)., However
their effectiveness is limited since the pump species (photons
or electrons) can easily deactivate the excited.electronic
states,

(ii) The rare earth and monohalide excimer lasers (such as KrF)
are characterized by highly radiating media with a population
inversion decay time of the order of ns. In order to pump
these media for times longer than the required pulse length
(10 ns) one must use sophisticated optical extraction techniques
(e.g., angular multiplexing) or optical pulse compression

techniques.
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Photolytic Group VI Lasers

. .= . +
Photolytic lasers utilize an excimer laser such as Xe, to pump
atomic transitions in Group VI elements such as 0, §, or Se; For
example, one scheme would be to use a xenon excimer pump laser to

photolyze OCSe fuel, A diagram of this process is shown below:

" OPTION :
FOR '
DISCHARGE
o,
4 | AR
n, | EXCIMER | n, | ¥ OPTICAL | 7 EXTRACTIONV_
- —> 3 . - .
E-BEAN SYSTEM | - 0.1-10 usec - - | MEDIUM (0.1-1 nsec) |
| (FLUORESCENCE
N T OR LASER :
| FLGW  EMISSION) FLOW

These storage lasers utilize the auroral (IS - 1D) or transauroral (18 - 3P)

transitions of 0, S, or Se:

s !s -1y 773 mm se s - 'y 777 mm
S (1S - 3P) 459 nm Se (IS - 3P) 489 nm

The particular photolytic reactions that produce the population inversion
are typified by
{ — 1 < ¥ <
oCcsS + S(°S) + CO 140 nm 160 nm

ocse + ¥ —=> se(s) + co 160 nim < ¥ £ 180 mnm
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A schematic of a xenon excimer pumped LCSe laser is shown below;
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Metal Vapor Excimer Lasers;

These systems are storage lasers operating on bound-free transi-

tions of excimers formed from lowest metastable states of metal atoms,

The principal candidates under investigation are CdHg and Hg, lasers,

Excitation is provided by an electron beam sustained discharge, Such

discharges can efficiently pump metastable atomic states (with a pos-

sibility of an efficiency in excess of 10%) ,

(i) CdHg:

(ii) Hgy:

This excimer is formed by Cd(sP) metastable and Hg

ground state, It radiates at 470 nm, The operating

conditions require 4 x 10Y7 en® cd and 4 x 1018 en”?

Hg in a buffer gas at 1019 cm-3 at T 550°C,
This is a homonuclear excimer formed by Hg(SP) metastable
and Hg ground state atoms, It radiates at 335 nm, It

also requires operating conditions of 1019 c:m"'3 at SOOOC,
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Rare Gas Halide Lasexrs:

These are high gain excimer lasers whose upper levels are ion
pair states. Examples include:
Ar F 193 nm
Kr F 249 nm
Xe F 353 nm

These lasers are excited by electron beams or electron beam sustained
discharges. Since they are highly radiating (short storage), they must
be accompanied by pulse compression or multiplexing to achieve desired
pulse lengths.

One can use rare gas halide lasers to resonantly pump rare earth
ions in a solid matrix, The long storate times of the excited ions
then permits the rare gas halide pump times to be longer than several

NS A schematic of such a laser is shown below,
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CHAPTER 8

DRIVER DEVELOPMENT II: PARTICLE BEAMS

We have noted that the rough requirements for ICF drivers cor-
respond to an incident beam erergy of 100 to 1000 kJ and a beam power
of 100 to 1000 TW., Although this represents a significant challenge
to high-powered laser development, charged particle beam accelerators
seem capable of achieving such energies and powers with a mild extra-
polation of existing technology. For example, we have compared in

the table below the status of various proposed ICF drivers:

lasers electrons light ions heavy ions
particles 1-10 pm photons  1-10 MeV e 1-10 MeV . 1-50 GeV
p,oX,: Al D-U

power 20 TW 10 TW 1 TW 2 TW

Shiva Proto II Gamble II ISR
energy 10 kJ 200 kJ 70 kJ 6 MJ
seriously 300 TW/300 kJ 80 TW/500 kJ 7 600 TW/10 MJ
proposed Nova Angara 5

The ability of charged particle accelerators to produce beams of the
necessary energy and power with existing technology has motivated serious

study of electron and ion beams as ICF drivers.

8.1 ELECTRON BEAM DRIVERS

One can distinguish between two classes of electron beam drivers.
Most attention in the United States has been directed at the development
of pulsed power technology which produces the beams in a diodé édevice,
In contrast the Soviet Union is developing a multiple beam approach in

which the electron beams are produced and then transported over long
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distances before focusing on the target.

8.1.1. Pulsed Power Diode Accelerators

Pulsed power accelerators have been used for many years aS sources
of intense X-rays. In these accelerators, a capacitor bank is used to
store energy at high voltage. The capacitors are then discharged through
switches into an insulated pulse-forming line to produce a short pulse
of intense electromagnetic power. This power is propagated through a
transmission line to a diode to produce an intense electron beam between
a dense plasma which forms on the metal surface of the cathode and the
anode. If the anode is formed from a thin foil, the intense electron

beam can penetrate through the foil and propagate to a target as shown

below:

propagating electron beam
inside plasma channel

magnetically insulated vacuum transmission line

An example of such an electron beam accelerator is the Electron
Beam Fusion Accelerator (which has recently been renamed the Particle
Beam Fusion Accelerator) or EBFA (PBFA) under development at Sandia
Laboratories. In this device (shown on the next page), 36 electron
beams are produced in diodes driven by independent accelerator lines
and then propagated the last 50 cm to a target along dense, magnetized
plasma channels formed in air inside the target chamber. This accelerator
is designed to achieve an intial power of 30 TW (by 1983) with a potential
capability of 60 TW (in an upgrading scheduled for 1985). The key

components of such diode accelerators are also indicated schematically,
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We will examine the design and function of each of these components

in detail,

However the general operation involves the discharge of

pulse transmission| |diode E~bean
forming line channel
line

8-3

energy from the Marx generator to a pulse-forming line where a short-

duration, high power pulse is formed and then applied to the diode through

a transmission line,

An intense electromagnetic wave sweeps inward

along the transmission line and emerges on apair of face-to-face

particle accelerating diodes.

One electrode, the cathode, is pulsed-
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charged negatively with respect to the other electrode, the anode, When
millions of volts are applied to the electrodes, the electric fields
produced are sufficient to draw electrons out of the cathode material and
into the vacuum. Electrons drawn from the cathode dissipate enough
energy in both the cathode and anode to vaporize their surface layers

and form plasmas., The cathode plasma becomes the electron source and

the anode plasma provides a source of positive charge to neutfélize

the electrostatic field of the beanm,

The basic components of a diode accelerator include:

Capacitive energy storage system: This is typically a Marx generator

that functions as both a storage device and a voltage multiplier,
The Marx generator charges capacitors in parallel and then discharges
them in series to achieve a very high voltage, The rise time of
the pulse produced by the Marx generator is too slow for accelerator

applications, so one must next compress the pulse in time,

Pulse-forming Lines: A pulse forming network is used to compress the

electrical energy into a short, fast pulse, roughly doubling the output
voltage in the process, This can be either a single pulse line or
a more complex tramsmission line developed by Blumlein (and illustrated

on the next page),

Transmission line: The energy pulse then travels as an intense electro-

magnetic wave down a transmission line to a diode, The high-voltage
insulation of the transmission line is of particular concern since

it determines the maximum voltage pulse allowable,

Diode: The diode consists of a cathode and an anode foil separated by
a short gap. When the high voltage pulse arrives at the cathode,
its voltage causes intense field cmission from the cathode tip
which produces a plasma on the surface of the cathode and leads
to the production of an intense stream of electrons moving toward
the anode. At high energies the electrons can easily penetrate
the anode foil and continue on to form a relativistic electron
beam with beam currents of up to several Mamps, This process is

shown on the next page.



The Blumiein principle
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1. The center transmission line is charged (shown for one Blumlein).

2. A high voltage pulse is applied to the trigger electrodes.

3. The trigger switch pulse initiates an electro-magnetic wave which
traverses the length of the transmission line three times.
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4. At the end of the first traverse the wave is reflected
back and energy begins to flow into the diode.
5. All of the stored energy is released into the diode as 6. The 2 trillion watt
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POSITIVE ION? -

ELECTRONS WHISKERS PLASMA

SELE-FOCUSING EFFECT will enable the electrons flowing along
the cathode of a magnetically insulated transmission line to focus
hnto the anode at the axis where the magnetic field drops to zero. The
effect is strongly influenced by the formation of a plasma layer (black
stippling) on the face of both the cathode and the ancde. Initially the
‘electrons are emitted from microscopic surface protrusions (“whisk-
ers”) on the cathode and are accelerated to the anode in a relatively
unfocused beam (a). The explosion of the beated whiskers forms a

PLASMA .

plasma (a hot gas of charged particies) on the surface of the cathode,

intensifying the flow of electrons acvoss the gap between the ¢ath-

ode and the anode, The electron Row heats the surface of the anode,
forming 2nother plasma layer there (8). The reverse flow of positive-
ly charged ions (black arrows) from the anode plasma to the cathode
plasma helps to nevtralize the self-repulsive force of the electrons,
thereby sharpening the focus of the electron beam as it passes into the

reaction chamber through a small

hole in the face of the anode {c).
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History of Pulsed Power Electron Accelerators

The Department of Defense has developed a number of pulsed power
electron accelerators to use as intense X-ray sources for nuclear weapons
simulation, These culminated in the gigantic Aurora accelerator at
Harry Diamond Laboratories which produces a 20 TW beam of 12 MeV electrons.
This sequence of accelerators is shown on the next two pages.

More recently Sandia has developed a sequence of electron beam
diode accelerators specifically for ICF driver applications, These
accelerators are shown on the following pages, The Proto I accelerator
achieved a peak power of 2 TW in 24 ns using oil inrsulated transmission
lines. The Proto II accelerator used water insulated lines to achieve
8 TW. Early next year the Electron Beam Fusion Accelerator (EBFA-I) will
go into operation at a design power of 40 TW, This accelerator makes use
of a new concept known as magnetically insulated transmission lines.
Subsequent modification of this facility could increase its power to

100 TW, roughly the level needed for breakeven target experiments,

Transmission of Intense Electromagnetic Waves

A major question concerns the propagation of intense electromagnetic
energy. At energy levels of 1 MJ and power levels of 1014 watts, electrical
breakdown of insulating materials becomes a major concern, Early accelerators
such as Proto I used oil insulators, but this material is both expensive to
use in the large quantities required-- and also creates quite a mess if a
tank rupture occurs. On the microsecond times scales of pulsed power
technology, water is an excellent insulator (with a dielectric constant
roughly 30times that of o0il), and this was the insulating material used
in Proto II. However even this will eventually break down at high power
levels.

Therefore advanced diode accelerators have developed the concept
of "magnetic insulation" in which the self-magnetic field of the pulse
inhibits breakdown directly. This can be most easily seen in the
diagrams on the following page. At low power levels, electrons will

be emitted at fields of E 5 2 x 105 V/cm and lead to breakdown:



Hermes 1)
Peak power . .- 1.5TW
Pulse duration. . 100ns
Diod2 voltage . . 12MV
First operation . .1968

Aeba
Peak power . . .02TW
Pulse duration. . .80ns
Diode voltage . . .3MV
First operation . .1970

ELECTRON BEAM ACCELERATORS

Nereus e, :
Peak power . . ..02TW
Pulse duration . . .40ns
Diode voltage . .300xV
First operation . .1370

Stim
Peak power . . .03TW
Pulse duration. . .80ns E
Diode voltage . .300xV ¥

First operation . .1971 " B

Hydra

Peak power . . .08TW
Pulse duration. . .80ns
Diode voltage . .700kV
First operation . .1972
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«AURORA,” the most powerful electron accelerator in existence, was built for the Depart- '
~1ent of Defense by the Physics International Company fo test the survivability of interconti-
¥ :ntal ballistic missiles against simulated bursts of radiation from antimissile warheads. The
four-beam, 20-trillion-watt device was photographed at the Army’s Harry Diamond Labora-
tory near Washington, D.C. The accelerator operates at an electric potential of more than 10
million volts and generates electron pulses lasting 100 billionths of a second. Although Aurora
is not suitable for fusion experiments, it demonstrates potential of pulsed-power technology.




’ PARTICLE BEAM FUSION ACCELERATORS

Proto £

Peak power . .. ...2TW
Pulse duration. . . . .24ns
Diode voltage « « - - -3MV
First operation . . - 1978

Proto 1}
Peak power . . ... .BTW
Pulse duration. . . . .24ns
Diode valtage . . . J1.5MV
First operation . .. .1977

EBFA

Peak power . . . - LA0TW
Pulse duration. . . - .24ns
Diode voltage . « - 23MV
First operation . . - 1979
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At very high power levels, the transverse magnetic field of the pro-
pagating electromagnetic wave deflects the electron orbits, The

electrons are bent back to the cathode without losing power:

This magnetically insulated transmission line scheme has been verified

both by experiments as well as with 2-D simulation codes which yield
electron trajectories such as that shown below:
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Diode Physics

The diode consists of a cathode and an anode foil separated by a

short gap:

The pulsed potential applied across the diode causes intense field
emission from the cathode tip to produce a high current stream of MeV
electrons moving toward the anode. These high energy electrons can
easily penetrate the anode foil to form a relativistic electron beam,
More precisely, the field emission first_occurs from metal whiskers on
the cathode. The intense currents explode these whiskers, producing

a plasma on the cathode surface. The electrons pulled from this plasma
then bombard the anode surface, producing a second plasma, When these
plasmas collide, the voltage drops across the diode,

Early theories of diode current flow usually assumed that the
electrons traveled along smooth, noncrossing trajectories from cathode
to anode. But experiments have indicated that electron trajectories
are quite complex. In fact, experiments suggest that the high current
electron beam behaves more like a gas than like a bundle of particles
following parallel paths to the target, Hence in early accelerator
designs, targets were occasionally placed at the anode plane to receive
symmetric illumination on one hemisphere, A double diode design was

developed to achieve full illumination of the targets (see next page).

Beam Propagation

In any fusion application, one must provide standoff separation
between the imploded target and the beam injector, Hence one must
propagate the electron beam away from the diode and focus it on a

target some distance away,
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propagating electron beam
inside plasma channel

pellet

If the electron beam propagates into a vacuum, mutual repulsion will

cause beam spreading and defocusing:

/)
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However by allowing the beam to propagate through a low pressure gas
(air), ion production will neutralize the space charge of the beam

and permit it to propagate,
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The beam propagation will also generate a strong magnetic field which

can pinch down the beam radius, If the beam current is too high,
instabilities will develop and the beam will not propagate,
However by allowing the beam to propagate through a plasma
channel, the return current will allow currents in excess of this
critical limit (although the net current is still below the iimit),

The propagation of a relativistic electron beam in a plasma channel

duced

by a wire-driven di

1
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Of course, in a fusion device, wires could not be used to produce the
Plasma channel in the blast chamber, Instead it is proposed to use
& laser to breakdown the chamber gas and produce the beam propagation

channels.

Electron Beam Accelerator Development

As we have noted earlier, the Sandia Laboratories have developed

a series of electron beam diode accelerators for fusion applications:

Proto I: The Proto I accelerator was a 2 TW machine utilizing oil

insulated transmission lines as shown below:

Trigger - pulse - shaping transmission line.

7~ Trigger transmission ling

Dual diode

Transmission line stack; Rail gap transmission

two Blumleins line switches ;
Intermediate storage capacitor l
: !
Marx generator - ,
One particularly interesting aspect of this machine was the use of a
double diode with the pellet mounted on the anode/ig/ghat it received
e D iy |
. B // e ,.«/ ,/ - }
electron beam fluence from both sides. el 4ﬁﬁ09?'//?'
. . . . . p
In this configuration beam propagation ol e

was not necessary. pe//c‘f’ —T '“’Hi
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Proto II: The Proto II accelerator produces roughly 100 kJ of beam
energy in a double diode at a voltage of 1.5 MV and a peak current
of 6 MA in a 24 ns pulse. Eight Marx generators charge 16 inter-
mediate storage capacitors. These capacitors then charge the first
set of pulse-forming lines in 240 ns., This set then self-switches
through 16 current carrying channels to charge the second set of pulse
forming lines in 70 ns, The second set of lines switches through
200 channels to launch an electromagnetic wave down the water-insulated,

converging transmission lines toward the diode. This accelerator is

shown below.
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Particle Beam Fusion Accelerator (Formerly known as EBFA): Sandia is
presently bring on line a 30 TW machine which produces 1 MJ of electron
beam energy through 36 accelerator lines, This machine makes use of

the magnetic insulation principle, Schematic cross sections of both
phases of this machine are compared below:

e o o
vt;*:sx:':m-.m«ﬂn 2 FETIG ST




The capability of the PBFA machines

and Antares laser systems below:
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are compared with the Shiva, Nova,

SANDIA LLL LASL
EBFA! l EBFA I SHIVA NOVA Antares
peak power TW 30 60 1 250 100
pellet energy, kJ 1000 2000 15 250 100
pulse width, ns 40 40 .1 1 1 \
cost/joule, $ 8 | 7 1000 | 300 300
energy efficiency © 25% 25% .06% 2% 1.8%
operational date 1980 1984 1977 1984 1983 j!
i
i

DT gain
1016 |
Lawson
Criterion
10" -
L b ProtoNI-79
'..g... /
L Rehyd-77
b -
E ® Kutchatov-76
[N B
c
;:: 1012 -
£
-]
=
E so® (1
3 - Laser
©
=
;é L !
o 1010
ion temperature KeV 1 10 100
fess than less than ... N less than
1TW  *****°*° joTw ¥ 7 100 TW
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8.1.2. Beam Accelerators

In contrast to pulsed-power diode devices, the Soviet Union is
developing a series of large accelerators utilizing multiple beams
with beam transport and focusing at large distances from the beam

generator. This approach is compared schematically with the diode

(although the PBFA will also propagate beams), The Angara V accelerator
being developed at the Kurchatov Institute in Moscow will produce 100 TW
in a 50 ns pulse (5 MJ) through 48 beams, A Russian schematic of a

reactor based on such a device is shown below:

e

Soviet multiple-beamn schema for fusion targst implosion.
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8.2, LIGHT ION BEAMS

Pulsed power diode accelerators can produce intense ion beams as
well as electron beams. In fact, in many instances high-energy ions
can be found traveling along with the electron beams even when such
devices are operated in the electron beam mode. This occurs because if
the electron current density is high enough (greater than several kA/cmzL
then the anode material and anode surface contaminants are strongly
heated and turned into a plasma sheet before the end of the pulse,

The diode's electric field then pulls positively charged ions from
this anode plasma and accelerates them to the cathode, thereby producing
a very power ion beam,

Hence to produce ion beams for use as fusion drivers, we first
reverse the polarity of the diode, Then we must suppress the electron
flow. This latter action is necessary since in normal diode behavior,
the small mass of the electrons compared to the ions causes the majority
of the current to be carried by this speéies. For example, if the
ions were protons, then the proton current (and therefore the proton
beam power) would be only about 2% that of the electron beam,

There are several mechanisms to suppress the electron flow:

(i) Use of magnetic fields to reflect back the electrons: One can

place a magnetic field screen across the diode as shown below:

cathode magnetic field coil

Zlal discharge channel .
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The magnetic grid converts the diode into essentially a reflex triode
in which the electrons are reflected back and forth, establishing a

space charge field and inhibiting electron current flow:

l

Electron trajectory '
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(ii) One can also use the self-generated magnefic fields of the high

current in the diode to limit the flow of electrons;

Azimuthal self-
magnetic field

fon beam

Electron flow

Cathode Anode
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High current electron beams tend to be focused by their self-
magnetic fields, But this process is ineffective with the much heavier
ions. Hence geometric focusing is used by shaping the anodes and

cathodes as shown below:

lon beam diagnostics and target chamber

Screen wire cathode Copper anode

11 CacC

(= Electron beam
7 e 1
4 1
Geometric foca! region for ion beam i1 Anode holder {pulsed positive)

-

If the ions are created so that they are directed toward the target,
they can pass through a cathode grid or thin foil and coast balistically
to the target. To prevent the space charge of the beam from producing
divergence, it must be neutralized by picking up low energy electrons
from the cathode plasma.

The Sandia accelerators (Proto I, Proto II, and PBFA) can be used
in the ion mode. Multiple ion beams can be generated at the end of
magnetically insulated transmission lines and geometrically focused
over a distance of abut 1 meter, These focused beams can then be
transported to the target in plasma discharge channels,

One can use beam bunching methods to compress the time pulse
shape of the ions since they are relatively slow moving (compared to
electrons), Hence if the accelerating voltage is increased over the
period of the pulse, the faster ions at the end of the pulse can be made

to overtake the slower ions injected at earlier times.



8.3. HEAVY ION BEAM FUSION

One of the more attractive approaches to ICF is to use heavy
ion beams. Conceptual designs based on the mature accelerator
technology developed for high energy physics suggest that suitable
drivers can be built for ICF applications with only a modest extra-
polation., That is, heavy ions can be acclerated to high energies
and focused on small targets using essentially conventional accelera-
tor methods. And, as we saw in Chapter 6, the energy deposition by
heavy ions is ideally suited to ICF targets.

More specifically, the advantages of heavy ion beam fusion

include:

(i) The classical ranges of heavy ions are quite short (see the
Figure on the next page)., Hence ions can be accelerated to
very high energies (in the GeV range) and still be effectively
absorbed in the outer layers of the target, This allows one to
utilize lower currents of high energy particles to achieve the
same energy deposition., For example, to achieve the same
beam energy intensities with light ions and heavy ions (of the

same range), one finds
light ions ~ 1 MeV === 10° amps
heavy ions ~ 100 GeV => 10 kamp

Since accelerators are generally current-rather than voltage-
limited, this implies that the accelerator requirements are

eased with heavier ions.

(ii) Purely classical energy deposition is adequate for high gain
targets, For example, 10 GeV uranium ions will stop in 5 mil of
Au., Furthermore, heavy ions do not produce appreciable brems-
strahlung during slowing down, thereby avoiding preheating

problems.

tiii) Heavy ion drivers would make use of a highly developed technology
which allows a realistic estimate of cost, reliability, and other

performance characteristics, Indeed, most components of a heavy
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ion fusion reaction can be analyzed without further experimental

data.

(iv) Operation of heavy ion accelerators at low currents and high
voltages allows power to be delivered to the beam in successive,
physically separated stages, thereby greatly easing the task of
power concentration. One can utilize the well-developed technology
of beam storage rings. For example, the Intersecting Storage Rings
@SR) at CERN can hold two beams with 2 MJ of energy each, A
larger storage ring machine ISABELLE at Brookhaven would have

20 MJ in each ring,

Against these advantages must be balanced the very real difficulty
in developing accelerators that can produce intense currents of heavy
ions. One particular difficulty is that even facilities designed for
very modest experiments (at the 10 kJ lével of Shiva, Helios, or EBFA)
would cost in excess of $100 M, Hence hqavy ion beam fusion may be
blocked initially by the cost of its initial demonstration, Accelerator
designers have had relatively little experience with ions as heavy as

iodine (127) or uranium (238).

Possible Accelerator Configurations;

A variety of possible accelerator configurations have been proposed

for heavy ion ICF drivers:

(i) full energy RF linac:

RF livac

stovoqe
rings
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(ii) low charge state synchrotron system without external storage rings

wyector RE fingg

'“,‘,. e e

I’C’aﬁ(dr

Sy neheofron

(iii) synchrotron system with storage rings

shgl

(iv) linear induction accelerator 1785

induction Lnac
S T ey ’——...a R o |

R

Feaclor

An earlier conceptual design of a heavy ion ICF reactor was the
HEARTHFIRE concept developed at Argonne (for high energy accelerator
and reactor for thermonuclear fusion with ion beams of relativistic
energy). This proposal envisioned the acceleration of hydrogen iodide
ions (HI)+ using a 600 MeV linear accelerator followed by a 40 GeV
synchrotron. It used 100 beam bunches in a small superconducing storage
ring. The (HI)+ was dissociated to I' before injection into the storage
ring. The cumulative current of the subsequently stripped I+52_ions on

the target would be 400,000 amps corresponding to 2,4 MJ,
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Ion Sources

One needs sources with a high current but a small divergence in
particle angles or speeds, For example, one requires 10 to 100 mA
with an emittance of 0.1 asCm mrad,

Noble gases are possible species, with Xe being a particularly
convenient choice (although Hg and Cs are also being examined),

One can achieve higher charge states by stripping singly charged ions

in foils or gases

. . + = ‘_-‘*.-
<:::::::::>-————a-¥£——4> —————ﬂ»-———lj-——!g--~——-e»

but this results in a loss of ions from the beam--although the current
does not decrease,

To accelerate the ions to 1 MeV, one needs a d,c, accelerator such

as a Cockroft-Walton or Dynamitron,

Acceleration to Full Energy

Here one needs final energies of up to 30 GeV, Several options
are available;
(i) RF linac:. This can load a storage ring in a few ms
(ii) synchrotron: This is much cheaper, but requires about 1 s to load
a storage ring,
(iii) linear induction accelerator

(iv) collective-effect ion accelerators

As a rule, higher currents are tougher to achieve than high energies.
Thus the accelerator designer would rather go to the highest possible

energy.
However the maximum energy is limited by the range of the ions

which scales as 2
Range ~ (E/A)

For example, if we desire a driver energy of 1-10 MJ, then the use of



8-20

ions with A 3100 would allow 20-40 GeV for a 1 mm radius pellet with

an outer layer of high Z material,

Storage Rings

The amount of beam current that can be stored in a storage ring
is limited by defocusing effects of electrostatic repulsion among
particles--the “space charge limit", To achieve the maximum number
of ions in the ring, one must minimize the ratio of charge to mass
(Q/A). The ion energy stored in the ring scales as Ezg

The storage lifetime is limited by losses from ion collisions
with both background gas and other ions. Ions may recombine with
electrons when they strike other ions in the beam or the residual gases
of the vacuum chamber in which the beam travels. The cross sections
for heavy ion reactions with background gas atoms are unknown at

GeV energies.

Bunching, Transport, and Focusing

The circulation time characteristic of storage rings is about
1000 .ns, This must be compared with ICF target requirements of several
tens of ns. Hence one must bunch the beam to achieve time compression
of the ion pulse. One can either subdivide the beam in the storage
ring or extract selectively,

Transport of the beam is also a problem, particularly at the kA
current level. The power per beam line is limited to about 10 TW,

The focusing of these heavy ion beams will also present a problem,

Beam Propagation in Target Chamber

Once the beams have been produced and focused in space and time,
they must then be propagated through the target chamber to the fuel
pellet. But space-charge effects can
defocus the beam as it propagates through

the chamber. Therefore most reactor

designs have included a background gas

pressure in the chamber of about 1 torr.
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This background gas will charge-neutralize the beam, The conductivity
of the plasma produced in the gas will also help to prevent beam

instabilities (hose or two-stream),

Heavy Ion Beam Fusion Programs

The main United States effort in heavy ion fusion is being con-
ducted at Lawrence Berkeley Laboratory, Argonne National Laboratory,
and Brookhaven National Laboratory, BNL and ANL are concentrating
on conventional linac and synchrotron technology, while LBL is
developing a linear induction accelerator,

Aside from small scale component experiments and design studies,
the heavy ion program is preparing detailed proposals for the
construction of a heavy ion demonstration facility (HIDE) which will
cost from $60 to $100 M.

EXAMPLE: An example of a larger breakeven facility is that proposed
by Argonne. It would produce a 1 MJ, 100 TW beam of Xe+8 ions,
These would be accelerated to 20 GeV in 8 parallel rapid cycling
synchrotrons, each 40 m in radius. The synchrotrons would be
driven by an injector linac producing 30 mA of Xe+8 at 4,4 GeV,
Pulses from the synchrotrons would be accumulated for 1 s in 16
storage rings. A final fast compression of a factor of 50 would
be accomplished before extraction into 24 beam lines and injection
into a 5 m reaction chamber. This particular device is estimated

to cost $250 M,
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Some Final Comments

Although there is some concern that heavy ion beam fusion may
heve been oversold by high energy physicists looking about for some
way to save large accelerators such as the ZGS at ANL and the AGS at
BNL, there is no doubt that heavy ions do exhibit some attractive
features for ICF applications, For example, recent target design
studies performed with LASNEX at LLL indicate the heavy ion beam

driver requirements as shown below:

Energy (MJ) Power (TW) Ion Energy (GeV) Radius (mm) t(ns) Gain
100 5 2 20 8
3 150 10 2.5 40 30
10 300 10 4 70 120

Unfortunately, there has been a recent tendency for pellet designers to

drop the desired incident ion energy (and thereby shorten the range),

and this causes an increased in required beam current and hence increased

demands on accelerator designs.
A brief summary of the advantages and problems faced by heavy

ion beam fusion is given on the following page).



Some advantages and problems of heavy ion beam fusion

advantages

Short rénge allows high voltage, low current operation.
Accelerator efficieéncies over 40 $ available.

Fast pulse rate technology already well developed.
Acceleratgrs have proven reliability and durability.

Costs of about 5 $/W(average beam power) and peliet gains of

about 100 might give capital cost of accelerator around

160 $/kWe .

problems

Selection of ion species, charge stéte, and energy. There is
| iiftle experience with high-energy beams of heavy ions.

Selection of accelerator type. Again,little experience with
heavy ion beams.

Beam losses by charge changing collisions. fhe required cross
sections are not all known.

Source development. Heavy ion sources with high brightness
and about 100 mA current are under development.

Injection into storage rings. Efficient heavy ion injection
and filling both horizontal and vertical space need to

be demonstrated.

Transport and Focussing. The ability to overcome space charge

effects and to direct many beams over 5 meters onto a

tiny target (v 3 mm radius) must be developed.




CHAPTER 9
TARGET DESIGN AND FABRICATION

Detailed target designs depends sensitively upon driver type;

» lasers

»electron beams

*light ion beams

sheavy ion beams
and upon the intended application

» power production

* physics experiments

» Space propulsion

*military applications
Target design is also very closely coupled to a number of other areas

» beam-target interaction physics

rtarget fabrication

edriver design

»combustion chamber (reactor) design

ssystems studies
In this chapter we will consider some of the more general aspects of
this particular concern of inertial confinement fusion, However we
must note two caveats at the outset, Many of the detailed aspects of
ICF target design are still heavily classified because of their
apparent relationship to nuclear weapons physics, Furthermore, the
resources and efforts of the target design groups at the nuclear weapons
laboratories (Livermore and Los Alamos) are enormous, Therefore dis-
cussing target design and fabrication from "outside the fence'" is a bit
like scratching the tip of the iceberg,

However in the spirit of completeness, we will attempt a brief

review of those aspects of target design which have been made available

in the open literature.
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9.1. GENERAL TOOLS OF TARGET DESIGN

The primary design tool in target design studies is an inertial
confinement fusion hydrodynamics code such as LASNEX, We have consi-
dered such codes iam some detail in Chapter 6, However we have provi-

.ded a simple schematic of the essential physics in the LASNEX code
on the next page,

A variety of other more specialized codes are used in target
design. These include;

(1) plasma simulation codes to study the microscopic behavior of
energy deposition and transport mechanisms in plasmas

(ii) fluid inst§bility codes to describe Rayleigh-Taylor instabi-
lity growth

(iii) particle transport codes to describe the transport of super-
thermal particles

The complexity of these calculations should not be underestimated,
For examnle, most{pellet designs are composed of multi-layered shells
of different materials and densities, Furthermore there is a strong .
dependence on the incident beam pulse shape, driver type (photons,
electrons, or ions), number and location of beams, focal spot size
and spatial distribution in beam, and wavelength, polarization, or
energy spread,

By way of example, a single 1-D LASNEX run will require some
30 minutes of CDC 7600 time, Hence it is essential for the target
designer to use simple estimates and back of the envelope calculations
whenever possible. Target design contains a high degree of artistry

and inspiration as well,
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Some simple rules of thumb for pellet parameters:

(i) The Taylor stability will limit the allowable
aspect ratio R/ AR of the target, That is,

very thin-walled targets tend to be more sus-

ceptible to Taylor instabilities,

(ii) Generally, an absorbed energy E ~ 1 MJ and an incident power P ~~ 100 TW
are necessary for a gain G ~ 200, This will determine the necessary

fuel mass since

1mg DT ~ 340 M

(iii) We can estimate the required implosion velocity as roughly 4 x lO7 cm/s

(iv) Implosion efficiency can be estimated using a simple rocket model;

Let
m = rocket mass

m_ = initial mass ;:;zz£3§§:::::3>'—:f’
[¢] Vo

v = rocket speed

Y

= exhaust speed

When we can solve Newton's law for

= wi
F.-Voéav‘_’é\@ \/::Vo\\f\-vﬁ"

Now the implosion efficiency can be calculated as

tif= xlux %z

If one include thermal energy loss, then the efficiency is

reduced to

2
)
Eff = 2.5 (1) sl
vocket
For good efficiency, x ~ 0.1, we need &k
vV o~ 2 v, 4l
But using our earlier estimate of otkd%'$
=4 x 10 we find that the ablation e 2 Wa/
velocity should be vy~ 2x 107 cm/s, ' \

5 1.0



(v) One can multiply the implosion velocity by using multiple-shell
targets, This works just like the collision of two billiard
balls, That is, if the outer shell has a mass /w& times greater

),

than the inner shell, then the y

velocity multiplication of the

E

inner shell which occurs when the

!

\liz‘\

3
©

outer shell collides with it is

= 24
™ Vi
The implosion efficiency then becomes
2
Ete = 34,
QEY

Major constraints on pellet design;

(1) Rayleigh-Taylor instability

When we try to compress a low density fuel (such as DT) with a
high density tamper shell we can encounter a fluid instability known
as the Rayleigh-Taylor instability, A good analogy to this process
involves trying to float a layer of water on a layer of lighter
fluid such as oil., If we are very careful, we can prepare. two such
fluid layers in a container., However the slightest disturbance will
cause surface oscillatioés to grow until globs of oil begin to pass
through the water to the surface because of the force of gravity,
(This concept. is used in artistic display models using various
colored fluids of different density,) In the pellet implosion the
acceleration force can cause the boundary between the heavier tamper
shell and the lighter fuel to become unstable. A sequence of LASNEX
computer code runs on the following pages illustrates this phenomenon,
The Rayleigh-Taylor instability becomes more severe for high aspect

ratio (thin walled) targets,
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(ii) pre-heating considerations

We have noted that preheating of the fuel by superthermal electrons
or bremsstrahlung radiation produced in the energy deposition region
can significantly degrade pellet gain., Hence a variety of mechanisms
are employed to reduce preheating, including the use of shielding

materials and magnetic fields within the pellet,

(iii) economic constraints

For electrical power applications, one must utilize pellet designs
which are compatible with economic constraints, For example, large
central station power plants produce electricity for several cents
per kWh. Their capital cost is roughly $1 per watt installed capacity,

Since 1 kWh is about 4 MJ, we will need about 10 MJ/kWh (accounting
for the thermal cycle). If we allow 0,25¢ per kWh, this implies that
40 MJ can only cost 1¢. Put another way, 4000 MJ or 1 ton TNT-equivalent
of-fusion energy can only cost $1. (Another comparison is that 1 barrel
of oil is roughly 1 ton TNT-equilivalent. Since oil presently sells for
$20 to $30 per barrel, the constraints of this very low fuel cost are

evident.)



9.2, LASER FUSION TARGETS

Thus far our discussion has been confined to a theoretical analysis
of the implosion of either solid or DT shell targets, Many early studies
of laser fusion assumed solid spheres of DT, Although such pellets would
be easy to fabricate, they woul require very high power levels in excess
of 1000 TW for high gain, By using spherical shell targets, one can

i the 100 TW level,

In most experimental work |to date, the targets have been shells

reduce the power requirements t

containing DT gas at high pressufre, In the majority of applications,

the fuel containing material hasébeen glass, More recently, polymeric
materials such as polyvinyl alcoﬁol (PVA) has been used either as the
primary fuel container or as a low-Z coating on the exterior of the

glass shell or metal shell containers. These simple shell targets

behave in an exploding pusher mode, That is, the incident laser light
deposits energy so rapidly in the outer shell, that it expledes, half
inwafd, half outward. The imploding shell half acts as a piston, driving
a shock ahead of it into the DT fuel that compress and heat the fuel,

Target design parameters (dimensions, fill pressures) are deter-
mined by laser characteristics, The low power levels of existing lasers
have limited target mass to less than Mg, so that glass targets have
typical diameters in the range of 50 ym to SOQ/Am with wall thicknesses
from O.SIAm to Sjum.

Simple cryogenic exploding pusher targets have been developed in
which the DT fill gas is liquefied into a layer coating the inside of
the glass shell, This shell fuel geometry leads to an enhancement in
neutron yields for the same laser power levels,

However such exploding pusher targets will never be able to achieve
the gains required for high yields, This limitation is shown quite
clearly on the graph plotting gain versus laser aperture size on the
next page. It is apparent that high gains will require the implementation
of pellets which utilize the isentropic implosion scheme discussed in

Chapter 2,
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Ablatively driven targets are generally coated with one or more
layers of materials design to perform the functions of ablation,
tamping, shielding the fuel core from preheat, or to increase laser
light coupling to the fuel, The general goal is to design targets
capable of high gains (G~100 to 1000) using incident laser beams
characterized by power levels of roughly 100 TW and energies of
roughly 1 MJ. A typical high gain target design is shown on the next page,

9,2.1, High Gain Target Designs

One can identify a variety of different target designs suitable

£ fusi :
or laser fusion | Low z ablator

Low z {includes bare drops)

Single high z shell
' , Material A

Material B

Single composite shell
* Multiple shell (velocity my!tiplig&gﬁ_qn)

Magnaetically insulated targets




2%2 algz;ﬁmr

/ Flgh Z polymer
\/ J@ [asﬁc/gam |

1 or jﬂ’s

P
NN
D) ).

|
/ge[ A : ;

]|$;>A
il

Ny
!




9-8

Low Density Targets

To achieve high gains with low density targets, one must optimize
the pellet implosion:

(1) symmetry:
to achieve high density and ignite efficiency.

The central fuel core must be sufficiently symmetric
In a typical
case, the radius of the fuel might decrease from 0.3 cm to

of the order of 10°° cm:

If we recognize that the radial variations Ar ~ A (vt), this

implies that we need implosion accuracies better than 1%, Such
implosion symmetry can be assisted using multiple beam illumination,
electron transport in the target corona, and shimming (using
nonspherical variations in the shell radius and thickness),

(ii) fluid instabilities: low density targets imply small aspect

ratios, R/BDR <10,

controlled by density gradients with scale heights comparable to

The growth of fluid instabilities may be

the wavelenth of the most rapidly growing perturbations,
(iii) entropy: the entropy of the compressed core can be minimized

by careful pulse shaping and avoiding preheat (perhaps by using

a layer of high-Z material to shimld from hot electron transport},
(iv) efficient absorption: we can use an outer layer of Z ~5 « 10
to enhance inverse bremsstrahlung absorption (although higher Z

can lead to energy loss via bremsstrahlung),

Several target designs have been attempted to
achieve high gains using low density shells
with moderate aspect ratios, However computer

simulations suggest that the required compres-

sion energy in these targets is considerably
above that needed to obtain efficient ignition

and high gain. The present view is that such

low density targets cannot achieve high gains

at moderate incident laser energy (~ 1 MJ),

v T o -
i ‘Sections. o

confinement fusion target made of low-density mate

fa hollow, spﬁefical fnertia

L

pras o

«;;%;;Ablatbf

rials. -
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Targets with Very Thin Shells

An alternative approach is to use very high aspect shells
(R/BR ~ 100) of high mass with densities ranging from 2 to 20 g/cms.

The power requirements for such shells scale as

v (mp am"‘

Unfortunately, such high aspect shells are quite unstable to fluid
instabilities. Furthermore, computer simulations suggest that such
ultrathin shells have no significant advantage in gain or power require-
ments and only relieve slightly the requirements on pulse shaping,

When coupled with the increased susceptibility to Taylor instability,

such targets do not appear to be particularly attractive,

Targets with Central Ignitors

A particularly interesting target design involves placing the
fuel in two different regions, a massive outer shell and a small

inner shell or core. The massive outer shell is imploded at a

velocity less than that necessary for

ignition (roughly 1.4 x 107 cm/s) and

compresses the low density gas or foam Abhﬂ”

. T o Loukdenﬂty,,
between the inner and outer pellet s A < high-z - -
regions, This compressed region acts | ' .Ti"ﬁdpu#mr

St R ue o
as a spring and subsequently implodes L4y [ i

the inner pellet at a higher velocity
(2 x 107 cm/s). The inner pellet

implodes, ignites, and burns with a

gain of about 50, The exploding inner

pellet delivers 10 MJ of X-ray and ion

debris onto the inner surface of the CEET AT o o L PR e
. s g ~ Fig. 413, - Sector of a spherical inertial confinement fusion .
outer Pel let, thereby igniting it, Burn target having a central ignitor and an outer fuel layer. This

then propagates through the more massive target is capable of very high gains, and the requxred drlvmg
power is exceptionally low. e e L e

outer shell providing a total gain of
as high as 500, Hence the inner pellet gain of 50 can be multiplied by 10
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by propagating the burn into the outer pellet vwhere large Q R is
achieved by more DT mass rather than high compression, By using a
central ignitor region, we can reduce the required implosion velocity
by roughly a factor of two, thereby imploding roughly twice as much

fuel for the same energy and increasing the gain,

Magnetically Insulated Targets

The essential idea here is to induce a strong magnetic field

in the target (at a megagauss level) that will inhibit electron thermal
conduction and fusion ion debri motion, thereby trapping fusion energy
in the central fuel core and allowing more efficient burn:
B " i U — Low-density, - - e j+. “onceptual ‘view of-
:. - preheated DT gas _ magnencany insulated target. A frozen fuel

SE e RS g 4 / 3 layer surrounds a preheated low-density gas
o _10 ~10 - g/icm- .. containing a magnetic field, The preheated -

i
i
. N N ¥ - o -, - 3 e . ‘
‘10~ 100 eV - -1 'gasis compressed to ignition conditions by J
I
i

. the imploding pusher, and then propagates
*. - the burn to the frozen fuel layer for gains
ST AT ST ~100. el =Ry SN

Frozen DTlayer . -  .°~¢

R

— Pusher "+

:

— Magnetic field, B,

This scheme is of most~interest for charged particle beam fusion
applications, and therefore we will return to consider it in more detail

at a later point.

Nonablative Acceleration Methods

Here the essential idea is to replace the driver energy deposition
by hypervelocity particle impact. Between 10 to 104 small pellets would
be accelerated to high velocity (2 x 107 cm/s) using either electromag-
netic or laser-driven ablation methods, These pellets would then be
directed onto the surface of the fuel pellet. The hypervelocity pellets
are vaporized by impact with the outer shell of the fuel pellet, and
high velocity jets penetrate into the gas region of the target, This
heats the gas to high temperature, thereby imploding a double-shelled
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with a thick low density outer shell. Such a target is shown below:

A

Pellets

~&—————— Foil to vaporize pellets

Gaseous jet of material generated
by explosion of pellet upon |mpact wrth forl
~————————— Gas to absorb energy

< —— Quter shell

Quter fuel

A

~Gas -

Pusher

Fig. 4<14. Sector of a spherical inertial confi néménf t:ixsidn taroet- drl{ven by many hypervelocuty mxcmpelle-s. The outer shell
vaporlzes the pellets and smooths the dnvlng pressure. The inner target is a central-lgmtor desngn. BT
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9.2.2. A Generic Target Design

Laser fusion targets can become quite compiex as different layers
are included to alleviate problems such as hydrodynamic instabilities,
hot electron and hard X-ray preheat, fuel tamping, and efficient laser
light-corona coupling. We have shown below the evolution in target
design, progressing from simple exploding pusher glass microballoons
containing a DT gas mixture, to ablator-mode targets with a teflon
layer to serve as the ablator, to complex multi-layered targets with

both gas and frozen (cryogemic) DT fuels,

DT gas fuel

Teflon

SiO2 pusher
ablator

Exploding pusher
{40-400 um)
100X liquid density
Be ablator (200-400 um)

HiZ polymer

Plastic foam
T Frozen DT
or gas g [ tuel

DT gas fuel

LY

Au pusher

1000X liquid density Significant thermonuclear burn
{500-1000 um) {500-1000 um)

Fig. 5-1. Fusion target designs.




9-13

In their laser fusion reactor study, the University of Wisconsin
group developed a generic pellet design consisting of 4 layers as
shown on the next page. The first, or innermost layer, consists of
the condensed fuel mixture, which has a total mass of 1 mg, The second
layer is usually the structural capsule which serves to contain the
fuel during processing and injection. It can be either glass or
polyvinyl alcohol (PVA). If PVA capsules are used, a layer of Xe
condensed between the DT and the PVA is probably required to protect
the capsule from radiation damage, The third layer is made of high Z
material (e,g.,, Hg) with a mass of perhaps 10 mg and is needed only
when the Z of the structural shell is not sufficiently high to protect
the fuel from preheat. The outermost layer is chosen to be a low Z
low density ablator,

Actually, there are a variety of options for materials for
each region of the pellet, Although silicate glasses and polyvinyl
alcohol are the most promising candidates for container materials,
iron and beryllium would also be possibilities, Other pellet materials
are listed in the tables on the next two pages, along with estimates

of possible masses,
8.2.3. Experience with Laser Fusion Targets

A variety of target designs have been used in laser fusion
experiments in recent years, Of most interest are ablative target
designs aimed at achieving high fuel compression., We have compared
the target designs used in these high density experiments along with

experimental results on the following pages.
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CONTAINER MATERIAL
(pertinent properties)

GLASS
(strength, Hz—permeability)

POLYMER
(heavy atom-permeability)

HIGH Z CONTAINER

REACTOR PELLET MATERIALS

SHELL (LAYER) MATERIAL
LAYER NUMBER*

1 2

kigh z¢V) Glass
Materials

Xe and High Z(]) PVA
Materials

— W-25 Re'3)

50 Mo-50 Re

(1) High Z coating materials - Ta, W, Pb, Hg, Pt, Au, Pd
(2) Low density, Tow Z layers - CHz, LiBH4H(foams)3 Be, B, B4C, LiH or LiD

Hy, D, (1ow density frost)

(3) Candidate high Z materials - tensile strengths > 2 X 10° psi

shell fabricability - unknown

Low p, low 2(2)

Materials

Low p, low 2(2)
Materia1§

Low p, low 2(2)
Materials

(open structures)

*The layers are numbered in sequence starting with the innermost layer, which is next to the

DT fuel layer



Mass of DT and Other Materials in Laser Fusion Pellet

I. Ball and Shell Target*

DT - 0.0388 ug OTHER mass _
DT mass = 5432
SiO2 - 117.3 ug
Au - 10.46 ug
CH -~ 5.33 yg
II. Vacuum Insulation Target**
0T -~ 0.83 pg OTHER mass _ 2659
Au - 36 pg 0T mass
CH - 154 g
Ni - 2022 ug
ITI. Glass Microballoon Target**
BT - 1ng OTHER mass _
BT mass 20
SiOz - 30 mg

~ *"Laser Program Annual Report," UCRL-50021-75, p.
**R. Perkins, "The Laser-Fusion Program at LASL," LA-UR-77-174.

***G. Charatis et. al., Glass Microballoon Experiments, IAEA Tokyo Meeting, 1974. |
i
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9.2.4. Some Conclusions Regarding Target Design

The general trend in target design is toward more non-fuel
pellet material to alleviate problems such as hydrodynamic instabilities,
preheat, and laser/plasma coupling, Extrapolated to reactor grade
pellets with 1 mg of fuel, this trend implies from 10 to 1000 mg of
non-fuel materials per pellet. Such large quantities per pellet imply
that the handling and recovery equipment for non-fuel materials will
be an important consideration in the fuel cycle of a laser fusion
power plant. To minimize the complexity of the fuel cycle, it is
desirable to have as few different materials in the pellet as possible,

Furthermore it is important to keep in mind that many nonfuel
materials may react physically or chemically with reactor components,
The interaction of nonfuel materials with the first wall and exhaust
gas processing equipment is a problem unique to inertial confinement
fusion and may prove as troublesome as the plasma impurity problem in
magnetic confinement fusion approaches.

Detailed computer simulations of pellet designs have also
suggested other important features. As a rule, pellet yields increase
with incident driver energies. For example, a laser input energy of
10 MJ greatly increases the ease of designing a high gain pellet over
that for a IMJ input energy, Since higher gains significantly reduce
the recirculating energy fraction in a power plant for a driver of
fixed efficiency, this scaling trend becomes quite important,

The burn dynamics of bare and tamped pellet cores is significantly
different. 1In the case of a bare core the DT fuel becomes transparent
and the radiation escapes. For tamped cores, radiation is trapped,
thereby raising the temperature and pressure inside the core until
it explodes. The X-ray spectra for tamped cores varies as a function
of the ratio of tamper to fuel mass. For ratios between 1 and 10 the
spectrum actually becomes harder because the fuel is bunning at higher
temperatures. For higher ratios the spectrum becomes softer due to
down conversion in the higher Z materials. The fraction of total energy
in X-rays is between 1 and 10% and peaks for mass ratios of about 10, The

bare DT core has 1% of its yield in X-rays.



9-15

The charged particle and X-ray energy fractions and spectra depend
upon the fuel and temper density profiles at ignition. These spectra
and fractions will have a major impact on reactor cavity design,

Burning DD in inertial confinement systems is very difficult
because of the high values of Q R needed to support burn propagation.
Input energies of 100 MJ appear to be necessary. However recycling
of unburned tritium (a DD reaction product) into the pellets could
reduce these requirements considerably, Burning p~11B requires even
greater values of @ R (500 g/cmz) and a very high ignition temperature
(300 keV), To achieve such Q R values requires unrealistic compres-
sions or fuel masses that imply unrealistically large input energies
and yields. Hydrodynamic implosions do not appear to be capable of

generating the necessary ignition temperatures.

8.3. PARTICLE BEAM TARGETS

9,3.1. Electron Beam Targets

The long pulse width characteristic of relavistic electron beams
(20-30 ns) imply that one must irradiate massive, low gain targets,
The long energy deposition range of the electrons requires particular
attention,

The most obvious approach would be to coat the target with a
high Z material to more efficiently absorb the incident electron
beam. Unfortunately, the incidence of high energy electrons on high
Z materials generate high energy X-rays as bremsstrahlung, and these
can penetrate into the center of the target causing substantial
preheat.

An alternative is to induce an intense magnetic field in the
target which traps the incident electrons while thermally isolating
the fuel core of the target to allow high compressions, This con-
cept is shown on the next page along with several methods to generate

the 1 to 10 Mgauss fields required,
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Ton Beam Fusion Targets

Ion beam fusion targets utilize many of the same concepts as
laser or electron beam fusion targets, However in this case, the massive
ions do not generate appreciable bremsstrahlung and deposit their
energy in a short range via classical mechanisms. Therefore the absorption
region can be a high Z material such as Pb, The longer times characteris-
tic of ion beam pulse widths imply somewhat larger pellets. We have

compared ion beam versus electron beam fusion target designs below:
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9.4. TARGET FABRICATION (quite incomplete)

Several steps will appear in most pellet-processing schemes:

(i) permeation: filling the pellet with DT gas by letting the gas
diffuse through the container layer at high temperatures

(ii) final cryogenic processing immediately prior to injection to
freeze the DT fuel gas

(iii) deposition technology to add on low-Z ablation layers or

high Z layers,

The basic techniques such as radiographic inspection, cleaning, and
floatation are well-established procedures. The technology to perform
all the fabrication operations for any of the representative pellets
is already in existence,

In going to practical designs for reactor applications, several
aspects of pellet design must be kept in mind, The most likely approach
to reactor-type pellet designs will be substitution of acceptable
materials for experimentally convenient materials, For instance,

a thin layer of gold is often used as a high-Z fast electron shield

in current pellet designs. The mass of this gold is most often at
least ten times the mass of the DT fuel. Extrapolated to reactor

size pellets, when the DT mass is 1 mg, this represents a consumption
of 720 grams of gold per hour. Such quantities of gold are available
and affordable, but the efficiency of the recovery process will deter-
mind the fraction of gold that is unrecoverable. Should this fraction
be too high, or should the cost of the equipment necessary to recover
an acceptable fraction be too high, then the use of a substitute
material such as mercury or lead must be considered.

Pellet storage must also be considered in design. Safety,
shelf life and material properties of fabricated pellets, and energy
costs for pellet fabrication and storage will also be important
design factors. Cryogenic storage appears the most attractive method

at the present time.
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CHAPTER 11

APPLICATIONS

Inertial confinement fusion research has expanded quite rapidly
along several fronts during the past decade. A primary goal has been
to demonstrate scientific breakeven for ICF targets, i,e., to create
that situation in which the fusion energy yield is equal to or greater
than the incident driver energy, A summary of experimental programs
(both achieved and under development) is provided on the next page.
This status suggests that drivers capable of achieving breakeven should
become available by the mid-1980s, Hence it is appropriate that we
look beyond these breakeven experiments to identify possible applica-
tions of inertial confinement fusion,

We can identify three general classes of applications:

(i) power production

(ii) weapons applications

(iii) fundamental physics studies
Certainly the most significant application of ICF will be to the
production of energy which can then be used for a variety of purposes
such as the generation of electricity, the production of process heat
or synthetic fuels, or propulsion, Unfortunately, it appears that this
will also be the most difficult application to achieve, Nevertheless
we will concern ourselves almost entirely with the energy production
applications of ICF in this chapter,

On a shorter term basis, much (if not essentially all) of the funding
for ICF research has been directed toward military applications, The
environment created by the implosion and thermonuclear burn of a tiny
ICF fuel pellet is similar in many respects to that of a thermonuclear
weapon. Hence there has been considerable interest in using ICF
targets to simulate on a microscopic scale weapons physics and effects,

Perhaps the most immediate application of ICF will be in basic
physics studies. The imploded ICF pellet produces conditions of
temperature and pressure which are quite unusual (at least on a ter-

restrial scale), ICF implosions can be used to study properties of
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matter under extreme conditions, the interaction of intense radiation
with matter, and aspects of low energy nuclear physics. Indeed, ICF
presents us with a unique opportunity to study certain aspects of
astrophysics such as steller interiors on a laboratory scale, .

But, as we noted earlier, perhaps the most important application
of ICF will be to the production of energy, whether directly through
the conversion of fusion energy into electricity, or indirectly, by
using the fusion energy or reaction products to produce synthetic
chemical or nuclear fuels. We will examine each of the major applica-
tions of inertial confinement fusion to energy production in this
chapter:

(i) electric power generation
(ii) fissile fuel production
(iii) process heat and synthetic fuel production

(iv) propulsion

11.1. INERTIAL CONFINEMENT FUSION REACTORS

Perhaps the central question concerns how we can capture the energy
released in an ICF microexplosion and convert it into a useful form
such as electrical power, As with all early generation fusion systems
based on DT fuels, this energy will appear primarily as the kinetic
energy of fast, 14 MeV neutrons. Therefore our goal is to burn the
ICF fuel pellets using appropriate drivers (lasers or particle beams),
confine the pellet microexplosion in a suitable blast chamber or reactor
cavity, capture the kinetic energy of the fusion reaction products
(primarily fast neutrons) as heat in a surrounding blanket, and then
use this heat to perform useful work (e.g,, driving a steam thermal
cycle to produce electricity). Since most attention has been directed
toward the study and design of laser driven ICF, we will confine our
attention for the most part to a discussion of laser fusion power
systems. A primitive schematic of such a system is given on the next
page.

But, of course, a detailed design must address and answer a host

of complex questions involving the fuel pellet design and fabrication,
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A simple schematic of a laser fusion reactor,
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the driver, the blast chamber and blanket design, and the thermal cycle,

Some of these questions are summarized below (as taken from the University

of Wisconsin Solase design study);

1. Laser Pellet Studies: What range of pellet gain is required? What

yield should one choose? What value of laser energy is appropriate? What
are the spectra associated with various form§ of pellet debris? What degree
of target illumination uniformity is required andAhéw many laser beams are
needed? What do targets cost, how are they fabricated, and how are they

delivered to a spot inside the chamber?

2. laser Studies: What is the range of viable wavelengths? What is

the laser energy? What is the laser pulse shape? How are beam lines designed
and what are the problems with the last mirror? What repetition rate is
required and how does this influence laser design, power supplies, and

component lifetimes?

3. Optical Beam Train: How many last mirrors-are there and how are

they designed? How is the beam train integrated with the laser system?
Do we combine beams? What is the shape and location of the last mirrors?
How does the wavelength influence optics system design?

4. Cavity and Blanket Design: Is a protective liner for the first wail

required? How does the liner or first wall respond to X-rays, ions,
and reflected laser Tight? How does this response vary as the Spectré and
fraction of energy in each category change? How will we design the first wall?

How will the blanket be designed to remove the heat and breed tritium?.
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5. Materials and Neutron Radiation Damage: Are there special rate

How does the damage vary

effects in inertial confinement reactor systems?

with temperature? What structural material should one choose? What should .

one choose for the neutron wall loading? What are the dynamic stress problems

and how should they be treated?

6. Tritium Systems and Power Cycle: What does the complete tritium I

cycle Took 1ike? How do we breed and recover tritium? How do we minimize

leakage effects? How do we integrate the various forms of heat flow into

|
|

an optimum power cycle? Is an intermediate loop needed?

It has become apparent that the successful application of inertial
confinement fusion to the production of electrical power will require:
(i) a high-average-power driver with the required efficiency ( 3 1%)
and reliability (370%),
(ii) a first wall able to withstand the effects of X-rays, debris,
and neutrons from the ICF microexplosions,
(iii) structural materials that can withstand the cumulative damage
effects of high-energy neutrons and cyclical stresses,
(iv) final beam focusing elements that can be protected or placed
sufficiently far from microexplosions to prevent compromising the

availability of the power plant,
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2.1. Reactor Cavity (Blast Chamber)

The design of a chamber to contain the blast of the ICF micro-
explosion would appear at first to be a challenge, A yield of 100 MJ
of energy is equivalent to 48 pounts of TNT which might be expected to
blow a well-constructed reactor cavity to bits with a repetition rate
of typically 1 to 10 blasts per second, Fortunately, this is not the
case because the force on the walls of the chamber due to such a blast
is proportional to the square root of the debris mass, Thus for a
pellet mass of 10"3 g, the fusion pellet debris produces less than
1/1000 the force of the debris from a chemical explosion,

However of far more significance is the radiation emitted by
the microexplosion, This produces an extremely hostile environment

which places severe demands on cavity structures,

2.1.1, Radiation

In general, four types of radiation will be emitted from a laser
fusion pellet:
X-rays
charged particles (including alphas and pellet debris)
reflected laser light (photons)
fusion neutrons
Typical release fractions and energies for these products (except
for reflected laser light) are shown in the table on the next page
for both bare and structured pellets, For bare DT pellet cores,
80% of the yield is in the form of 14,1 MeV neutrons.and 19% and 1%
escapes as charged particles and X-ray energy., The charged particle
energy is in two forms: nonthermal DT and DD reaction products that
escape the pellet core before thermalizing and the blow-off plasma
that results from the hydrodynamic disassembly of the pellet core,
Fora g@R~3 g/cm2 and a 1 mg pellet core, 33% of the reaction
product charged particles escape carrying 19% of the total charged
particle energy. This corresponds to 668 keV deuterons, 1000 keV
tritons, and 1330 keV alphas.
'Although the 14,1 MeV neutrons initially constitute 80% of the fusion
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Energy Release Mechanisms from Laser Fusion Pellets

_ Bare Pellet Structured Pellet

Particle Frac. of Ave. Frac. of Ave. !
Type Energy (%) Energy Energy (%) Energy

X~rays 1l N4 keV 0.20-0.05 0.05-10 keVv
Y-rays 0 e 0+ A) MeV |
Charged .
Particles 22 W50 keV 0.05-0.30 0.05-0.20 MeV
Meutroans 71 514 MeV 0.70-0.65 v12 MeV |

reaction energy, computations have shown that through collisions exper-
ienced while leaving the pellet, these neutrons will moderate and lose
a substantial fraction of energy to the fuel, In fact, for a pellet
of P Rev5, 60% of the 14,1 MeV neutrons will suffer a collision in
the pellet, losing as much as ,89 of their original energy in a single
collision with a deuteron,

The X-ray spectrum for bare pellets is quite hard and nonthermal,
but it can be approximated as an 8 keV black body spectrum. In structured
pellets, more neutron energy is transferred to the particle debris
via increased moderation, The energetic charged collision products will
quickly radiate this additional energy away in the form of X-rays.

Thus, up to 20% of the fusion energy can be released in the form of
X-rays in complex pellets. In such pellets there is some production
of MeV gammas due to the inelastic scattering of neutrons with pellet
constituents,

Reflected laser light can also be significant in certain situations,
For low yield targets, the reflected light energy may well exceed the
energy of the reaction products, For short wavelength lasers with short
pulses and high pellet reflectivity, the reflected laser light can cause
excessive surface heating of the wall,

Although fast neutrons have large mean free paths in most wall
materzals (10 cm) and will pass easily to the reactor blanket, the

other types of radiation will be totally absorbed by the first wall
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11.1.2. Wall Load Mechanisms

The sudden deposition of the ICF burn product energy in the first
wall will result in a stress due to thermal gradients in the material
from nonuniform heating and conduction as well as inertial effects,

One can distinguish among several different load mechanisms:

(i) pellet debris impact

(ii) blast wave reflection

(iii) evaporation recoil

{(iv) blanket expansion

(v) thermal distortion
The principal source of energy deposition at the first wall will be due
to the charged particles supplemented to a lesser extent by the reflected
photons and X-rays,

The task of calculating the first wall response (i,e,, the surface
temperature rise and mechanical stress due to a pulse) is quite difficult,
Because of the extreme conditions at the first wall surface, phase rela-
tions will play a large role, Furthermore, thermal relaxation time con-
stants for first wall materials are often of the same order as the heat
deposition times. More specifically, if Cm is the mechanical relaxation
and CT,is the thermal relaxation time of the wall, we find that the
deposition time spread of the neutrons, X-rays, and high energy alphas
is

TLC, << Ty

while that of the pellet debris is more typically much longer

T G T

The rapid energy deposition and short deposition range of charged
particle debris and X-rays can cause severe damage to the surface of
first wall materials, In fact, the Wisconsin group has concluded that
an unprotected dry wall cavity design made from any reasonable material
will not survive a microexplosion at economically reasonable wall
loadings ( ¥ 1 MW/mZ) because of excessive thermal ablation and
sputtering of the wall surface material. Both graphite and metallic
first walls (Mo, Ta, SS) will experience large surface temperature

excursions since the ions and soft X-rays deposition their energy in a
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thin surface layer. Excessive ablation (~ 1 cm/year) will take place,
Sputtering will also be significant (~ 1 cm/year) since damage occurs a
elevated temperatures, (Sputtering yields increase sharply as the surface
approaches the melting temperature,) By way of contrast, spallation of
wall material does not appear to be a serious problem since there will

be no thermoelastic stress wave from ion energy deposition (because of
the spread in arrival time), Also, if the X-ray spectrum is harder

than about a 1 keV black body, only small amplitude transient stresses
will be generated,

Neutron damage to structural materials will also play an important
role in cavity design, The primary neutron damage mechanisms are atomic
displacements and gas production (primarily helium), Displacement damage
is expressed as displacements per atom (dpa) and gas productidn is
expressed as atom-parts-per-million (appm)., The damage limits for
316 SS at an operating temperature of 500° C are estimated to be 150 dpa
and 500 appm helium, At a neutronic wall loading of 1 MW/mz, an unpro-
tected first wall of 316 SS would experience a displacement damage
rate of ~10 dpa per full power year, and the helium production rate
would be ~220 appm per full power ¥ear, A more detailed comparison of
displacement rates and gas production for various reactor types is
given in the table on the next page, We have also provided a table

listing the various materials proposed for fusion reactors,
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Fusion Reactor Structural Materials

Aluminum (sap):

Advantages:
= very low induced radioactivity

Disadvantages:
= very low operating temperature [<300°C]
required to preserve strength and compatibility
with lithium
- high gas production
= low modulus of elasticity

Titanium:

Advantages:
= very high strength/weight ratio in 400-500°C
operating temperature }ange
- low swelling and Creep
- lower long term radioactivity than steel
- large heat capacity and low thermal expansion
= Very abundant

Disadvantages:
= temperature limitegd [<500°C]
=~ low thermal conductivity
= low modulus of elasticity

Stainless Steel:

Advantages:
= well known and abundant
= no drastically unacceptable properties

= long lifetime to high fluences at low temperatures

Disadvantages:
=~ low temperature operation [<500°C] required
to preserve strength and lithium.compatibility

T ———



Stainless Steel:
Disadvantages (Cont.):

- prolonged afterheat and significant radio-
activity (possibly reduced if isotopic tailoringf
is utilized)

- large thermal expansion

Vanadiums

Advantages:
~ high temperature operation ( 800°C)

= low induced radiocactivity

Disadvantages: !

~ poor fabricability

-~ high short term afterheat

possibly poor strength unless alloyed (i.e.,
V-20 Ti)

possibly poor lithium compatibility

Molybdenums:

Advantages:
—- high temperature operation ( 1000°C) and good
strength
= low activity during operation
- low gas production i
- good availability
~ low hydrogen permeability
large (n,2n) cross section ;

Disadvantages:
- poor fabricability
= low ductility
= very high long term radiocactivity (possibly
reduced if isotropic tailoring is utilized)



Niobiums
Advantages:
- high temperature operation (v1000°C) and good
strength
- low gas production
- high ductility
- low afterheat

Disadvantages:
~ highest long term radioactivity
- possibly limited supply

Graphite:
Advantages:

~ very high temperature operation (32000°C)

- low induced radioactivity and afterheat

- well known and available

- possibly self annealing to radiation damage -
leading to 1-30 year lifetime

Disadvantages:
- poor strength and fabricability
- not compatible with lithium
- high helium production
- swelling and creep at moderate fluences
(%4°1022 n/cmz)
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11.1.3, Reactor Cavity Designs

X-ray and charged particle debris damage to first wall materials
is a problem primarily associated with inertial confinement fusion
systems. A variety of reactor cavity designs have been proposed to
deal with this problen:

(1) dry wall, sacrificial liners

(ii) magnetically Protected walls

(iii) wetted wall or fluid curtain

(iv) gas filled cavities
These approaches differ primarily in the way in which the inner surface
of the first wall interacts with the X-rays and microexplosion debris,
(These approaches are illustrated sdhematically on the next page,) In
the dry wall approach a sacrificial metal or ceramic liner is placed
between the fusion chamber and the blanket, This wall would then be
replaced periodically, The magnetic protection concept uses a solenoid
generated magnetic field to divert the pellet debris away from the
sides of a cylindrical blanket and into conical collectors at top and
bottom, The wetted wall approach feature a thin layer of liquid metal
that covers the metal wall and protects it from the blistering and
structural ablation that would otherwise occur from the microexplosion
debris. The fluid curtain approach shields the first wall from X-rays
netrons, and debris with a thick falling region of liquid metal (lithium)
or solid pellets. The gas-filled cavity design fills the blast chamber
with a buffer gas such as neon at less than 1 toor pressure, sufficient

to protect the first wall from the ions and soft X-rays produced by the

microexplosion.,
In this section we will discuss each of these approaches,
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Dry Wall/Sacrificial Linear Designs

We have noted that an unprotected or dry wall would experience
such extensive surface damage from fusion reaction debris that it
would not constitute an acceptable design by itself, However it is
proposed to place a sacrificial liner fabricated out of a material such
as graphite which could protect the first wall, The sacrificial liner
would experience thermal ablation and sputtering damage until it is
reduced to a minimum design thickness., At this point it would be
replaced, A graphite protected dry wall design 1
is shown on the right (where the first wall

is fabricated out of stainless steel and

I

contains channels for coolant flow), Other

dry wall concepts which have been investi-

4

gated have specified unprotected niobium

walls.
-l

35S back plate

X

\SS coolant tubes

P4

/ J
Graphite liner SS Tiner plate
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Magnetically Protected Wall Designs

This design utilizes an axial magnetic field produced by exterior
coils to divert the charged particle debris out into conical energy sinks
which are located on the ends of a cylindrical reactor cavity (see the

Figure below). If this system works ideally, the graphite protected

LASER BEAM
REACTOR CAVITY _+" TRANSPORT TUBES

PELLET
INJECTION
CONICAL ENERGY SINK

TO VACUUM PUMPS
SOLENOID : /

D SN S s v oS\ N ~ COOLANT
0

TO HEAT .
EXCHANGER |- |
MAGNETIC FIELD/ :
LINES |
CYLINDRICAL
BLANKET T0O HEAT EXCHANGER AND "

LIGUID LITHIUM

TRITIUM SEPARATION

L

Cylindrical first wall would see only the ~ 1% X-ray yield plus the ~. 0,1%

reflected laser light flux, The energy sinks would be fabricated from
refractory materials such as graphite and would be replaced periodically
when radiation and material damage levels exceed operating tolerances,
In principle, at least, the magnetically shielded first wall could be
combined with direct conversion of the pellet debris kinetic energy into
electricity (although this would only be attractive with advanced fuel
schemes utilizing DD or p-llB),

This approach suffers from several disadvantages: Although the
alpha particles act as single particles and are quickly diverted to
the sink cones, the slower debris plasma acts collectively in doing

work against the magnetic field, Thus as the debris expands out the
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ends of the cylinder it first excludes and then compresses the magne-
tic field between the plasma and the cavity wall, This can give

rise to plasma instabilities which would cause particles to cross
field lines and impact against the wall, Furthermore, magnetically
shielded first walls present a disadvantage if liquid metal coolants
are to be used because of the pumping power required to move the
coolant across field lines, The blanket modules and the first wall

would be more inaccessible than in the dry wall concepts,

Wetted Wall Designs

In wetted-wall designs (see next page), the cavity wall is
formed by a porous refractory metal through which coolant lithium
flows to form a protective coating for the first wall surface, This
coating for the first wall will serve to absorb charge& particles
and reflected laser light while attenuating X-rays, Typically,
the coating will be about 1 to 2 mm thick of which about 0,1 mm will
be evaporated and ablated following each pulse, Because of this
ablation, such cavities would be limited to about one repetition per
second, the time delay associated with replenishing the protective
layer and pumping the cavity back down to maximum pressures of 1017
atoms/cms. The major disadvantages of this design are the large
vacuum pumping loads required due to the high vapor pressure of
the lithium flow and the complex firstrwall designs which must
allow the coolant to migrate from reservoirs to cover the first wall

liners.
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Lithium Curtain

This concept features a thick, continuously recyclable first wall
of liquid lithium or small lithium pellets that protects the first
structural wall from direct exposure to microekplosions, Each shot
disassembles the "waterfall" of lithium, which is reestablished
between each shot. The lithium is continuously pumped to the top of
the vacuum chamber through a reservoir region separating the first
structural wall from the pressure vessel, A small fraction of the
lithium flow circulates as the primary coolant to the heat exchanger,
The return flow from the heat exchangers is injected through a vortex
generator to protect the top of the chamber,

The principal purpose of the fall is to reduce neutron damage
in blanket structural materials, allowing them to survive for the useful
life of the plant. Besides moderating neutrons, the fall also absorbs
photons (X-rays and reflected laser light) and pellet debris (alpha
particles, unburned fuel, and other pellet material), Because the fall
is separated from the chamber wall, any shock wave produced in the fall
will not be directly transmitted to the structural wall.

The falling lithium region contains enough lithium to signifi-
cantly reduce neutron damage to the reactor structural materials from
atomic displacements and gas production, Such a system could be
operated at a wall loading of 4 MW/m2 for the 30 year life of the plant
without exceeding radiation damage limits, The liquid lithium waterfall
concept also appears to yield excellent energy-conversion, energy-removal,
and tritium breeding characteristics, Nearly 99% of the total energy is
deposited directly in the primary lithium coolant., This essentially
eliminates cyclical thermal stresses in the structural walls,

The principal disadvantages appear to be the mechanical complexity
of the design and the limitations of allowable partial atmospheres in
the cavity to allow laser beam propagation, In addition, pumping power to main-
tain the waterfall will add significantly to the recirculating power

in the plant,
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Gas-Filled Cavity Designs

In these designs, neon or xenon is included in the cavity at
pressures of 0,5 to 1 torr to act as a buffer gas to prevent the charged
particle debris from striking the first wall. The energy deposited
in the gas is radiated to the front wall over a relatively long time

period (~1 ms) so that surface heating and thermal ablation of the

wall become insignificant, The maximum overpressure generated at the

The primary concern in this design is to keep the gas density sufficiently
low to avoid laser beam defocusing and attenuation, An example of this
design concept is the Solase laser fusion reactor system illustrated on

the next page.
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We have compared each of these reactor cavity designs below in
the table: ’

1ajor design considerations

material loss - impulse
try bebris Pl o,

Dry wall X X X
Sacrificial X X X

liner
Magnetic X X

shield
Wetted wall X X
Lithium curtain X X
Gas fill X X

The present status of each design concept is given on the next page,
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11.1.4. Blankets

The blanket system of the reactor must perform several functions;

(i) convert the fusion energy into thermal energy

(ii) provide for efficient removal of the thermal energy

(1ii) breed enough tritium to replace that which was burned in

the fusion reaction

(iv) maintain the required vacuum in the fusion chamber,
Perhaps the primary constrainton the design of most fusion reactor
blankets is the requirement that tritium must be continually bred
and processed from lithium, Since natural lithium is isotopically

7.4% 6Li and 92.6% 7Li, one can make use of two reactions:

7Li +n (2,5 MeV)-———§>-4He + 3T + n(slow)

SLi + n(slow) — = %he + 37 4 4,8 MeV

Note that the 7Li reaction is a threshold reaction which is neutron

conserving, and that the 6Li reaction has a large thermal cross

section and is exothermic, Thus, in a very ideal case, the best we

can hope to do with a single 14,1 MeV fusion neutron and a pure lithium

System is to cause a reaction first with 7Li and have the resultant

neutron absorbed in 6Li. The result would be one surplus tritium

atom (i.e., a breeding ratio of 2) and about 16,4 MeV (14.1 - 2,5 + 4,8),
In most designs, liquid lithium is used both as a4 breeding medium

and as the blanket coolant. However other tritium breeding compounds

which may prove compatible with fusion réactor designs are molten salts

(LizBe4 or flibe and LiF), ceramic compounds (LiZO and LizCz) and

aluminum compounts (LiAl, LiAl 02)v

Liquid-Lithium Cooled Stainless Steel Manifold

The conventional approach requiring the least jin sophisticated
technology would be a cylindrical annulus of stainless steel into which
vertical coolant channels have been drilled to form a manifold, The
stainless steel manifold concept is comparible with either a dry or

wetted first-wall approach. In the dry-wall approach, one could use
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a graphite liner that is supported by stainless steel and cooled with
liquid lithium, The graphiteliner might be designed for an operational
lifetime of one year, In the wet-wall approach one could maintain a
thin (3 mm) film of liquid lithium on the inner surface of the manifold,
Tritium breeding considerations limit the thickness of a structural
wall of solid stainless steel to less than 10 cm, The stainless steel
manlfold would operate at a neutronic first wall loading of about 1 to
2 bm/m » and this would require a relatively large chamber radius (10
to 15 m for a 4000 MWt system), For use with stainless steel, lithium
temperatures must be limited to about 500° C to avoid excessive cor-

rosion,

Gas Cooled Graphite Manifold

A graphite manifold would be similar to the stainless steel mani-
fold except that vertical coolant channels are drilled into an array of
graphite blocks that make up the fusion chamber (see next page), One
could adapt high temperature gas cooled fission reactor (HTGR) techno-
logy to design a vacuum vessel of reinforced, prestressed concrete,
High pressure helium gas would then be pumped through the coolant
channels, some or all of which are filled with pellets of a lithium
ceramic. Tritium is removed from these channels by the gas coolant
as it diffuses out of the lithium compound in which it is bred, The
graphite manifold design is a reactor concept that exhibits low acti-

vation and low tritium inventories,
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Fluidized Wall Concepts

Fluidized wall concepts provide protection to the first metallic
wall from high energy neutrons in addition to the X-rays and debris,
These concepts appear to be less dependent on materials development
because radiation damage is significantly reduced, Designs using
both a liquid lithium “waterfall" and a ceramic-lithium pellet fall
have been proposed and studied (see figures on next two pages).

The principal feature of the ceramic-lithium pellet waterfall
is a thick layer of falling solid ceramic-1lithium pellets that shields
the first structural wall from the microexplosion, The pellets are
continuously recirculated to the top of the vacuum chamber through a
reservoir region between the first wall and the pressure vessel, The
pellets are either transported through heat exchangers or cooled by
the flow of high-pressure helium gas in the reservoir region,

The liquid lithium waterfall concept features a thick continu-
ous fall of liquid lithium that protects the first structural wall,
allowing it to last for the useful life of the plant, By keeping the
fall of the chamber wall shock waves generated in the fall are not
directly transmitted to the structural wall, " The majority of the fusion
energy is thus deposited in the liquid lithium, which serves as the
primary coolant, fertile material for tritium breeding, and first wall,
Hence the system does not have to rely on conduction of heat through
structural materials to remove thermal energy,

As one might expect, fluidized wall concepts have excellent
tritium breeding characteristics, With no structural material between
the fusion neutrons and the lithium fall, the design takes full ad-

vantage of the high-energy 7Li (n,n'T) reaction,
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Gas-Filled Cavity Designs

The prototype gas filled cavity design is the Solase system
studied at Wisconsin. The Solase blanket (see next page) is construc-
ted primarily with graphite and either nuclear grade graphite or chopped-
fiber type graphite composite, Lithium oxide particles, 100 to 200 Mmm
in diameter, flow under gravity through the blanket and serve the dual
purpose of tritium breeding and heat transfer, This design eliminates
the need for metallic first walls and liners since the buffer gas
attentuates the radiation to a level compatible with first wall
thermal and mechanical tolerances. The estimated lifetime of the
blanket structure at 5 MW/m2 wall loading is approximately 1 year
(corresponding to ~ 30 dpa). Hence the design utilizes a blanket

structure which can be periodically replaced in segments.

11.1.5, Target Injection

Injection of laser fusion targets into a power reactor chamber
will be quite different from the static mounting procedures used in
experimental research today, Electrostatic and pneumatic injection
are the two injection modes of most interest, Electrostatic methods
appear to be more susceptible to damage in the intense radiation and
temperature environment of the reactor chamber. Hence most interest
rests with pneumatic injection.

For example, one could inject the pellet with a pneuratically
operated launching device which injects the pellet along a vertical
trajectory. In the Wisconsin design, the pellet traverses a distance
of about 12 m with a velocity of 480 m/s, The state of the art of
pneumatic injection is quite well developed, with present high-precision
air guns being able to deliver projectiles into an area of radius
less than 0.7 mm at a distance of 12m with a generally horizontal

trajectory.
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11.1.6. Driver Developrent

We have summarized the status of high power laser and charged
particle beam driver development in Chapters 8 and 9, We suspect that
driver development will be the most critical link in the achievement
of ICF power generation systems. The complexity of developing
reliable and efficient drivers with the required energy, power, and
beam qualities necessary for ICF applications is formidable,

No presently known class of laser will obviocusly meet the re-
quirements for laser fusion., However several lasers such as CO2 and
I can probably be scaled to meet minimum requirements for energy
(1 to 4 MJ), power (100 to 1000 TW) and pulse width (1 to 10 ns).
There are few lasers that have the potential to achieve an efficiency
greater than 1 or 2%. If a power plant can be designed to operate
with a laser of this efficiency, then the number of potential laser
candidates increases substantially, and the chance of finding a
suitable laser should also improve. Lasers with 1-2% efficiency
demand pellet gain in the 500 to 1000 range,

The lifetime requirements for laser and power supply components
must be about 109 shots. This is several orders of magnitude beyond
the present state of the art and represents a serious challenge to

successful laser fusion systenms,

11.1.7. Beam Optics

An important facet of reactor design involves beam optics, To
transport and focus intense laser beams into the target chamber, and to
protect the necessary lenses and mirrors from the radiation produced
in the microexplosion presents a major challenge, Of particular concern
are the last mirrors of the optics chain since these mirrors will be
in a direct line of sight to the microexplosion,

The Wisconsin study determined that uniform pellet illumination
is not truly compatible with reactor requirements., They therefore
used nonuniform illumination with six beams on each side to yield
two-sided illumination (much as in the Shiva and Nova systems),

Surface damage to final mirror components by X-rays and pellet
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debris is a significant problem, Large quantities of pellet debris on
mirror surfaces cannot be tolerated, Physical, and more importantly,
chemical reactions at the mirror surface will degrade beam optical
quality., A method to protect the mirrors from the pellet debris is to
flow a gas, such as xenon or neon, in front of the mirror surface (see
diagram on the next page),

It is felt that neutron induced damage is not a serious problem,
Neutron damage in a Cu on Al substrate mirror at 15 m from a 150 MJ
yield pellet at the rate of 20 Hz is moderate, about 10-_7 dpa/s, and
the neutron heating is less than 10 W/cms, This provides little
incentive to move the mirror farther than 15 m from the target, (Fur-
thermore, removing the final optics to distances of 100 m or more

seriously increase pointing errors,)

11.1.8, Fuel Pellets

Although detailed pellet designs are still highly speculative,
one might well assume a generic pellet consisting of a frozen DT
fuel encapsulated by a glass or polyvinyl alcohol shell, This shell
is then surrounded by a high Z layer and a final low Z, low density
ablative zone,

The fabrication of these targets involves three main processes:
permeation filling, cryogenic processing, and deposition techniques.
All techniques are widely used today and appear to be capable of
meeting ICF target requirements,

Storage of fuel pellets will be required because the manufac-
turing process is a batch process and because a store is needed to
allow plant operation in the event of a failure., The storage is
likely to be at cryogenic temperatures to minimize the outdiffusion
of the DT fuel. Furthermore, the total plant tritium inventory is
highly sensitive to storage methods.

A particularly important aspect of ICF fuel design will be the
compatibility of pellet materials with cavity walls, Pellet designs
must avoid the use of reactive materials and minimize oxygen and

hydrogen content.
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11.1.9. Balance of Plant

The design of ICF generating station will vary considerably with
the different first wall protection schemes: For escampleg a LASL
design based on the wetted wall cavity protection system would incor-
porate up to 26 reactor cavities (generating about 120 MWt each) with
pairs of cavities served by common heat transfer loops, steam genera-
tors, and fuel processing systems, Two eight-beam laser systems would
each have the capability to drive allof the cavities via a rotating
mirror which would direct the beam to each cavity, respectively; Each
laser would have a redundant partner to achieve high reliability,

An electric generation station based upon the magnetic protection
concept is shown on the next page, Due to the output of each cavity
(1245 MWt), this design is characterized by only four cavities which
leads to a lesser degree of modularization and shared components than
the wetted wall design. As in the previous concept, there would be a
rotating mirror and a redundant laser system,

The use of such nultiple cavities was briefly studied by the
Wisconsin group, Although the primary motivation for such multiplicity
was to increase the potential availability time of the reactor, they
found that the most reliability-sensitive subsystem was the laser
rather than the reactor chamber, Multiple lasers and power supplies,
while not economically attractive, would be preferable to multiple
cavities. Furthey the use of multiple cavities increases the complexity
of the beam line system and reduces accessibility, Multiple cavities
would appear to be necessary only if the time required to re-establish
the chaumber environment (e.g., due to vacuum pumping) becomes tooc long,

An alternative plant design of some interest is that based on
the lithium waterfall reactor concept, The parameters characterizing
this particular design, along with schematic diagrams of the plant,

are given on the following pages.
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Laser fusion
. power plant with
lithium waterfall reactor

Overall performance

Thermal power
Thermonuclear power

Gross electrical power

Met electrical power
Thermal cycle efficiency
Recirculating power fraction
System efficiency

Laser and pellet parameters

Laser energy

Pulse repetition rate

Laser power

Pellet gain (Q) |

Pellet yield

Laser system efficiency (ng)
Number of modules
Number of beams

Reactor parameters
——

Geometry

Inner radius

Height

Lithium fall thickness

Equivatent first-structural-wall
fusion neutron flux

Tritium breeding ratio
Blanket energy multiplication
Reactor materials

Structure

Coolant

1160 MW,
1000 MW,

460 MW,

380 MW, ‘
35% ]
17%

3%

1 MJ
143 Hz
1.43 MW
700

700 MY

10

Cylindrical
4 m

8m

0.6 m

4 MW/m?2
1.7
1.24

Stainless steel
Lithium
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11.1.10., A Detailed Exemple: Solase

The Solase reactor designed by the University of Wisconsin Fusion
Project is shown on the following pages, This reactor is designed to
produce 1000 MWe at a net efficiency of 30% from laser driven ICF
fuel pellets with a gain of 150, The laser energy on target is taken
as 1 MJ, and 20 targets zre imploded each second, The laser
efficiency is assumed tec be 6,7%, including multipassing of the neit:
to-last and last laser z—plifier, The laser is designed, generically
vhere possible, as a gas phase laser modeled after the CO2 system but
no laser wavelength is specified, The optimistic laser efficiency of
6.7% still implies relatively large power supply needs and the
recirculating power fraction is 28%.

Thermonuclear burn dynamics calculations were performed to
determine pellet debris spectra for cavity design analysis, A buffer
gas of neon at 0.5 to 1 torr pressure isused to stop the ions. Multi-
layered cryogenic targets produced in a batch process appear to have
acceptable costs because tooling costs can be amortized over the
lifetime of the plant and material costs are negligible, Target
delivery is by pneumatic guns although trajectory diagnostic and
correction techniques must be developed. The last mirrors are diamond
turned copper on an alucinum structure located 15 m fro: the reactor
cavity center with f nucter 7.5, Heating of the mirror surface is
minor so long as the detris ions are stopped in the buffer gas.

The reactor cavity itself is a sphere 6 m in radius. It is
constructed from graphite designed to guide the gravitational flow
of lithium oxide (Li20) pellets serving as both the tritium breeding
and heat transport mediu=. The breeding ratio is 1,33 and the maximum
Liz 2 .
5 MW/m“ so that Solase presents a reasonably comapct system given the

0 flow velocity is only about 1 m/s, The neutron wall loading is

net power produced, The blanket back structure is made from an aluminum
alloy and the shield can be either concrete or lead acetate solution,
Thus, the overall levels of neutron induced activity decay very rapidly
following shutdown, It zppears that limited hands-on maintenance is

possible after just one week.



Parametefs for the SOLAéE Laser Fusion Reactor

CAVITY SHAPE

CAVITY RADIUS

14 MeV NEUTRON WALL LOADING
THERMAL POWER

GROSS “ELECTRICAL POWER

NET ELECTRICAL POWER
RECIRCULATING POWER FRACTION
NET PLANT THERMAL EFFICIENCY

LASER TYPE
LASER ENERGY ON TARGET
LASER EFFICIENCY

(WITH MULTIPASSING)
NUMBER OF FINAL AMPLIFIERS
NUMBER OF FINAL BEAMS
ENERGY OUTPUT/AMPLIFIER PASS
PULSE VWIDTH
PULSE REPETITION RATE

PELLET YIELD AND GAIN
FRACTIONAL BURNUP OF FUEL
INITIAL FUEL MASS
GENERIC TARGET DESIGN

SPHERICAL
6 m

5 M4/
3340 I
1334 1
1000 M
28%

30%

GAS PHASE
TM
6.7%

6

12
45.8 kd
1 ns
20 Hz

150 MJ
45%
1 mg

MULTILAYERED-CRYOGENIC



Parameters for the SOLASE Laser Fusion Reactor

TARGET ILLUMINATION

NUMBER OF FINAL MIRRGRS

F/No. OF FINAL MIRROR

DISTANCE FROM LAST MIRROR TO PELLET
DIAMETER OF LAST MIRROR

COMPOSITION OF LAST MIRROR
MANUFACTURING PROCEDURE

FIRST WALL PROTECTION METHOD
BLANKET STRUCTURE

BLANKET BREEDING AND HEAT TRANSPORT
MEDIUM '

TRITIUM BREEDING RATIO
TOTAL ENERGY PER FUSION EVENT
TOTAL Li,0 FLOW RATE

2

AVERAGE LiZO FLOW VELOCITY

L120 INLET TEMPERATURE

LiZO.OUTLET TEMPERATURE

TRITIUM INVENTORY
GLASS ENCAPSULATION OF TARGET
POLYMER ENCAPSULATION OF TARGET

TOTAL REACTOR RADIQACTIVITY LEVEL
50 YEARS AFTER SHUTDOWN

TW0 SIDED

12

7.5

15 m

3.5m

Cu on Al
DIAMOND TURNING

Ne or Xe BUFFER GAS
GRAPHITE COMPOSITE
LITHIUM OXIDE (L120)

1.33

16.6 MeV

3.12 x 10’ kg/hr
0.7 m/s

400°C

600°C

24.7 kg
10.9 kg

.3 Ci
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This spherical system is highly accessible frex the outside pro-
vided that two-sided target illumination (six beams on each side) is
acceptable, A procedure has been developed for annuzl blanket replace-
ment that is simple and fast, The expected downtime to replace graphite
blanket segments is two weeks. The design philosophy is that blanket
maintenance per se will be avoided; after draining the Li 0, the graphite
will simply be discarded,

The laser systez is designed as generacally as possible, but is
modeled after the CO2 laser where specificity is required,

In the steam power cycle, LIZO transport heat directly to steam
generators which then drive turbines producing 1334 Mie gross, The
laser recirculating power requirement is 300 MWe and cther internal
plant power requirements lead to a new plant electriczl output of
1000 MWe and a net thermal efficiency of 30%. The large recirculating
laser power fraction appears typical of laser fusion systems unless
gains much larger than 150 or laser efficiences much greater than 5 to

10% can be achieved,

11.1.11. Some Conclusions

As we have noted, laser driven fusion power plants will have a
large recirculating power fraction (30% or so) unléss very high gain
targets ( §1500) or high efficiency lasers (~10-20%) can be developed,
The development of targets with even modest gains ( ~ 100) and lasers
with modest efficiencies (~ 1%) is highly uncertain =zt present, The
development of power supplies and pulsed power switching with high
reliability (108 - 109 shots) of modest costs is also a major concern,

The constraints of few beams and pellet physics have led to a
variety of reactor cavity concepts. There appears to e no essential
constraint on cavity geometry (except cavity diameter), unlike magnetic
fusion systems, Furthermore, the background density cf cavity fill
and debris gas appears to be low enough to permit beax propagation.

lost reactor design considerations are dominated by protection of

the first wall and the achievement of the high repitition rate.
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Preliminary reactor design studies appear to rule out the use of

J—

dry or bare metal walls, The tendency is to move toward either fluid
walls or sacrificial (replaceable) liners with limited life, The
success and choice of a cavity design will strongly depend on pellet
materials and output charactesristics,

Another important issue specific to ICF applications has to do
with security classification, The relationship of ICF to technical
ideas and information relatsl to thermonuclear weapons, if any;
could severely impede the ccmmercialization of this process due to
extensive classification of pellet design ideas. It seems Lighly
unlikely that ICF power generation could be developed for commercial
implementation in the face oF the present classification restrictions,
No utility in its right min¢ would add the extra burden of classification
to the already overwhelming rurdles it faces in power plant licensing

and regulation,
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11.2. HYBRID FUSION/FISSION SYSTEMS

Since a typical ICF power station will have a large laser systenm
recirculating power fraction (about 30%) leading to a low net plant
efficiency (about 28% assuming a 40% thermal efficiency), there is
considerable incentive to find methods other than the direct conversion
of thermal fusion energy to electricity which would improve the
overall economics of such a system, One scheme involves including
fissionable materials in the blanket of the reactor. Such designs,

termed fusion/fission hybrid reactors, are actually subcritical fis-

sionable assemblies which are driven by a fusion neutron source.
Interest in hybrid systems has been motivated primarily by their po-
tential to relax fusion energy gain criteria significantly and to breed
substantial quantities of fissile material, The principal advantages
of such a coupled system result from the fact that, taken separately,
fission systems are inherently power rich (with 200 MeV per fission
reaction) and neutron poor, while DT-burning fusion systems are com-
paratively power poor (with 17.6 MeV per fusion) and fast-neutron-
rich. The term fast-neutron-rich should be emphasized because it is
the 14.1 MeV neutrons from DT fusion that provide hybrid systems with
the ability to generate substantial amounts of energy and fissile
materials from fertile materials such as U-238 and Th-232, thereby
operating with low fissile material inventories in a subcritical
fashion. 1In a sense, the overall objective in a hybrid reactor design
is to trade 14,1 MeV fusion neutrons for 200 MeV fission events;
represented either by actual fissions in the blanket or by the
corversion of fertile to fissile species, The combination of tke above
factors can effectively increase the energy output of a fusion device
by up to two orders of magnitude.

In general hybrid systems can be separated into three categories:

(1) systems which produce fissile fuel but very little power

(11) systems which produce fissile fuel and power (although

perhaps only at a breakeven level)
(iii) systems which consume fissile fuel and produce power

Systems of the first type may find the earliest commercial application
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as 'fuel factories" for conventioral fission plants, Although systems
of the second type will be more efficient than those of the first type,
they will require sophisticated techinologies to effectively remove the
heat gererated in hybrid blankets which are not intrinsically well-
suited to this purpose, Thus hybrids which produce significant power
will pre>ably not find application until a later developmetn stage,
Because systems of the second type have been found to have the potential
to increase the blanket énergy gain by ten to one hundred fold, in
addition to producing fissile fuel, it follows that systems of the
third kind are probably not realistic, with the exception of specialized
applications such as actinide transmitation as a radioactive waste
disposal scheme,

The principal advantage of hybrid systems is that they have the
potential to produce approximately 10 times more fissile material per
unit of thermal energy than fission breeder reactors, In a pure
fusion device, the neutron loading at the first wall will be restric-
ted (at least in the near term) to values of less than 10 MW/mz,
thereby restricting power densities to less than 10 W/cms, However
a properiy optimized hybrid design could multiply the fusion energy
density ty a factor of 50 or more (i.e., 500 W/cms), making the
device 50 times as energy efficienty while maintaining power densities
which can, in principle, be accommodated by extensions of current
fission rsactor technology.

Several hybrid designs have been undertaken using a laser-fusion
system as a driver. One such system studied by LLL and Bechtel is shown

on the fcllowing page.
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Actinide Burning

Introduction. The nsutrons from DT-fusion
systems can convert long-lived fission waste
products (primarily actinides) to short-lived or
stable isotopes. This method could serve as a

mechanism to relax requirements for long-term
geological storage of high-level radioactive wastes. ’

Actinide half-lives are quite long, even in com-
parison to such geological phenomena as ice ages
and earthquake fault movements. Storage of long-
lived wastes is difficult because these events can ren-
der a disposal area unacceptable.

Laser Fusion-Driven Actinide Burner Study. At
present, laser fusion appears to be capable of attain-
ing a 5- to 10-MW /m 2 fusion neutron wall loading.
In addition, the ability to utilize simple geometry

makes the laser fusion rezctor -an attractive can-
didate for actinide burning. Recognizing these at-.
tributes, Berwald and Duderstadt (University of’
Michigan) have performed scoping studies 107 for
an actinide burner adapted from a University of
Wisconsin pure laser fusion reactor design. The goal
was to identify a fusion-driven actinide burner|
system that could be expected to perform efficiently
within the framework of anticipated fusion
technology. Reasonable extrapolations in
technologies that could be expected to develop dur-
ing the same time frame as the fusion driver itself
were utilized. .

The laser fusion-driver actinide waste burner
(LDAB) system investigated uses partitioned fission
reactor generated actinide wastes dissolved in a
molten tin alloy as fuel. A novel fuel processing con-
cept based upon work by Anderson and Parlee 108
concerning the high-temperature precipitation of
“actinide-nitrides” from a liquid tin solution is
proposed. This concept will allow for fission
product removal to be performed at high burnup
within the device. Thus, the LDAB actinide
transmutation process may represent less short-
term hazards than solid fusl systems with a fixed
fuel cycle period, because the need to refabricate
and transport actinide wasies once charged to the
system is eliminated.

The LDAB is a power producing hybrid reac-
tor. With an equilibrium blanket energy multiplica-
tion of 30 in actinide fission regions about the axial
midplane of a cylindrical cavity, a total system
blanket energy multiplication of 12 is attained. This
corresponds to a reduction in the laser system recir-
culating power fraction from 24% (pure fusion reac-
tor) to 2.7%. The equilibrium neutron wall loading
of 5.7 MW/m 2 represents an average flux of 6.4
X 10 13 n/cm 2-5 in the fission regions. The overall
system power is approximately 22,000 MW, with
an average fission power density of 287 W/cm 3in
the actinide fuel regions.
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No attempt has been made to optimize this
system, but potential performance seems im-
pressive. In one possible fuel management scenario.
the LDAB attains an effective equilibrium composi-
tion in 15 years. The equilibrium LDAB consumes
7.60 MT/yr of actinide waste corresponding to the
waste output from 134 LWR’s operating with full
plutonium recycle (1000 MW, 33,000 MW-d/t.
33% thermal efficiency, 75% capacity factor). With
an actinide loading of 34 t, the mean life of an ac-
tinide atom in the system is only 4.5 yr.

If the 134 LWR’s and one LDAB are evaluated
as one system, the LDAB will produce 5.5% of the
system power. If the cost of LDAB power genera-

tion is three times that of LWR power generation,
then the system power generation costs will be 11%
above the LWR power generation costs. If the
LDAB burns LWR-uranium recycle waste instead
of LW R-plutonium recycle waste, it might serve 420
reactors with only a 3.7% increment in power
generation costs. As in the WFPS design study, the
blanket thermal power could also be utilized for
synthetic fuel production.

Although the LDAB has the potential to ef-
ficiently burn actinide wastes, process the wastes
generated in a large system of commercial reactors,
and reduce the short-term hazard caused by
transporting and fabricating actinide fuels, its per-
formance represents an optimistic goal. Iis realiza-
tion will require significant development in the
fields of high-level waste partitioning, laser fusion
and hybrid systems, fusion environment materials,
and pyroprocessing. However, these results suggest
that high-burnup solid-fuel hybrid blanket designs
with considerably less technological risk might at-
tain adequate performance as actinide burners. In
particular, HTGR fuel pellets appear to have burn-
up czpabilities in excess of 25%. 199
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11.3. PROCESS HEAT AND SYNTHETIC FUEL PRODUCTIOCN

Other applications of ICF reactors have been proposed, The tempera-
tures in a laser fusion reactor blanket will be limited only by the pro-
perties of refractory materials in the blanket, Thus, temperatures above
the HTGR limit of 1650°K can be achieved, Such temperatures are attractive
for producing process heat for industrial applications. (Indeed, about
28% of the energy consumption in the United States is to generate process
heat.) ICF reactors seem to be unique in this respect, since they do
not suffer from the temperature limitations of magnetic fusion systems
or fuel melting of fission reactors.

Los Alamos has designed several ICF blankets suitable for process
heat production, Using two zone blankets, composed of pure carbon and
a 90% carbon-10% toron carbide mixture, spherical ICF reactors have been
designed that would supply from 20 to 100 MW of thermal power at about
ZIOOOK. Examples of these designs are shown on the next few pages,

ICF reactors could also supply the energy necessary to produce
synthetic fuels. A variety of approaches have been proposed, including
thermochemical, electrolytic, and radiolytic processes,

The thermal erergy for the ICF reactor could support a sequence
of high-temperature chemical reactions in various hydrogen-producing
thermochemical processes. While these thermochemical processes
generally do not consume the chemical reactants, they often use large
quantities of hazardous and corrosive chemicals. Practical energy
conversion efficiencies range from 30% to 65%--that is, up to 65% of
the fusion energy is recoverable as thermal energy by burning the
hydrogen produced.

Such reactors could also generate electricity for subsequent
electrolysis of water to produce hydrogen, For existing electrolysis
plants, the combusticn energy of the hydrogen produced is 60%
to 100% of the electrical energy input, Hence if we assume a 40% plant
thermal efficiency, we find that this scheme would produce hydrogen
with an overall energy conversion efficiency of 24% to 40%,

Hydrogen production by radiolysis can be achieved in several ways.

The penetrating neutron radiation of an ICF reactor could be utilized
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by incorporating sufficient quantities of H20 in the blanket regions

o
surrounding the fusion vacuum chamber, In this sense, fusion reactors

are quite attractive since theyv produce an intense fast neutron flux
in a surrounding blanket region rather than in the core proper (as
with a fission reactor).

A variety of synthetic fuel production schemes have been studied
which use an ICF reactor as an energy or radiation source., Several
of these are described schematically on the following pages, We have

also provided a comparison of various methods for producing hydrogen

energy deposited in hydrogen processing regions is generously assumed to be 100% for radiolysis of water and 60%

below:
) Thermochemical
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11.4. PROPULSION

ICF reactors have been proposed as energy sources for propulsion
of marine vessels, aircraft, and space craft, Acutally, we can probably
discard aircraft propulsion immediately since the power density of the
overall ICF systems would be less than that of chemical jets or rockets,
ICF ship propulsion would appear to be characterized by features very
similar to that of nuclear fission propulsion, and therefore once
again would not appear to present any significant advantages over
existing technology.

On the other hand, the very high velocities of fusion reaction
products (107 m/s) suggest that rockets using this debris as propellants
would be characterized by very high specific impulses (exhaust velocity
divided by the gravitational acceleration g). For example, ICF systems
might make possible specific impulses as high as 106 m/s in contrast
to that of chemical fuels with specific impulses of 450 s or less and
fission rockets with 2000 s,

Two schemes have been proposed. The first would use the debris
produced in an ICF microexplosion to collide with a pusher plate, thereby

transferring some of its momentum to the spacecraft;

Fusher Plate

vy

SO

This particular approach is, in effect, a microscopic approach to the

Orion project in which the explosions were originally intended to be

fission or fusion bombs,
A more attractive option would be to implode the pellet in a

magnetic mirror that is reflecting at one end and open at the other,
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The charged particle reaction products would then be directed by the
mirror field out the exhaust of the rocket, This latter approach would
place a premium on fuels such as D-He> or p—B11 that produce primarily
charged fusion products.

Such ICF propulsion systems would be best suited for deep space
missions. For example, LLL has studied a laser fusion system using
a 1 MJ laser pulse to produce a 260 MJ pellet yield which translates
into 120 MJ producing thrust, For a pulse repetition frequency of
500 per second, this system would develop a thrust of 2,2 tons at a
specific impulse of 5.5 x 105 s (an exhaust velocity of 6 x 106 m/s).
For a spacecraft with a 300 ton propulsion system and a 200 ton
deuterium fuel load, a payload of 100 tons can make a round trip to

any point in the solar system in one year,



Laser fusion-powered extraterrestrial spacecraft.
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