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Patient positioning accuracy can be quantified by the three-dimensional (3-D) translations and
rotations required to transform the patient back to the desired position. Results of the current
study show that the translations and rotations could be obtained from two projection images
obtained radiographically on a linear accelerator when spherical radio-opaque markers were
implanted inside or affixed to the surface of a skull phantom. In the study, films used to record
the images were converted into digital gray scale images using a laser film digitizer. The marker
images were located automatically by the computer using image processing techniques. By
combining information from both projections, the 3-D locations of the markers were determined
to submillimeter precision. Pairs of films were also analyzed for the phantom displaced from its
original location by known amounts. The accuracy of the computed translations and rotations
required for realignment of the phantom were found to be better than 1 mm and 0.3°, respec-
tively; comparable to the accuracy of the readout system of the equipment used. The general
methodology could be coupled with an electronic portal imaging device for use in computer

aided or automated correction of patient position in radiotherapy.
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I. INTRODUCTION

Requirements for patient positioning accuracy increase
when treatment fields are more conformal to the target.
This is especially important when three-dimensional (3-D)
noncoplanar fields are employed. Manual correction of pa-
tient setup errors is sometimes necessary, even when im-
mobilization devices and laser alignment systems are used.
The detection of setup errors depends on the visualization
of anatomic landmarks. Corrective action depends on the
3-D perception of the technologist to determine the rota-
tion and translation of the patient necessary for the realign-
ment. Although numerous efforts have been made to quan-
tify setup errors from portal images,'™ straightforward
solutions for patient realignment are not readily obtained
because a portal image is a two-dimensional projection of a
3-D patient.

Methods to determine 3-D anatomy from a small num-
ber of projection images have not been fully developed.
Recently, methods for determining patient setup errors us-
ing radio-opaque markers affixed to the patient, instead of
anatomical landmarks, have been proposed.”® Images of
radio-opaque markers have previously been used to register
image sets,’ but their utility in automated detection of pa-
tient setup error has not been studied. The 3-D spatial
location of the markers (whether spherical or linear) can
be determined from two projections. Patient setup error,
and hence movements required for patient realignment,
can then be quantified by the 3-D spatial translation and
rotation of the markers necessary to bring them back to the
standard location. As the correction is known and can be
completed in one step, numerous trials and errors to bring
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the patient to the desired position can be avoided. This is
especially important when patient position is localized for
every treatment, as the exposure from taking multiple re-
peat images could be significant.

To make daily localization practical in a clinical setting,
the process should be automated so that minimal operator
input is needed. We have developed two algorithms to au-
tomate the process. The first algorithm is a general one,
which locates marker images on a pair of projection films
and computes the 3-D locations of the markers. It is used
to determine the 3-D locations of the markers on the first
fraction of treatment. The second algorithm is a specific
algorithm that locates marker images on a pair of projec-
tion films by comparing them with a reference pair of pro-
jection films, such as the pair obtained on the first fraction.
It is used to determine the 3-D locations of the markers on
subsequent fractions of treatment. As the projection films
on the first fraction and subsequent fractions are very sim-
ilar, even if there are setup differences, information on the
reference films (such as shape, size, contrast, and locations
of marker images) can be exploited to facilitate the auto-
matic detection of marker images.

In this study, images of spherical radio-opaque markers
affixed to a skull phantom are analyzed with computer
algorithms. The effectiveness of using image processing
techniques to automatically locate the marker images is
evaluated. The precision in locating the markers in three
dimensions is determined, and the accuracy of the system
to estimate translations and rotations of the skull phantom,
purposely misaligned from its nominal position, is quanti-
fied.
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Il. METHODS AND MATERIALS
A. Experimental methods

Fourteen tungsten carbide 2.4 mm diam ball bearing
blanks were affixed to a skull phantom. Eight of them were
inside the brain (implanted markers) and six of them were
on the surface (surface markers) of the phantom (Fig. 1).
The implanted markers were placed at the corners of a
parallelepiped. For the surface markers; one was over the
frontal bone, one was at the entrance of the left nostril, two
were at the left and right external auditory meatuses, and
two were at the left and right lateral canthi.

The phantom was affixed to a platform that could be
rolled and tilted. The platform was then placed on the
patient treatment couch of a Varian Clinac 2100 C linear
accelerator (which could be translated and rotated). Thus
the location and orientation of the phantom could be ad-
justed in the six degrees of freedom of a rigid body. The

FI1G. 1. A sample pair of orthogonal films on the skull phantom with 14
markers affixed to it. Air gaps between slices of the phantom show up as
high optical density lines on the films. Two of the marker images overlap
on the lateral film.
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resolution of the vertical and the longitudinal readouts for
couch motion was 1 mm. Lateral motion was measured
with a ruler with millimeter divisions. The resolution of the
readout for rotation angle of the patient treatment couch
was 0.1°. The roll and tilt of the platform were set with a
protractor level, which had divisions of 0.5°.

Orthogonal, anterior—posterior, and lateral localization
films (Kodak T-MAT G films in Kodak localization cas-
settes) were taken (6 MV beam, Clinac 2100 C accelera-
tor) at a reference position by rotating the gantry between
exposures (Fig. 1). Although the projections do not need
to be orthogonal for the computations, acquisition of or-
thogonal projections was found to be more convenient and
reproducible. Subsequently, the phantom was either trans-
lated or rotated by known amounts, and film projections
were taken at the same gantry angles. A total of 27 pairs of
films were taken.

The films were digitized with a scanning laser film dig-
itizer (Lumisys DIS 1000) with a laser beam spot size of
0.21 mm. Each pixel of the film was digitized to 12 bits
with an optical density resolution of 0.001. The pixel spac-
ing in the horizontal and vertical directions was 0.42 mm.
The edges of the radiation field on the film images were
determined as 50% of the maximum optical density. The
coordinate system on the film was taken to be parallel to
the field edges, with the origin at the center of the field.

B. Method of analysis for films at reference position

The method employed to locate marker images on the
film was a simplification of the method used in the detec-
tion of microcalcifications in mammograms.'® There were
four steps in the image processing: gray scale transforma-
tion, linear filtering, gray scale thresholding, and signal
extraction.

Optical density is approximately proportional to dose
when a metal screen cassette is employed. As a result, the
percentage decrease in optical density is equal to the per-
centage decrease in dose behind the marker. For a given
percentage decrease in optical density, the magnitude of
the decrease in optical density (which is defined as con-
trast) is larger in regions of higher optical density on the
film. Logarithmic gray scale transform was performed on
the digitized optical densities in order to keep the contrast
more uniform from region to region; a technique used in
Digital Subtraction Angiography'' (See the Appendix).

As the marker images were more uniform than micro-
calcifications in terms of size, shape, and contrast, a con-
ventional match filter'? (matched to the circular marker
image) was employed instead of the more complicated lin-
ear filter used by Chan ez al.'® Image features with a cir-
cular component were enhanced, and those without such a
component were suppressed.

After linear filtering, skeletal features of the skull phan-
tom were suppressed, so that their gray levels were differ-
ent from that of the marker images. They were then effec-
tively removed by using a gray scale window of one and
gray scale level at the threshold level (gray scale
thresholding'?), so that the processed images have pixels of
either black or white.
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Potential marker images (regions of contiguous white
pixels) were then searched for within the radiation field
and checked for size and eccentricity. Images too large or
too small in area were rejected. The location of a circular
marker image was taken to be the centroid of its boundary.
For a marker image that had a major axis larger than its
minor axis by two pixels or more, two partially overlapping
images were assumed. The locations of the two marker
images were then assumed to be along the major axis of the
composite image and at half the length of the minor axis
from the two ends.

This general marker recognition algorithm was tested
on all the film pairs obtained in the experiment (instead of
just the original reference film pair) to provide more data.
The marker images of the two projections at the reference
position were matched and the 3-D marker locations were
determined according to the two film technique used in
brachytherapy source localization.'

C. Method of analysis for films from subsequent
treatments

The determination of the 3-D location of the markers
consists of two steps: the localization of marker images on
the two projections and the computation of 3-D locations
of markers from the locations of marker images. The algo-
rithm is schematically illustrated in Fig. 2. Three major
aspects of the information available from the reference film
pairs were utilized: (1) the shape and contrast of the
marker images on the reference film pair could be extracted
and used as a template to locate marker images; (2) the
algorithm only needed to search small regions around the
locations of reference film marker images for marker im-
ages on the two projections; (3) the known relative 3-D
positions of the markers can be used as a template to reject
wrong matching of marker images from the two projec-
tions.

1. Localization of marker images on subsequent
film pairs

A template of the marker image was generated from the
reference films. Square 11X 11 pixel arrays were extracted
around each identified marker image. In order to minimize
the effect of the average optical density around the marker
images on the template, two image processing steps were
performed on each of those 11X 11 arrays: (1) a logarith-
mic gray scale transformation was performed; and (2) the
average of the 121 array elements was subtracted from
each array element. The template array was then obtained
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FIG. 2. Schematic diagram for the specific algorithm used in analyzing a
portal image pair (4) with respect to a reference image pair (R). A
template of the marker image was generated from R and regions of in-
terest (ROI’s, shown as rectangles on A) for potential marker images
were delineated in 4 centered around corresponding marker locations in
R. Image pair 4 was processed to give image pair B with potential marker
image locations. Potential marker images were examined, and each ROI
was assigned one potential marker image to form image pair C. Rays
between the x-ray sources and the marker images were then constructed
in 3-D space and potential locations of markers at the closest approach of
the rays from the two projections were determined. The matching of rays
that gave a 3-D structure of marker arrangement most similar to the 3-D
structure of the markers from the reference image pair was taken to be the
correct matching. The translation and rotation of the reference markers to
these markers in 3-D space were then determined.

by taking the average of corresponding elements of this set
of processed arrays.

The locations of potential marker images on subsequent
treatment films were determined. Regions of interest
(ROT’s) of 4.2 cm by 4.2 cm were identified around the
locations of marker images of the reference films. This as-
sumed that the marker images did not move outside a 4.2
cm square from their locations on the reference film.
Within each region, the following procedure was per-
formed to identify potential marker images.

A correlation function'? between the template array and
the region was computed. It was defined as

r(m,n)=
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where T'(i,j) was the template and F(/,j) was a 4.2 cm by
4.2 cm region.

The position of the maximum of the correlation func-
tion was taken as the location of a potential marker image
if the correlation function was larger than 0.5, and the
contrast was at least 0.5 of that of the template. The po-
tential marker image was then removed from the region by
subtracting the template array from the location found.
The procedure of calculating a correlation function was
then repeated until either the maximum of the correlation
function or the contrast relative to that of the template
dropped below 0.5. A set of potential marker image loca-
tions were then determined for each region.

Since the 4.2 cm by 4.2 cm regions might overlap, a
potential marker image in an overlapping area would be
identified as belonging to more than one region. Therefore,
the potential marker image locations were sorted into dis-
tinct locations using an equivalence classes algorithm.!* If
any two potential marker images were at the same location,
they were taken to be the same marker image.

Since the number of potential marker images found can
be more than the number of regions and some potential
marker images may belong to more than one region, a
method is needed to assign a marker image to each region.
We utilized the value of the correlation function of the
potential marker images when they were identified to con-
struct a cost function. If ; was the value of the correlation
function of potential marker image #, the cost function C
was defined to be C=(l—r)+(1—r)+ - +(1-r,),
where 7 is the number of regions. Each region was assigned
only one of the distinct marker images within itself by
minimizing the cost function with an algorithm for the
square assignment problem.13

2. 3-D position of markers

On each of the two projections, » marker images were
located. The problem was to match, for each marker image
on projection 1, the corresponding marker image on pro-
jection 2. This is the same problem as two film brachyther-
apy source localization. For each marker image on the two
projections, we computed the rays joining the x-ray source
and that marker image in 3-D space. For each marker
image on projection 1, we checked the shortest distance
between its ray and the ray of each marker on projection 2.
If the shortest distance was less than 2 mm between the
rays, that marker image on projection 2 was taken as a
candidate for matching the marker image on projection 1.
After this procedure, each marker image on projection 1
had a set of matching marker images on projection 2. It is
unlikely, although possible, that the rays from different
marker images will approach each other within 2 mm, even
if the marker images are projected from different markers.
Therefore, these sets very rarely have more than two ele-
ments and most have only one. By the same token, a
marker image on projection 2 might very occasionally be-
long to more than one of these sets, but very rarely more
than two of the sets. The number of possible permutations
to match marker images on the two projections is then
reduced from !> to 2™, where m<n.
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For each of the permutation of pairings among marker
images (i.e., each match of marker images), we computed
the 3-D locations of the markers, which was taken to be
midway between the closest approach of the rays of
matched marker images. The rotation and translation
needed to bring the set of markers back to the known
positions of the markers of the reference films was calcu-
lated by minimizing the sum of squares of the distances
between corresponding markers of the two sets. The trans-
lation that minimized this sum was the translation of the
centroid of the markers. The rotation about the centroid
that minimized this sum of squares was determined by a
downhill simplex method.!* The combination that gave the
smallest sum of squares after transformation was taken to
be the right match of marker images. The corresponding
transformation defined the translations and rotations
needed to correct for the setup error.

3. Methods of data analysis

The positions of the markers after they were trans-
formed back were also recorded. Due to finite precision in
locating marker images on film and the precision in setting
up the imaging geometry for the exposure of the films, the
computed locations of the markers after the phantom was
computationally transformed back to the reference posi-
tion did not coincide exactly with their expected locations
at the reference position.!” The precision in locating the
markers in 3-D was quantified by the standard deviations
of the coordinates of markers about their expected loca-
tions at the reference position. The average position vector
of a marker from all film pairs after the phantom was
computationally transformed back to the reference posi-
tion was used as a statistical estimate of the expected loca-
tion of that marker.

Surface markers and implanted markers were analyzed
independently. Furthermore, within each of these two
groups, separate standard deviations were calculated for
markers with distinct marker images and those with at
least one overlapping marker image. After the analysis of
localization of markers, the transformations for realign-
ment were computed independently for each group of
markers using markers with distinct marker images only.

Il. RESULTS

Out of the 756 marker images (14 marker images per
film and 27 film pairs), the general marker recognition
algorithm for the reference films located 750 marker im-
ages correctly, although 27 of them were incorrectly inter-
preted as overlapping images. In addition, 37 false marker
images were located by the algorithm. Here 36 of the false
marker images were located at air gaps between slices of
the skull phantom, accounting for the bulk of the false
images. An image artifact on one of the films accounted for
the other false marker image.

The more specific algorithm used for subsequent treat-
ment films correctly located all marker images, including
overlapping images, with no false positives.
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TABLE 1. Standard deviation of marker coordinates from the expected
locations after the phantom was computationally transformed back to the
reference position. The markers were divided into four groups: (a) im-
planted markers with distinct images; (b) surface markers with distinct
images; (c) implanted markers with overlapping images in at least one
projection; (d) surface markers with overlapping images in at least one
projection.

Lateral direction Vertical direction Longitudinal direction

group (mm) (mm) (mm)
a 0.09 0.08 0.08
b 0.11 0.13 0.06
c 0.06 0.16 0.12
d 0.11 0.26 0.08

Standard deviations of marker coordinates after the pur-
posely misaligned phantom was computationally trans-
formed back to the reference position are tabulated in Ta-
ble I. For markers with distinct images, the precision is on
the order of 0.1 mm. Comparing markers with overlapping
images to those with distinct images, the standard devia-
tion increased from 0.13 to 0.26 mm and from 0.08 to 0.16
mm in the vertical direction, for surface and implanted
markers, respectively. This is consistent with the fact that
the overlapping marker images in the lateral projection
were displaced in the vertical direction (Fig. 1).

The computed translations and rotations required for
realignment of the phantom for each misalignment were
compared with the known displacements purposely set for
the phantom, as indicated on the equipment. The maxi-
mum difference for translation is 1.2 mm and that for ro-
tation is 0.38°. The results for implanted markers are
shown in Fig. 3. The root-mean-square (rms) difference
for vertical motion is 0.6 mm, which for longitudinal mo-
tion is 0.7 mm and for lateral motion is 0.4 mm. The rms
difference for couch rotation, tilt, and roll are 0.07°, 0.08°,
and 0.28°, respectively. These differences were comparable
to the accuracies of the equipment used to set the displace-
ments.

Using the estimated precision of the coordinate of indi-
vidual markers, the estimated precision of the computed
translations and rotations required for realignment of the
phantom can also be estimated. As the coordinates of in-
dividual markers could be determined to an estimated pre-
cision of 0.1 mm, the translation of the phantom (which is
quantified by the average translation of the set of markers)
should be determined to a precision at least as good as 0.1
mm. If the markers are spaced more than 25 mm from
their centroid, angles should be determined with a preci-
sion of ~0.004 rad (0.1 mm/25 mm); this is approxi-
mately 0.2°. The results for translations in Fig. 3 indicate
differences much higher than these estimates. As men-
tioned above, these are thought to be mostly due to the
precision with which the displacements could be read out
on the equipment and not due to the methodology em-
ployed. To demonstrate this, we checked the correlation
between the transformations from the implanted markers
and the independently obtained transformations from the
surface markers (Fig. 4). The rms differences for vertical,
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FIG. 3. Accuracy of the method used to determine phantom misalign-
ment. Computed transformations for patient realignment are plotted
against phantom displacements purposely set (as indicated by the equip-
ment). The straight line on the plots indicates perfect accuracy (i.e.,
computed values=set values). (a) Translations using markers implanted
inside the phantom. (b) Rotations using markers implanted inside the
phantom.

longitudinal, and lateral translations were only 0.08, 0.07,
and 0.06 mm, respectively, and rms differences for rota-
tion, tilt, and roll also dropped to 0.1°, 0.07°, and 0.13°,
respectively. Additionally, except for four cases (1.0 cm
vertical translation, 1.5° and 2.0° rotation, and 0.5° roll), all
data points in Fig. 4 were obtained with only four markers
in either the set of implanted markers or the set of surface
markers, because only markers with distinct marker im-
ages were used to obtain the transformations. In all, this
implies that (a) comparable precision can be obtained with
implanted markers and surface markers; (b) the precision
that can be obtained is better than or comparable to the
equipment used to set the displacements; and (c) it is not
necessary to have more than four markers to achieve this
level of precision.

IV. DISCUSSIONS

Resulits of this study demonstrate that the precision and
accuracy of the computed translation and rotation is ade-
quate for clinical applications. In the clinic, radio-opaque
markers made of tissue compatible material can be im-
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FIG. 4. Correlations between displacements computed from markers im-
planted inside the phantom and that from markers on the surface of the
phantom: (a) translations; (b) rotations.

planted inside the patient.'® Ideally, the markers should be
implanted to the organ that we want to assure accurate
positioning, such as tumor, and/or bony anatomy. On the
first treatment, a pair of localization images will be ob-
tained. Each of these images will be taken with a specific
rectangular field covering the markers. If the treatment
fields include at least two fields from nonparallel direc-
tions, and all markers are within the treatment field, local-
ization images of the treatment field can be employed. The
rectangular jaw edges transmitting through the custom
blocks can be used to determine the coordinate system. The
markers will be localized in 3-D space using the general
algorithm. During subsequent treatments, the same pairs
of localization images are obtained. The translation and
rotation needed to reposition the patient are computed us-
ing the specific algorithm. Patient motion between the time
when localization images are taken, and the actual treat-
ment cannot be taken into account by this technique.

In the present study, film was used to acquire the im-
ages. The films were processed manually and they were
loaded into the film digitizer manually. The whole proce-
dure can be fully automated if an electronic portal imaging
device is available.

In the experiment, portal images were employed as the
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reference images to avoid the systematic error between set-
ting up the phantom on the simulator and the linac. Other
candidates for reference images are x-ray film images taken
with a diagnostic x ray (either on a simulator or on a
treatment unit with a diagnostic x-ray tube), and digitally
reconstructed radiograph (DRR) from CT images. Film
images taken with a diagnostic x ray has much higher
contrast and has better resolution. CT images usually have
slice thicknesses between 0.5 to 1.0 cm. The resolution in
the slice thickness direction will be inferior.

As mentioned above, the general algorithm used here
for the reference images was based on a similar algorithm
used for mammography, and we expect it to be equally
applicable to diagnostic x-ray images after adjustment of
parameters. However, we do not expect the general algo-
rithm to be applicable to DRR’s due to its inferior spatial
resolution. For the specific algorithm, the reference images
serves three purposes (1) to generate a template for the
shape, size, and contrast of a marker image; (2) to gener-
ate a template for the location of marker images to deter-
mine RODI’s, and (3) to generate the reference 3-D loca-
tions of markers. Diagnostic x-ray images and DRR’s are
not useful for the first purpose. However, we expect the
template of the marker images to be relatively independent
of patient and generic templates for marker images at dif-
ferent clinical sites can be generated after enough clinical
experience has been accumulated. Since diagnostic x-ray
images have been used extensively for the localization of
radioactive seeds in brachytherapy, they will provide pre-
cise positions for the second and third purpose. DRR’s and
CT will probably be able to achieve the precision in posi-
tion for the second purpose, but they will be marginal in
providing the reference 3-D locations of markers.

In the computations, the markers were assumed to be
attached to a rigid body. In practical situations, the patient
is not rigid, and there may be relative motion among the
markers. When the transformation is not a rigid body
transformation, the method gives a least squares estimate
to the solution (the sum of squares of the distances be-
tween the markers of the corrected setup and the reference
setup is minimized). The minimized sum of squares will
also give an estimate of the deviation from the rigid body
approximation. Clinical tests need to be performed to
check the applicability of the least square solution.

Moreover, the patient is assumed to be stationary be-
tween the two projections. If the patient moves between the
two projections, the minimum distance between the rays
joining the x-ray source locations, and a marker of the two
projections will be increased. The algorithm currently sets
an upper limit of 2 mm on the minimum distance, which is
also the limit that is used in our treatment planning system
for brachytherapy source localization. Clinical tests will be
needed to evaluate the applicability of the 2 mm upper
limit, and also the validity of the stationary patient as-
sumption.

A skull phantom was employed in the study and the
performance of the algorithm has not been tested on im-
ages of other anatomical sites. As the skull is one of the
body parts that has more complicated image features on
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film, it is expected that the algorithm will be comparably
effective on films of other sites. For the general method of
locating marker images, only the false positive from the
image artifact on one of the films is significant, since pa-
tients are not layered with air gaps between slices and
markers can be arranged so that they do not have overlap-
ping images. Clinically, there are patients with surgical
clips and other artifacts such as air cavities and bubbles.
Usually, the contrast of surgical clips is much less than air
gaps that we have seen here. Air bubbles can be very sim-
ilar in shape to our markers. Since air bubbles appear as
dark circles and our markers are white circles, we believe
that air bubbles can be effectively removed by the grey
scale thresholding stage of the algorithm. However, the
effectiveness of the image processing algorithm on clinical
images needs to be studied.

The routines used here were written to test the algo-
rithm and were not optimized for speed. The time required
to process one pair of films using the general algorithm was
about 8 min on a VAX station 3520 without parallel pro-
cessing codes. The specific algorithm needs 1.5 min per
marker on the same computer. A large proportion of the
time was spent on convolution for the general algorithm
and on computing the correlation function for the specific
algorithm. Both were done in the spatial domain instead of
the frequency domain. If Fast Fourier Transform and
faster computers or special hardware for convolution were
used, computation speed is expected to increase by orders
of magnitude.

Clinical treatment machines currently available do not
have patient couches that can be moved in six degrees of
freedom. Conventional couch designs allow translation in
three orthogonal axes and rotation about a vertical axis.
However, the calculated transformation to correct for
setup errors can, in principle, still be implemented with
conventional equipment by adding rotation of the gantry
and collimator to the translations and rotation of the couch
above; thus repositioning the patient at the desired position
relative to the beam. However, the correction for a small
error sometimes involves major motion of the gantry, col-
limator, and table. For example, suppose that a supine
patient is to be treated with an anterior—posterior field and
a lateral field, but the patient is inadvertently set up tilted,
such that the head is slightly too high and the toe is too
low. To correct for this setup error, the lateral field would
simply require a slight rotation of the collimator to account
for the patient tilt. But, to correct the patient position for
treatment of the AP field, both the couch and the collima-
tor would need to be rotated by 90°, after which the gantry
could then be rotated by a small angle from vertical to
account for the patient tilt. In fact, the required angles of
rotation of the collimator and the couch are discontinuous
functions of the error at zero error in tilt. This is clearly a
complicated correction for a small error in setup, and it is
desirable to have a couch that can be moved in six degrees
of freedom to correct for the setup error directly.
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V. CONCLUSIONS

Results of this study show that radio-opaque markers
can be effectively identified by image processing techniques
and setup errors can be determined accurately. Both im-
planted markers and surface markers can provide good
precision, and not more than four markers are needed.
However, the results were obtained with a rigid skull phan-
tom. Further study is necessary to assess the usefulness of
such procedures for nonrigid body motions and other body
sites. A new couch/table top design that directly incorpo-
rates changes in patient position in six degrees of freedom
associated with a rigid body is desirable for use in auto-
mated patient setup correction.

APPENDIX: EFFECT OF GRAY SCALE
TRANSFORMATION ON CONTRAST OF MARKER
IMAGES

The decrease in dose E behind a small low contrast
object such as a marker is

AE~Equr,

where E,, is the dose due to primary x ray, p is the linear
attenuation coefficient and 7 is the thickness of the marker.
Let S be the scatter to primary ratio, AE=Eut/(1+S5).
AE/E will be constant if we assume that the scatter to
primary ratio is constant. Let the optical density D and
exit dose E be related by D= f(E), and let T(D) be the
gray scale transformation applied to D, i.e., D*=T(D).
We may define g, such that D*(E) =g(E). Then the con-
trast AD* can be approximated by

AD*(E)~g'(E)AE=(AE/E)Eg'(E).

If we require A D* to be constant, then Eg’'(E)=const or
g(E)=aIn(E)+b. Substituting 7 for g and D for E, we
have

T(D)=aln[ f~Y(D)] +b.
If D=cE where c is a constant, then f —1(D)=D/c and
T(D)=aln(D)+[b—aln(c)].

Therefore, with logarithmic gray scale transform, A D* is
constant for all markers if the scatter to primary ratio is
constant and the response of the recording medium is lin-
ear. For metal-screen-film systems and most electronic por-
tal imaging systems, linear response is a good approxima-
tion. The scatter to primary ratio .S for megavoltage x-ray
beams is usually less than 0.5 so that (14S) and A D* will
not vary by much more than 50% over the image.
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