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A three-dimensional electron beam dose calculational algorithm implemented for use in a three-
dimensional treatment planning system is described. The 3-D electron beam calculations have
been in use clinically for more than seven years. The algorithm uses a pencil beam model based
on small angle multiple Coulomb scattering theory. Our implementation allows volumetric
CT-based inhomogeneity corrections and provides for irregular field shapes (fields shaped with
cerrobend cutouts) and the use of bolus. As part of NCI-funded work evaluating the state of the
art in electron beam treatment planning, extensive algorithm verification was undertaken and
results of these tests for our implementation are presented.
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INTRODUCTION

The use of electron beams for radiotherapy treatments is a
common treatment modality for those situations where
deep penetration of radiation is not needed or is
undesirable.! In general, because of the limited range of
electrons, treatment planning for electrons has largely been
a matter of defining the appropriate depth of the treatment
volume in order to make a selection of electron beam en-
ergy. Determination of needs for bolus, and defining the
area or shape of the region to be treated are also important
planning issues. In most clinics, most of these treatment
planning activities are accomplished in a manual fashion
(although some clinics use computerized treatment plan-
ning to assist in the selection of the appropriate electron
beam energy).

The accelerators used to produce clinical electron beams
commonly have a selection of electron energies. Broad uni-
form beams of electrons are created with a system of scat-
tering foils and applicators (see, e.g., Refs. 2 and 3), while
some machines use a scanning beam technique.* These
electron fields are further shaped by the addition of trim-
mers, applicators, or blocks placed at the exit port of the
beam or close to the patient. Bolus is sometimes used to
reduce the depth of penetration across the radiation field.
Planning treatments with these beams is complicated by
the effects of electron scatter through inhomogeneous mat-
ter, by the three-dimensional variations in the shape of
target volumes and surrounding anatomy, and by dose
contributions from other radiation beams (electrons and
photons). In order to fully plan for electron beam treat-
ments, therefore, it is necessary to accurately predict radi-
ation dose three dimensionally and to visualize and evalu-
ate the distribution throughout the irradiated volume. This
paper discusses the implementation and verification of a
3-D pencil beam dose calculation algorithm into the 3-D
planning system developed in our department. Discussion
of basic aspects of the planning system relevant to the work
reported here is included in several previously published
articles.”
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The electron beam calculational model reported here is
based on the pencil beam formalism developed by
Hogstrom.!® Our implementation includes a full three-
dimensional integration of pencil beams with the ability to
use irregular shaped fields. This algorithm, along with ini-
tial verification checks, was originally reported in 1985.'! It
has been used for clinical treatment planning in our de-
partment since early 1986. The calculation verification re-
sults presented here are based on the comprehensive elec-
tron beam data set'? measured by the members of the
recently completed NCI-funded contract on high-energy
electron treatment planning (NCI Contract NOI-
67913,67914,67915, Evaluation of High Energy Electron
External Beam Treatment Planning) (the Electron Con-
tract Working Group, or “ECWG”). Although there are
many reports of algorithm verification comparisons with
experimental data for electron calculations,'>!® this data
set contains a more complete set of clinically relevant ex-
periments, as well as more specific data directed toward the
three-dimensional features of the dose distributions than
has been reported in the past. There has been a great deal
of work on 2-D implementations of the pencil beam
formalism,®'%!1"2° and that work in general is not dis-
cussed in great detail here.

In the following Materials and Method section, the cal-
culational model and its implementation are described.
The measurement techniques used for acquisition of the
verification data are summarized briefly, since this work
has been reported in detail elsewhere.'? The results section
presents comparisons between the 3-D calculations and the
measurements. Finally, we present a discussion of the im-
pact of accurate 3-D electron calculations for routine clin-
ical treatment planning.

MATERIALS AND METHODS

The treatment planning system developed at the Uni-
versity of Michigan® has been used for all of the work
described here. The system runs in a VAX/VMS operating
environment on DEC VAX computers, and clinical treat-
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ment planning is currently based on a VAXCluster con-
taining VAX 8820, 8700, and multiple VAXstation
4000/90 workstations. The 3-D treatment planning sys-
tem, including the 3-D pencil beam algorithm discussed
here, has been used for all treatment planning in the de-
partment since early 1986. The pencil beam algorithms
discussed here are two of a number of calculation algo-
rithms supported by the planning system. The complete
three-dimensional anatomical,™® beam,”’ and dose distri-
bution descriptions® which are used throughout the plan-
ning system are available to the electron calculation algo-
rithm. The system contains an extensive set of tools for
entering, modifying, and displaying three-dimensional de-
scriptions of the target volume and surrounding anatomy.®
This information is used for three-dimensional design and
evaluation of external beams’! and brachytherapy22 treat-
ment plans. Volumetric dose calculations, routine use of
beam’s eye views and computer-designed blocks,”?* and
use of dose volume histograms for plan evaluation®* are
included and used for routine clinical treatment
planning.?®

ECWG algorithm verification data

One of the major tasks of the NCI Electron Collabora-
tive Working Group (ECWG) was to determine the dif-
ferences in existing electron calculation algorithms and to
assess the effects of these differences for clinical planning.
A comprehensive set of algorithm verification test cases
was agreed upon by the ECWG, and has been reported
separately.'> This data set was designed to be used for
comparison of the various algorithms in a number of situ-
ations illustrating both standard measurement geometries
and more complicated geometries which are important in
clinical electron treatment planning. Although not de-
signed to cover every possible circumstance, this data set
does address most of the normally used clinical geometries
for electron beam treatment. All test cases are based on
two electron energies (9 and 20 MeV) obtained from the
Varian Clinac 1800 linear accelerators at two different in-
stitutions. Field sizes of 15X 15 cm (routinely used large
field) and 6 X6 cm (small field) were used whenever pos-
sible.

The specific data measured for each test case were de-
termined by the ECWG. The amount of data required was
made as concise as possible while maintaining enough to
perform the necessary comparisons. The following general
guidelines for measurements were used for each test case:
(1) one or more depth dose curves (typically on central
axis, measured with diode detectors in a water phantom);
(2) five or more profiles for each transverse plane (often
both radial and axial transverse planes were obtained, mea-
sured with the diode detector in the water phantom, and at
depths chosen from the shape of the appropriate depth
dose curve); (3) beam’s eye view (BEV) plane (plane
perpendicular to the beam central axis) dose measure-
ments. Film in solid water phantoms was used for mea-
surements in BEV planes, typically at depths of 2 mm and
at the depth of the 90% dose line (Rgy). The list of mea-
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surements required was modified individually for each of
the 28 experimental geometries tested. The tests were di-
vided into several groups:

(1) Basic standard geometry tests at standard and ex-
tended SSDs for two field sizes. These data are typically
used for comparison and fitting of model parameters to fit
the basic open field data from an individual machine. (Ex-
periments 1-8).

(2) Field shaping tests. Using as a basis the 15X 15
applicator, a simple 312 rectangular shaped opening,
and a “house-shaped” opening were studied. In addition,
two special field shaping cases were studied: (a) a cranio-
spinal simulation involving a 5X 30 opening created diag-
onally across the 25X 25 field, and irradiated at 110 SSD,
and (b) a 5-cm diameter opening in the 6 X 6 applicator,
with a 1-cm diameter lens block in the center of the field.
(Experiments 9-14).

(3) Nonperpendicular entrance tests. A beam entering
the phantom at an angle of 30 degrees is used to study
oblique entrance (where pencil beam algorithms often have
some difficulty). A 2-D step phantom (2-cm step) was also
studied. Also, an extended triangular-shaped “nose” phan-
tom was used to investigate the 3-D effects of sharp surface
irregularities. (Experiments 15-20).

(4) Heterogeneous tests. 1-D (slab), 2-D (rectangu-
lar), and 3-D (L-shaped) inhomogeneities made of air and
bone substitute material were measured to characterize the
behavior of the algorithms for the heterogeneity-corrected
situation. (Experiments 21-28).

All data obtained for the algorithm verification dataset
were obtained in one of two ways: (1) diode detectors used
in a water phantom under computer control, and (2) using
localization film in solid water phantoms. Depth dose, pro-
file, and isodose chart data were collected using a diode
detector as described elsewhere.!>? Localization film was
sandwiched in a solid water film cassette and phantom
material, and irradiated with approximately 6 cGy. A
RFA-7 film densitometer system was used to scan all the
films with a 2-mm grid of points, and the appropriate H
and D curve conversions from optical density to dose were
made by the RFA-7. All measured diode and film data
were written to magnetic tape and exchanged among the
working group members. The accuracy of the experimental
measurements has been discussed in detail.'?

We performed further analysis of the data in order to
use it for quantitative comparisons against the calculated
dose distributions. For each experiment, the measured pro-
files, depth doses, and 2-D dose grids were melded into a
self-consistent (as described below) measured dose distri-
bution for that experiment using DOSEDATA,”" a program
which is part of the planning system U-MPlan. Necessary
features of this software included:

(1) Interpolation of a 2-D dose distribution from a se-
ries of profile curves and a depth dose curve. For transverse
planes, the interpolation was performed along divergent
ray lines. The program automatically identifies the orien-
tation of the plane (in which the data were obtained) with
respect to the phantom and beam geometries.

(2) The program automatically identifies the plane of
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measurement for the film measurements. The film data
must be carefully aligned with the beam used for the cal-
culational test, since the film is often not perfectly aligned
with the coordinate system of the beam. Rotation and
translation of the measured doses were used to assure that
the beam description and data are aligned.

(3) Some or all of the data were renormalized in order
to create a self-consistent set of doses from the individual
2-D dose grids. Specifically, the various depth dose, profile,
and 2-D film dosimetry dose distributions were renormal-
ized so that the dose distributions on the multiple orthog-
onal planes for each experiment all were consistent at those
common points or lines where the planes met. The central
transverse plane dose distribution was used as the standard
and, most often, the film data needed some small amounts
of renormalization. Many of the blocked, inhomogeneity,
and irregular surface experiments proved very difficult to
make self-consistent.

(4) The program was then used to determine isodose
lines in the measured dose distributions, and to take these
isodose lines and add them as structures into the anatom-
ical (phantom) distribution of the experiment. This allows
the measured and calculated isodose lines to be overlaid on
treatment planning system displays and hard copy plots.
The measured dose lines (stored as internal structure con-
tours in the anatomical description file) are also used as the
backdrop for dose and dose difference displays, and are
typically shown as dashed lines on most of the figures in
this article.

Comparisons between data and calculations

Comparisons between measured and calculated dose
distributions were performed using the U-MPlan Compos-
ite Plan mode.?"*” With the composite plan program, one
can take the difference between any two dose distributions
(“plans”) for the same case. For example, one can subtract
the measured dose distribution (created in the program
DOSEDATA) from the calculated dose distribution. Differ-
ences in calculation grids and limits are automatically han-
dled by the program. Dose-volume and dose-area histo-
grams can be generated on these dose difference composite
plans if desired, and all the usual planning system dose
evaluation tools can be applied. As is seen in the results
section, we found that the isodose line comparison and
dose difference display (overlaid on the measured isodose
curves for reference) were the only analysis tools which
appeared to be warranted. Although more sophisticated
tools are possible, the limitations in the accuracy of both
(1) the dose calculations and (2) our ability to generate
accurate and self-consistent measured data sets make the
sophisticated new tools unnecessary for the present.

THREE-DIMENSIONAL PENCIL BEAM MODEL

A variety of electron beam models have been developed
over the last several years by various researchers (see re-
views in Refs. 17, 28, and 29); including simple scaling of
measured depth dose data,®® semiempirical broad beam
models,”'32 pencil beam integration models,’“o'33 and
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Monte Carlo calculations.>*** Probably the most com-
monly used and available sophisticated calculational model
has been the pencil beam integration model. This type of
calculation is based on small angle multiple Coulomb scat-
tering theory. The technique generates a broad radiation
field through a summation of individual pencil beams over
the area of the field. With this technique, it is possible to
include the effects of differential absorption and scatter in
inhomogeneous media as well as irregular field shapes in
the dose calculation.

Early implementations of this model'®'®2%3¢ reduced
the problem to a two-dimensional calculational situation in
which the variations in tissue density out of the plane of
calculation are assumed to be the same as that in the plane
of calculation. While this assumption is not unreasonable,
in most cases, the reduction to 2-D calculations has gen-
erally constrained these implementations to a limited set of
calculational plane orientations. This limitation clearly
limits the algorithm’s usefulness in full three-dimensional
dose/volume evaluations. The implementation reported
here provides a fully three-dimensional pencil beam inte-
gration algorithm. The result of the 3-D calculation is a
three-dimensional dose grid from which 2-D cross-
sectional dose distributions can be obtained.

The formalism used here was first published by
Hogstrom in 1981,'" and is summarized with the following
equation:

DOSE(x,y,z) =PHOTO(z) X FOFFAXIS(r,z)
+ ff WGHT (x,y,z) X SCATX(x,z)

X SCAT(y,z)dx dy,

where x is the beam width direction, p is the beam length
direction, z is the direction of central axis, » is the radial
distance from central axis, PHOTO is the central axis pho-
ton depth dose, FOFFAXIS is the off-axis correction to
photon dose, WGHT is the weighting factor, SCATX is
the scatter contributions in x direction, and SCATY is the
scatter contributions in y direction.

The weighting factor is used to normalize the dose to
the measured central axis depth dose and is calculated as

WGHT(X,Y,Z)

=Do(Z.4) X (ssd+Zeﬂ)/(ssd+Z)

XJ‘ SAIR(x—x',y—y',z)dx’ dy’ /SAIRXY (z),

where Do(Z) is the measured central axis electron dose
(at infinite SSD), Z ¢ is the effective depth, SAIRXY is the
air weighting factor for measured Do, SAIR is the in air
weighting factor (integration over collimator aperture).
The model integrates Gaussian-shaped scatter functions
over the cross-sectional area of the field to get the terms
SCATX, SCATY, and SAIR. The spread (or “sigma”) of
the Gaussian is an integral function of the linear angular
scattering power, which is a product of the mass density
and the mass angular scattering power’’ using the mean
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electron energy (at depth). Computerized tomography
(CT) density values are converted to linear stopping
power ratios and to electron linear scattering power ratios.
In order to account for these effects at depth, the calcula-
tions are carried out along fan lines which start at the end
of the electron collimation system and progress to the max-
imum depth of the calculation grid. Accumulated multiple
Coulomb scattering sigmas at depth are generated using a
recursive technique (as described by Hogstrom'®). In our
implementation of the model, the photon contamination
term PHOTO uses measured central axis depth dose data
for the central ray with a radial dependence which falls
linearly to zero at a fixed distance outside of the field
edge.32

This work makes no attempt to address a number of
effects which physically produce changes in the dose
distribution.?® The model does not account for the energy
lost by scattered electrons. The energy loss predictions of
the algorithm are an average based on water equivalent
media, while in reality many of the electrons have taken
different paths through the tissue, thereby losing different
amounts of energy. The most observable result of this dif-
ference is in the beam penumbra where, in general, the
predictable “blooming” or spreading out of the dose due to
scattered electrons is calculated to occur deeper (assuming
more energy) than is observed in the measurements. (Note
that the electron applicators also cause perturbations to
this region.) This deficiency also is expected to affect the
calculational accuracy in lateral discontinuities, for exam-
ple, in sinus regions. Furthermore, the model does not ac-
count for backscattered electrons and only propagates the
electrons in the forward direction. Some of these problems
have been addressed by other authors using an energy re-
definition approach where multiple energy bins have been
used to track energy fluence.’®

Computer program implementation

The 3-D beam calculational code has been written in
FORTRAN and was modeled after the 2-D version of the
code developed at M. D. Anderson Hospital by Kenneth
Hogstrom. Both a 2-D version and the new 3-D version
have been integrated into our clinical treatment planning
system. For both versions, speed improvements have been
made by replacing time consuming interpolation, exponen-
tial, and error function calculations with *“nearest neigh-
bor” array lookups. For example, the error function is pre-
calculated into a 5000 element array using a scaled index
which takes the calculation out to a distance of 10 sigmas.
To obtain an error function value, the argument of the
function is used to compute an index into the precalculated
array of error function values. No linear interpolation is
needed due to the small step size used to initially generate
the array. Typical execution times for the 3-D calculational
model which is reported here are shown in Table I. In
practice, these times have been found to be acceptable for
routine clinical treatment planning. The ability to do quick
and reasonably accurate 2-D calculations for initial plan-
ning, followed by the slower but more accurate 3-D calcu-
lations for full dose volume analysis, appears to be accept-
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TABLE 1. Practical considerations.

Programming in FORTRAN

Runs on a DEC VAX 32-bit supermini under VMS operating system

Calculation speeds for 3-D Calculation, 10X 10 field, 67 X 84X 67 grid
(377,076 points)

Computer CPU Time (min)
VAXstation 4000/90 0.96
VAX 8820 35

Requires large quantities of disk storage for
Original CT scans (0.5 megabytes X 128 maximum)
Reduced density grid (8 megabytes maximum)
Abstracted contour and surface data
Region of interest grid (8 megabytes maximum)
3-D calculation grids (8 megabytes maximum for each beam)

able for most planning. As discussed later in this paper,
there are, however, some situations where specific clinical
problems require 3-D calculations to make even initial
planning estimates.

Table II lists data and parameters which are required as
fixed parameters for the calculational code. These param-
eters are similar to those used by Hogstrom,10 although
some parameters are determined in a different fashion than
that he prescribed. Conceptually, the pencil beam formal-
ism has been used as a parameterization of the physics,
rather than as a description of the actual physical situation.
One difference with the Hogstrom implementation is that
the multiple scattering correction factor FMCS in the
present work is modeled as linearly varying as a function of
depth. The FMCS correction is obtained by linear interpo-
lation between a value at the surface (FMCS) and one at
the practical range (FMCSRP). The typical values of
FMCS are about 1.4, while the FMCSRP values are less,
typically 0.8 to 1.0 (for the beams described here). The
2-D and 3-D versions of the algorithm are based on the
same model and do not require separate parameter sets.

The data requirements for this calculational code are
the same as for our standard 3-D CT-based photon calcu-
lational code. Multiple sets of image data can be used for
anatomical information, including CT, MR, PET, and
SPECT.* For dose calculations, the user must pick a par-
ticular dataset from which the calculational geometry and

TABLE II. Input model parameters. The following data and parameters
are required as fixed parameters for the calculational code.

Parameter Function

Measured central-axis depth dose as a function
of energy and field size
SCD Source to collimator distance

FDD

SIGMA-IN Gaussian spread of pencil in air

FMCS Fermi multiple Coulomb scattering correction
(at surface)

FMCSRP FMCS at depth of Rp

ENERGY Incident electron energy

SIGMA-WAT Gaussian spread of pencil in tissue

Ao/Alambda Collimator edge corrections
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TABLE III. Calculational procedure. The following procedural steps are used in the 3-D calculational code.

Get treatment plan setup
Determine treatment volume limits
For each beam:

—Read in fixed beam data and model parameters.

—Compute fan beam grid size. The grid sizing is adjusted to cover the geometrical limits of the
defined patient geometry. A maximum grid size of 101X 101X 64 is allowed.

—Look up CT values for fan beam grid. The CT value look up uses the reduced density grid which is
pregenerated on a grid interpolated from 128 X 128 X N slices.

—Set up cross-beam block weighting factors. The field or applicator size and beam block definitions
are used to generate a weighting factor grid which, presently, corresponds to the fan beam geometry
grid. (This is undesirable for fan beam grids approaching 0.5 cm as the beam edge definition is

undersampled. )

—Compute dose on fan beam grid. The calculation loops over the cross-beam grid points for
successive depths starting (effectively) at the collimator. At each depth and grid point the in-air
spread function is integrated as well as the multiple Coulomb scatter function.

—Convert to rectilinear volumetric grid. The calculational results for each of the beams is converted
to a rectilinear grid which is fixed relative to a fixed reference system.

—Save dose grid. The saved dose grid for each beam is saved into a separate file.

Sum all the beams (photons and electrons) into the total dose grid and store the 3-D file.
Generate 2-D cut dose grids from 3-D grid. The 3-D grid is used to generate 2-D calculations for the
prespecified cuts. In the dose evaluation procedure, new cuts can be defined and similarly generated from

a summed 3-D grid.

density information is to be derived. A set of serial CT
slices is normally used for 3-D planning, although manual
contour entry with uniform bulk densities can be substi-
tuted. CT density data for each cut are used to generate a
reduced density grid with a maximum grid size of 128
% 128 and a minimum grid spacing of 1 mm. The limits of
the grid are sized to match the external surface limits. For
most cases the grid size is about 3—4 mm. For calculations
based on assigned bulk density values rather than CT data,
for each cut the assigned densities (by structure) are used
to fill a 512512 array. Each structure has an assigned
priority and density (in relative électron density units).
The program fills the array starting with the lowest priority
structures first. In case of overlap of two inhomogeneities,
the user must assign a higher priority to the structure
whose density is to be used for the overlap area.

For each cut of original CT (or bulk) density informa-
tion, a high resolution density grid is generated by first
“cleaning” the density values outside of the patient’s ex-
ternal contour. This is done at the original image resolu-
tion, typically 512X 512. Rather than using the external
skin contour directly, this is accomplished by slicing the
3-D external surface description at the specified CT level.
The density file always matches the number of available
axial CT slices. The high resolution density file is then
reduced to a 128X 128 grid using averaging instead of sin-
gle point sampling. The same density file is used for elec-
tron and photon beam calculations. This data generated for
all slices (or cuts) thus forms a volumetric density descrip-
tion for the region of interest. Linear interpolation is used
to compute density values for points between slices. To
enhance the speed of this lookup (especially when the
slices are not evenly spaced), a 128 element lookup table is
generated; with each real number element defined at fixed
geometrical spacing and specifying a density slice index
(whole number) and an interpolation factor (fraction) be-
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tween that slice and the next. This lookup table is stored
along with the reduced density information in the reduced
density file. This file is name coded uniquely by the case
name and with an extension coded by the dataset name.
This file is defined as a serial set of axial slices. Because of
the data word ordering, access to the data along a specified
ray will be most efficient when the ray is roughly parallel to
a row of the data and least efficient when the ray intersects
a single word in each row. Therefore, a second image file is
generated so that the data rows are oriented in the sagittal
direction. The density look up routine picks the file which
yields the most efficient access time.

The density information in the reduced density file re-
flects a geometrical mapping and does not involve conver-
sion to true electron (or physical) density numbers. This
conversion is done as part of the electron beam calculation.
The data for the conversion to electron density, as well as
other conversion tables for determining electron stopping
and scattering powers, are stored in a conversion file. Sep-
arate tables are included for conversion of CT number to
Houndsfield units (HU), of HU to relative electron
density,*! of HU to linear collision stopping power for elec-
trons in tissue,'® and of HU to the projected angular scat-
tering power. '® Prior to calculations, the conversion tables
are converted to lookup tables to allow nearest-neighbor
lookups for conversion between CT numbers (as stored in
the reduced density file) and the other dependent data
(i.e., four separate tables for HU, reduced electron densi-
ties, electron stopping power, and angular scatter power).

The procedural steps used in the 3-D calculational code
are summarized in Table III. For a given beam, the calcu-
lation begins by computing the fan beam grid sizing. The
fan beam grid is uniformly spaced along the central plane
(z=0) and across the perpendicular cross-beam plane (x
=0). The grid sizing is adjusted for depth to cover the
geometrical limits of the defined patient geometry. The
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cross-beam spacing is calculated to 3 cm beyond the geo-
metrical field edges. A maximum pencil fan beam grid size
of 101 X 101X 64 is allowed. In order to predict the effects
of inhomogeneities, CT values for each grid element are
found by interpolation from the pregenerated reduced
three-dimensional density grid. (The grid volumes for the
two grids are approximately the same so that the need for
extra sampling is eliminated.)

The program allows calculations with density correc-
tions turned off. In this case, the fan beam density. grid is
generated by filling the grid elements inside the external
skin surface with a density of 1.0. This is done by slicing
the external surface on diverging planes and filling the in-
terior. This same technique is used to handle the addition
of bolus, with the exception that the bolus density is not
allowed to override existing density numbers (nonzero).
This allows the bolus volume to be designed with only the
surface closest to the radiation being significant. Use of
bolus internally is, however, allowed to override other den-
sity numbers.

The next step in the procedure is to generate the cross-
beam block weighting factors. The field, applicator size,
and beam block definitions are used to generate a weight-
ing factor grid which corresponds to the fan beam geome-
try grid. The weighting factors are sampled at twice the
cross-beam grid spacing and averaged. The weighting fac-
tors are currently defined to be 1.0 within the open field
definition and 0.0 outside. At present, transmission
through trimmer blocks is not included. Inclusion of trans-
mission effects could be made but will need appropriate
changes in energy and scattering effects. This method of
determining the pencil weights is used for both 2-D and
3-D pencil beam models, so that the only significant dif-
ference between the 2-D and 3-D implementations of the
model is in how three-dimensional inhomogeities are han-
dled by the 2-D or 3-D pencil beam integrations.

With these precalculation steps performed, the calcula-
tion then loops over the cross-beam grid points for succes-
sive depths starting (effectively) at the collimator. At each
depth and grid point, the in-air spread function is inte-
grated as well as the multiple Coulomb scatter function.
Following the calculations, the results computed with the
fan beam geometry are then converted to a rectilinear grid
which is fixed to the patient. This dose grid is saved in
separate files for each beam calculated. The 3-D grids for
all beams calculated are then summed into the total dose
file. Dose readouts can be in the form of individual point
readouts, one-dimensional (1-D) profiles, two-dimensional
(2-D) cross-sectional isodose lines, or 3-D isodose surfaces
(see Ref. 21).

RESULTS

While all 28 experiments mentioned above were ana-
lyzed as part of the NCI contract work, we have selected a
limited number of results, all obtained for the 20-MeV
electron beam, for presentation in this article. This consis-
tency in subject matter will allow the reader to directly
relate the results of the various tests to one another, so that
an overall impression of the accuracy of the algorithm is
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FiG. 1. ECWG experiment 3-1: open field, 20 MeV, 15X 15, 100 SSD.
Solid lines show results from calculations, while the dashed lines are the
isodose lines obtained from the measured data. (a) Transverse central
axis plane. (b) Coronal (BEV) plane at depth=6.1 cm.

formed. All dose calculations were carried out on a 2.5-mm
grid, and the data measured on a grid of 2 mm or less, so
there should be few grid-specific effects,*? except for the
depth dose sensitivity this grid causes, since 2 mm in depth
dose is typically 5% or more on the steep part of the elec-
tron depth dose curve. All isodose plots were normalized
to the measured plan normalization dose points specified in
the measurement protocol.'?

Figure 1 shows the standard 15X 15 cm field at 100-cm
source to surface distance (SSD). Figure 1(a) compares
the 3-D calculation (solid lines) versus the measurements
(dashed lines) on the transverse central axis plane. The
agreement is generally good, with the largest errors near
the 10% isodose line in the penumbral region, where there
is a maximum error of 4% (calculated % dose-measured
% dose). This particular region (where the isodose lines
bow out) is an area in which the doses calculated are sen-
sitive to the lack of correct handling of the change in en-
ergy distribution during multiple scattering, as well as ef-
fects related to the details of the design of the applicators.
Although it is possible to manipulate pencil beam param-
eters so that the agreement for this case is better, that
manipulation is done at the expense of having less good
agreement as the SSD increases. We have opted to choose
parameters so that the agreement at 110 SSD (see Fig. 3)
is not worse than that at 100 SSD. Figure 1(b) shows the
3-D algorithm on a plane perpendicular to the central axis
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FIG. 2. ECWG experiment 4-1: open field, 20 MeV, 6x 6, 100 SSD. Solid
lines show results from calculations, while the dashed lines are the isodose
lines obtained from the measured data on the transverse central
axis plane.

(BEV plane) at a depth of 6.1 cm. Overall, the agreement
is excellent except for the corners of the applicator and for
the outer penumbra region [as seen in Fig. 1(a)]. The
rounded corners in the Varian electron cone aperture are
presently modeled with square corners, explaining the dis-
crepancy in the applicator corners. Further open field re-
sults are shown in Figs. 2 and 3. Figure 2 shows the 20-
MeV 66 field at 100 SSD, on the central transverse
plane, with very good agreement. Any disagreements be-
tween the calculations and measurements of the central
axis depth dose for square fields at the standard SSD are
due to grid effects in the 3-D surface description and den-
sity grids which are used to describe the phantom setup,
since the algorithm in principle should reproduce the input
depth dose curves for these situations. Figure 3 illustrates
the agreement which is achieved with an experiment per-
formed at 110 SSD with the 15X 15 field. The agreement
between calculation and experiment is excellent, even
though the depth dose at 110 SSD for this situation is
different than that at 100 SSD. As described before, the
values of the sigmas and effective source locations have

F1G. 3. ECWG experiment 7-2: open field, 20 MeV, 15X 15, 110 SSD.
Solid lines show results from calculations, while the dashed lines are the
isodose lines obtained from the measured data shown on the transverse
central axis plane.
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FiG. 4. ECWG experiment 12—4: “House block,” 20 MeV, 15X 15 field,
100 SSD. (a) A plot of the shadow of the house-shaped block is shown
on this coronal cut at a depth of 0.2 cm below the surface of the phantom.
(b) The calculation results (solid lines) are plotted versus the isodose
lines extracted from the measured data (dashed lines) on the coronal cut
at depth d=6.1 cm.

been set so that the model more correctly predicts the
change in depth dose as the SSD changes, although all field
size dependent changes are not yet handled. However,
within the current model, this agreement is achieved by
sacrificing some accuracy in the region near the surface of
the patient (see, e.g., Fig. 3). However, this has been
deemed clinically appropriate in our clinical setting.

In order to investigate irregularly shaped fields, a
“house” shaped field was devised to test the algorithm un-
der somewhat extreme situations. Figure 4(a) demon-
strates the block shape used with the 15 15 field, and Fig.
4(b) shows the results of the 3-D algorithm for the coro-
nal cut at 6.1-cm deep. There is excellent agreement be-
tween the calculation and the data.

Figure 5 shows a 15X 15 field entering the phantom at
an angle of 30 degrees to the perpendicular. The central
axis plane illustrates the agreement between 3-D calcula-
tions and the data. The most noticeable effect is the ripple
in the calculation near dmax, which is caused by the slab
method used of propagating the pencil beams through the
phantom. A smaller grid size minimizes these effects, but is
often difficult to accomplish within the constraints of plan-
ning system limitations (our overall calculation grid is lim-
ited to 128X 128X 128). The magnitude of these errors is
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FIG. 5. ECWG experiment 16-7: Open 15X 15 field, 20 MeV beam, with
the beam entering the phantom at an angle of 30 degrees from perpen-
dicular, central axis transverse slice. The calculation results are shown as
solid lines, while the data are shown as dashed lines.

about +2%. The largest discrepancy, however, is at the
distal end of the field, where nearly 10% error in the dose
at depth was found. Note here that the profile measure-
ments (and the resulting measured isodose chart) on
which the comparison is based were limited in this region.

A more extreme test of the algorithm’s ability to deal
with nonperpendicular incidence is an experimental situa-
tion resembling a nose. As shown by the external contour
shape in Fig. 6(a), a sharp simulated nose was placed on
top of a flat water phantom. On the central transverse
plane [Fig. 6(a)], the algorithm shows excellent agreement
between calculations and measurements. The 120% hot
spots on either side of the nose are predicted to within
about 1% accuracy, while the cold spot below the nose is
within 5% (on a very high gradient part of the depth dose
curve). Figure 6(b) shows results for a coronal plane at a
depth of 6.1 cm for the algorithm.

To investigate inhomogeneities, a number of 1-D, 2-D,
and 3-D inhomogeneity experiments were performed. Fig-
ure 7 shows the comparison of the calculations versus the
measured data for a linear 1 cmX4 cm air cavity. This
central axis transverse cut shows the characteristic higher
dose in the shadow of the edges and slightly lower dose
outside of this region. The calculation shows excellent
agreement everywhere, with almost the entire area less
than 2% different from the measured data.

A more complex inhomogeneity test is the use of an
L-shaped bone placed approximately 1-cm deep inside the
phantom. Figure 8(a) shows a coronal cut at a depth of 1.5
cm, through the middle of the bonelike inhomogeneity.
Figure 8(b) shows the dose calculations on a transverse
plane 1 cm from the thick part of the bone, and illustrates
excellent agreement between calculations and data. As
shown by the results for the coronal plane (d=6.1 cm),
the 3-D algorithm predicts with very good accuracy all of
the basic effects shown in the measured data, including the
hot spots off the edges of each section of the bone. Al-
though the calculations disagree with the data by several
percent at this depth, one should remember that a 5%
change in dose at this depth corresponds to a 2-mm change
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(b)

F1G. 6. ECWG experiment 20-9: Nose phantom, 15X 15 field, 20 MeV,
with 100 SSD to flat phantom. (a) Calculations (solid lines) are com-
pared to measured data (dashed lines) for the central transverse cut. (b)
Calculation (solid) versus measured data (dashed lines) for the coronal
plane at depth 6.1 cm.

in depth (the resolution of the calculation grid was only
2.5 mm in these calculations). The hotspot values agree
within 1%. The algorithm does an excellent job of predict-
ing the change in scatter due to the 3-D shape of the in-
homogeneity.
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Fi1G. 7. ECWG experiment 26-13, a linear air éavity with 20 MeV elec-
trons and 15 X 15 field size at 100 SSD. Calculations (solid) are displayed
versus measured data (dashed lines) on the central axis transverse slice.
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FiG. 8. ECWG experiment 28—14:1-shaped bone inhomogeneity, 20 MeV
electrons, 15X 15 field, 100 SSD. (a) Display of bone inhomogeneity in a
coronal cut 1.5 cm below the phantom surface. (b) Calculation (solid)
plotted versus the measured data (dashed lines) on a transverse cut 1 cm
from the thick section of the bone inhomogeneity. (¢) Calculation (solid)
plotted versus the measured data (dashed lines) on a coronal cut at depth
6.1 cm.

DISCUSSION

The 3-D pencil beam algorithm described here performs
very well in many situations, however, it can be signifi-
cantly improved in others. The general agreement between
data and calculation is very good. Most differences are in
very high gradient regions (back side of depth dose, or the
penumbra). These differences can typically be more than
3%, but those dose differences almost always correspond
to distances less than 2 mm. Since the rectilinear calcula-
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tion grid (and pencil beam spacing at the isocentric dis-
tance) were both between 2.5 and 3 mm, nearly all errors
are within the grid spacings which were used. This high-
lights the importance of all of the grid sizes which figure
into the calculations and their comparisons with measure-
ments: these include (1) the rectilinear calculation grid
(typical spacing between 2 and 5 mm), (2) the precision of
the depth calculations (here, same as the grid spacing),
(3) the resolution of the 3-D density grid (here, between 3
and 6 mm, dependent on patient/phantom size), (4) the
size of surface tiles used to describe the 3-D patient surface
(dependent on the spacing between CT slices, and then
number of tiles used per surface), and (5) the pencil beam
spacing (here, typically set to the same size as the rectilin-
ear grid spacing), (6) the resolution of the measurements
for the experiment, and (7) the accuracy with which the
experimental setup (and the data) can be registered with
the calculational experimental setup. Furthermore, the
self-consistency of the data obtained on different cuts for
the same experimental setup is often a larger error than the
differences which have been found between calculations
and data.

Two issues could be improved significantly by some rel-
atively simple changes in the implementation of the algo-
rithm. The first is the large differences in the doses at the
corners of the BEV plots; this is caused by the fact that the
model implementation presented here does not model the
curved corners of the applicator inserts. A more important
problem is that the present implementation does not allow
for applicator-dependent parameters. In order to accu-
rately model the dose from each applicator, applicator-
dependent flatness (pencil beam weight factors), and
applicator-dependent corrections for behavior at the edge
of the field should be added. In a development version of
the planning system, objects called electron applicators
have been defined, so that for each applicator, the aperture
shape, and the other pencil beam parameters, can be de-
fined individually. These features are being tested and will
be reported separately.

While the field flatness parameters are really only im-
portant for large (2020 and 25X25) applicators, the
field edge behavior is always important, particularly for
electron applicator systems which utilize in-scatter from
the applicator to help flatten the dose distribution. Since
these applicator-dependent factors are not included in the
current model, determination of the pencil beam parame-
ters for each electron beam involves making a compromise
between the behavior for the various applicator sizes. In
the results described here, the calculation model parame-
ters have been optimized using the 6 X 6 and 15X 15 appli-
cators for reference. Therefore, the fit of the calculations to
the data for the small field experiments could be improved
at the expense of the larger field behavior, or vice versa.

One more parameterization-dependent factor is appar-
ent here (especially when compared to other pencil beam
model implementations'®). Several of the basic pencil beam
model parameters have been considered as fitting parame-
ters, rather than forcing these parameters to be exactly
derived according to the usual methods (see Ref. 10, for
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example). These include the virtual source distances, and
the Gaussian spreads (sigmas) used in the model. By al-
lowing these parameters to be changed, the SSD depen-
dence of the calculated depth dose was made to agree more
closely with the basic beam data. The tradeoff is that the
behavior of the penumbra of the calculated dose from the
surface to near dmax disagrees more with the data than is
usual for a pencil beam model. Although this behavior
near the surface is not as “pretty” as one might like, a
clinical judgment was made that the SSD behavior was
more important. Obviously, the SSD dependence of the
model should be improved so that the above-described
tradeoff decision is not necessary.

The 3-D electron calculation algorithm has been used
clinically at the University of Michigan since March 1986.
The accuracy of the calculation verification tests which are
reported here, along with earlier work comparing 2-D and
3-D calculation results (not reported here) have confirmed
our opinion that dose calculations for electron beam treat-
ment planning should typically be performed with a 3-D
calculation model, and should be performed throughout
the 3-D volume of interest. This work has pointed out how
important a small calculation grid is; we now use a 3-mm
(or less) calculation grid spacing for electron calculations
unless there is some other compelling reason to use a larger
grid. A 2-D version of this model is sometimes used for
initial plan optimization on several slices, but for clinical
use, the 3-D algorithm is always used for the calculation of
the final dose distribution.

A large number of pencil beam and other electron dose
calculation algorithms have been reported in the literature
over the years (see review in Ref. 15). Except for the
recently reported 3-D pencil beam models of Shiu,*® Yu,*
and Kooey,** however, all of the other work has been gen-
erally two-dimensional in nature. Much of the recent de-
velopment work has been in the area of the pencil beam
redefinition models,*®*® which attempt to improve on some
of the basic algorithmic limitations of the current pencil
beam model. Note that the aim of this present work was
not the creation of an entirely new algorithm, but rather
the practical implementation of a well-known formalism,
without the 2-D approximations which are usually used,
and to implement these complex calculations with enough
efficiency and accuracy that the resulting dose calculations
were fast enough and accurate enough to be used for rou-
tine clinical 3-D treatment planning.

CONCLUSIONS

Electron pencil beam models have been extensively used
for electron beam dose calculations for a number of years.
This paper describes the extension of the 2-D Hogstrom
electron pencil beam model'® to a fully three-dimensional
model. Extensive algorithm verification tests have been
performed, and are reported here. Dosimetric agreement
between calculations and measurements is generally very
good, with nearly all disagreements in location of isodose
lines within the size of the grid size used for the calcula-
tions and/or the measurements. The model reported here
has been used for clinical treatment planning for six years
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in a wide variety of clinical sites. The calculational code
represents a useful tool for exploring the accuracy and
limits of volumetric planning evaluations in clinical prac-
tice. Due to the necessity of using the 3-D calculational
model for clinical cases, optimization of the operation of
the algorithm has been of great importance, so that calcu-
lation times are short enough for routine clinical use.
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