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The convolution/superposition algorithm for computing dose from photon beams in radiation
therapy planning requires knowledge of the energy spectrum. The algorithm can compute the dose
for a polyenergetic beam as the weighted sum of the individual dose contributions from monoen-
ergetic beams. In this study we exploit interface effects apparent in the dose distributions to dis-
criminate among spectra of high energy photon beams. We have studied the sensitivity of the depth
dose distribution to the energy components using a hypothetical beam for various field sizes and
depths in water and water—lung—water media. Six theoretical spectra were simulated. We compared
depth dose data from these spectra using three quantitative measures which are inherently free
of normalization ambiguities: for homogeneous water, the fatigf Do and a logarithmic deriva-

tive in the buildup region Li;i4.,, and for inhomogeneous lung/water, the lung correction factor
(CF). It was found that the ability of both the CF and thel.,, tests to discriminate between

the various theoretical spectra were superior to that oDt D 1o test. This discriminating power

of the CF test decreases with increasing field size due to restored electronic equilibrium. The
CF test, though, has some advantages over thg,kR, test since it is less prone to electron
contamination issues and numerical errors. A practical example with a 15 MV photon beam
illustrates the process. Consequently, we suggest that as part of a beam-commissioning methodol-
ogy, designated electronic disequilibrium test cases be implemented in unambiguously determining
the correct energy spectrum to be used.2@4 American Association of Physicists in Medicine.
[DOI: 10.1118/1.1637731]
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[. INTRODUCTION best yield an approximate solution. Moreover, the Monte
Carlo simulation of the treatment head of a linac to generate
Modern dose calculation algorithms for treatment planningohoton beams is sensitive to the input parameters such as the
attempt to better account for the details of the radiation transyarious machine speciﬁcatioﬁ%‘_23 Hence, one ends up re-
port. One major implementation difference between theying on a trial-and-error approach to find a spectrum that
newer algorithms and the previous semiempirical type of alwill yield the measured dose data.
gorithms is explicit energy dependence. An example of an This process of fitting a spectrum normally uses dose data
algorithm requiring the spectrum of a linac as input is themeasured in homogeneous wateEommonly, works on
convolution/superpositidn® method. It is not a simple task spectral determination, in addition to limiting their process to
to unambiguously identify the energy spectrum producing gnomogeneous water data* show few fits to measured dose
given dose distribution. Even starting with a spectrum ob-data, or even a single comparison to a tissue-maximum-ratio
tained through one of several methods, typically there is fin@r TMR for a single field siz&,for the purpose of their
tuning of the spectrum to match the measured dose °datapresentation. Though very informative about their methodol-
This is because all methods to solve for the spectrumogy, it is not possible to ascertain how appropriate their spec-
whether they are direct or indirect, have limitations. First,trum is in more complicated irradiation situations. But, in
direct measurements are impractical and diffiéoftAlso,  fact we will see in a simulation that for the common situation
the inverse radiation transport problem, whether it is basedf a water-equivalent medium, there are a number of energy
on transmission measuremeRts; transmission with spectra producing essentially the same dose via the
build-up measurements,or linear combination of monoen- convolution/superposition algorithm. The quantitative deter-
ergetic datd®8is ill-conditioned and any approach can at mination of equivalent dose in this case is assessed via the

264 Med. Phys. 31 (2), February 2004 0094-2405 /2004/31(2)/264/13/$22.00 © 2004 Am. Assoc. Phys. Med. 264



265 Charland et al.: Spectral discrimination in photon dose data 265

normalization-independentD,,/D;, test?® Since the Mackie's original convolution algorithrh,allows fine grid
D,o/D g test is not a very good discriminator of spectra, ourdose calculations, and includes various implementation fea-
objective is to introduce new tests for quantitatively distin-tures. The energy deposition kernéEDK) used in this work
guishing energy spectra through the examination of assocare tilted and were Monte Carlo generatethe kernels are
ated depth dose data. density scaled in regions of inhomogeneity during superpo-
We demonstrate that the physics of radiation in an inhosition. In reality, the spectrum varies off-axis. In our study, a
mogeneous medium provides information that can be used tsingle central axis spectrum with only an off-axis softening
enhance spectral discrimination. Using a lung correction faceorrection was used. In some implementations, it is possible
tor (CF)-type test, we are able to quantify our results in in-to have different spectra to improve the fit to measured data
homogeneous media. This test shares normalization indepeaver a large range of field sizes and wedt&sThe electron
dence withD,y/D . The validation of any dose calculation contamination term contained within the UMPIlan version of
algorithm requires a comprehensive set of test c&5#th  the algorithm was turned off for this investigation. “Electron
the use of convolution/superposition as a powerful mathcontamination” throughout the paper refers also to low en-
ematical method for dose calculation, appropriate testingrgy photons present in the main spectrum resulting from
needs to be elaborated and criteria allowed to evolve. Such@ntaminant electrons.
testing effort has been recently presented with the use of a The calculation of the component convolution/
variety of irradiation conditions and the inclusion of inhomo- superposition algorithm for an arbitrary energy spectrum is
geneous media to verify the accuracy of the convolutionfrohibitively expensive in calculation time. Since calcula-
superposition methotl. The inhomogeneous phantoms in tions are always performed via numerical methods on com-
this case were intended as a postvalidation of the algorithrputers, we always deal with a discretized version of the en-
rather than a test for spectrum discrimination. In this studyergy spectrum represented by binned data. In order to obtain
we will propose a methodology for discriminating a spec-good results, one requires a large number of discrete bins to
trum based on the physics of radiation in inhomogeneousaccurately model the energy spectrum and, because the
media. convolution/superposition algorithm is a linear process, the
In addition to theD,q/D,o and CF tests, we will also calculation time increases linearly with the number of bins.
investigate the possibility of using data from the build-up Given current computing power, the time needed to obtain
region of a dose curve in a water homogeneous medium isatisfactory results for the dose distribution is impractical for
order to discriminate spectra producing these doses. In ord@lanning optimizatiorf® In order to improve computational
to access the information contained in the build-up regionperformance of the convolution/superposition algorithm, we
we have devised the Lfyq.,p test which involves a logarith-  have arbitrarily chosen to replace the physical spectrum by a
mic derivative of the depth dose curve. The usefulness oémall number of components. This replacement, which leads
such a test is suggested by the philosophy behind the CF te$ti great economy of calculation, also produces clinically ac-
we can obtain physical information about spectra from theceptable results for dose across a wide range of common
doses they produce following an interface such as water/lunfield sizes. We expect our results to hold for multiple com-
or air/water. The LIq.,p test shares in common with the ponents for a reason which we will expand on in Sec. IV. The
D,o/D4g and CF tests the absence of normalization depenproposed methods are also applicable to the polyenergetic
dence. A practical example for a 15 MV photon beam mak-approximation of the codéAppendix A). A single set of data
ing use of the CF test is included to illustrate the potentialgenerated with the polyenergetic approximation of the code
application of the process. was used for illustration and comparison.

B. Simulation method
[Il. METHODS o . .
Our objective is twofold. First, we would like to demon-

In order to demonstrate the tests for resolving spectragrate that the doses produced by several different sets of
hypothetical dose data have been calculated via thgiscrete spectra in the convolution algorithm are essentially
convolutlon/superpo§|t|on algorithm. The algorithm was fur'degenerate from the point of view of tBe,/D 4 test. Then,
ther used for a practical example. we will demonstrate that the CF and bRy., tests help to
A. Dose calculation algorithm break this degeneracy. We proceed to do this via a simulation

. ) ) . . with six different sets of discrete spectra.
There exist various implementations of the convolution/

superposition algorithm for a polyenergetic spectrum. In thel: T€St spectra

component implementation used in this pa@&ppendix A), The simulation used hypothetical beams generated by
the energy dependence is left explicit as opposed to preavevarying the weights of three fixed energy bins. We have se-
aged. That is, the dose is computed as a fluence-weightddcted: 0.5, 2.0, and 10 MeV as representative energy bins.
sum of monoenergetic beams. This allows appropriate modFhe weights of these energies have alternatively been as-
eling of beam hardening. It also makes iterative spectrunsigned the values 0.1, 0.3, and 0.6, so that six different spec-
fitting easier. The algorithm has been writtenAORTRAN,  tra were generated with the weights normalized to unity.
and implemented inside the in-house UMPlan 3D treatmenBoth homogeneous water and water—lung media served as a
planning system. The algorithm is a modified version ofplatform for the testing. The water-lung media consisted of
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water with 6 cm lung of 0.3 density relative to water inserted Photon Spectrum £ Photon Spectrum £
at a depth of 4 cm. The study was completed for 3~ p\ 77T [ )
x3cmf, 5x5cnf, 10X10cn?, and 20%20 cn? beams Source
with 90 cm source—surface distan¢8SD). Central axis Field ~ [surface Field
depth doses were calculated for each theoretical spectrur | S gged (dswmcEy o f K size A
and phantom. v N\
For a single field size, i.e.,»33 cn?, the simulation was 3 B S —

repeated with the polyenergetic implementation of the Depth
convolution/superposition algorithm. The aforementioned six d
spectra were used as input for both the terma calculationanf /| ... I y
for the fluence—weighted preaveraging of the kernels. To ac ,,/' \ / T N
count for the hardening of the bedhthree kerels were Water
used per beam. The kernels were calculated at depths of Do ' e Dioma
10, and 20 cm in water. CFALE) - Diciero(d, A, f, E)

S Dhomo(d; A,f, E)
2. Dose normalization in water Fic. 1. The lung correction factor or CF is defined as the ratio of the dose in

] ] ] the lung phantom to the dose in the homogeneous water phantom at the
The D,¢/Dq ratios, defined as the ratio of the dose atsame physical depth and for the same irradiation conditions.

depth of 20 cm to the dose at 10 cm, have been calculated for

the water depth doses of each of the theoretical spectra. The

D,0/D10™ ratio is an alternative to the TRRTPRy*’ ratio. 3. Dose normalization in inhomogeneous media

The D,o/D4qg ratio was one of the parameters used by

Lydor?* for the commissioning of a commercial convolution

algorithm, and we will simply refer to it as tHe,,/D, test.
The depth dose curves in water have also been normaliz

to their area under the cury®&A). The depth dose curves

were imported into the computational packageTh-

Due to the nature of the CF test, we will not require any
explicit normalization of the doses produced in inhomoge-
dypous media. The lung correction factors CF have been cal-
culated from the depth doses of each given specttG
test). The CF as calculated for a given spectrum is defined as

EMATICA (Wolfram Research Inc., Champaign)liAn inter- the ratio of the dose in the inhomogeneous lung phantom to

polation function was generated for each of these curves. Th € dose in the homogeneous water phantom at the same

tail of the depth dose for depths beyond 30 cm was fit to arﬂ;hys\i/cal deptg anr? fqr(jthe sa(ljme irradfiart]ionccl::onditi(;!ﬁ@.
exponential of the formA* exp(-B*depth). Such a fitting ). We consider the independence of the test from any

function is believed to be a good choice representative of thgormalization prescription to be a strength which protects the

real physical situation. Depth doses can be fitted to a sum C}FSt _from the in_troduction of any unintended bias and simpli-

exponentials, one of which is expected to be dominant aPes its f:a_lcglatmn_qs well. One notable fea_lture_z of the C.F test

greater depths. To do the exponential fit, data from 26 to 4és_that |_t is insensitive tq electron _contamlnatlon. Details of

cm depth were used. An overlap of the fit with the data gavérrhls claim can be found in Appendix B.

us confidence in the fit beyond 30 cm depth. The depth dose

curves extrapolat'ed' t_o infinity With an ex.pon.ential tail were 4. Spectral resolution

integrated up to infinity. With this normalization, the obser-

vation of the dose in the build-up regidnp to the maximum In order to determine the ability of each of the tests to

dose)will be referred to as the build-up test, Nfq.,p- uniquely identify a spectrum, we need to introduce a mea-
In addition, a different approach was used to examine théure of “distance” between spectra for each test. In this man-

depth doses in water that allowed us to look more closely afer, each test reduces the comparison of two depth doses

the build-up region. We have taken the logarithmic derivativegenerated by distinct spectra to a single number. From these

with respect to depthx) of the depth doses in waté(x). data we will be in a position to judge the relative resolving

We will refer to the result as the quantity bRq., as fol-  ability of the different tests.
lows: The result of aD,y/Dq test is a single value, and the

separatiorSy,p10 between test data from spectrunand j

dinD(x) D’(x) is given by the following:
LDbuiId-upZ dx = D(x) (1) ~ D20/D10(i)_D20/D10(]-)‘

Sp0/04 1) = D2o/D1o(i) +D2o/D1g(j)|

Clearly, if D(x) is rescaled by a constant, it would be of no For the build-up test LR,q.,p. the separation between two
consequence to the logarithmic derivative. Consequentlyspectra was found by considering points between the surface
normalization has no effect on this test. The calculationsand the maximum dos@etween 0.75 and 2 cm). From these
were also executed within theATHEMATICA software from  points we chose the separatiB to be the maximum value
the depth dose data treated as an interpolated function.  as follows:

X200%. (2)
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peated at the end to estimate any possible drift in output of
x200%. (3)  the linac or chamber sensitivity. These differences were less
than 1%.

LD;(x)—LDj(x)
LDi(X) + LDJ(X)

Similarly, the full region within the lung was considered to

Sip(iy])=Max,

determine the resolution of the CF test 2. Spectrum fitting procedure
LM CR(x)—CF(x) 200% 4 The physical 15 MV spectrum data have been modeled
Scr(is]) =Max, CF.(x) + CF(x) X 0: 4 for the convolution/superposition algorithm using the criteria

of the CF values for a 8 3 cn? field. Two energy bins were
selected as a basis for the modeled convolution spectrum.
The experimental lung correction factor GF-had to be
fhatched to the modeled one, e

w; - D9+ w,. D49
Wl . D\ivater_‘_ W2 . D\évater'

An example of the application of the spectrum fitling The weights of the spectral components of endEgyandE,
methodology suggested in this paper is included. The inten, represented by, andw,, respectively. The dose in the
is to define a spectrum for the convolution/superposition a'1ung inhomogeneous phantom is Iabeled]i‘é‘g for an en-
gorithm which will reproduce the data from a 15 MV photon ergy componenit andD"*®'is the corresponding dose in the
beam from a Varian Clinac 21-ERvarian Associates, Palo omogeneous water. The numerator and denominator of the

Alto, CA). Measurements included depth doses in homogeprevious equation are divided by, and the ratio of the
neous water and inhomogeneous lung phantoms for ﬁe'%eightwllwz is set ton

sizes defined at 100 cm from the source ranging from 3

X3 cn? up to 20520 cn. \-D}"+ D5
CFmod:Wr- (6)

For the build-up test normalized with respect to total dose
we analogously defin&y, .

The robustness of two tests was compared by taking th
ratio of the relevant separatioss

CFnod=

5)

C. Experimental method

1. Measurements of beam data

The phantoms used for this investigation included homo+or the fitting procedure we used a constrained least-squares
geneous solid water slabs of density 1.015 g/¢@ammex  Minimization algorithm from theMATHEMATICA software.
RMI, Middleton WI) and inhomogeneous water—lung Our objective is to find\, constrained to be positive such
equivalent slab phantoms. The total phantom size was &hat the difference between g and CF,qis minimized
least 30 cm §quar@anging up to 4Q>40 cm for some slabs) Minx|CFexp(X)—CFmo((X)|, A>0. (7)
by 30 cm thick. For the full slab inhomogeneous phantom,
the phantom material from depths of 4 to 10 cm was replacedhe energy components; andE, are chosen by trial and
with a 6 cm thick lung-equivalent full slab phantom of den- €rror. While we have no definite method for choosthgand
sity 0.300 g/cA (Gammex RMI, Middleton W) These E2, the observation of the CF curves for a number of differ-
measurements allowed the calculation of the lung correctio@nt energies offers some intuition in the selection of the com-
factors CF. The Scanditronix—Wellfes water phantom sys- Ponents. One of the components is chosen from the “low”
tem (Scanditronix—Wellfiter, Uppsala, Swedenyas also €nergy regimen for which little to no dose reduction is ob-
used for the ionization measurements of depth doses in h&erved inside the lung and a higher energy component for
mogeneous water. The IC-1@Wellhofer Dosimetrie, Ger- which the dose drops considerably inside the lung slab due to
many) ionization chamber with an outer and inner diameterelectronic disequilibrium. Equatior{§)—(7) can be general-
of 6.8 and 6.0 mm, respectivelyvall thickness of 0.4 mm ized to include more energy components.
and effective density of 1.76 g/én was used. This corre-
sponds to a wall of 70 mg/ctrfor the IC-10, which is com- lll. RESULTS
pe_lrable to the Farmer-type chamber (65 mdicmsed by A. Simulation
Rice et al*! The charge was collected with a PRM model
SH-1 (Precision Radiation Measurements, Tennesséac-
trometer operated at 300 volts. The IC-10 was inserted into Figure 2 shows an example of simulated depth doses in
the phantom along the central axis of the beam at depthwater for each of the theoretical spectra for:a3cn? field.
ranging from 1 to 20 cm in solid water in order to generateThe normalizations of these curves at this point are left arbi-
depth doses. The chamber was aligned with the field crosgrary. We have included units but the magnitude is arbitrary.
hair lines. The effective point of measurem@mtf the cham-  In spite of this ambiguity, we are still able to extract useful
ber was taken into consideration for the depth positioningnformation. For example, we can calculate ig/D 4, val-
(upstream by 1.8 mm). All measurements were carried outies and depths of maximum dos#,,,. for these depth
with a fixed source—surface distan@SD) of 90 cm. The doses. The values are presented in Table I. As can be seen in
uncertainties for the 1C-10 chamber, based on the reproduchis table, theD,y/D o values are clustered pairwise when
ibility of readings repeated up to three times, were less thaithe high-energy compone(it0 MeV) of the two spectra are
1%. The measurement sessions lasted a few hours. Someweighed the same. Jeraj and his coautffoatso observed
the readings taken at the beginning of the session were ré¢hat depth doses in water were similar when the high-energy

1. Identifying spectra in water
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Fic. 2. Depth dose comparison in homogeneous water between differerfic. 3. Depth dose comparison in homogeneous water between the compo-

spectra for a field size of 83 cn?. Depth dose curves are not normalized. nent method and the polyenergetic approximation of the convolution/

The component method of the convolution algorithm is employed. Thesuperposition code. The depth doses for the same six different spectra as in

weights of the 0.5, 2, and 10 MeV energy hins, respectively, appear in theig. 1 for a field size of X3 cn? are illustrated. Depth dose curves for the

legend. polyenergetic approximation have their normalization forced to the same
dose at depth of 10 cm as in the depth dose curves of the corresponding
spectra in the component version of the algorithm.

part of a spectrum was similar. Figure 3 shows the depthhe tail of the depth dose curves fits an exponential form. The
doses in the polyenergetic approximation compared to theonstant value corresponds then to the attenuation coeffi-
corresponding ones generated with the component implezient.
mentation for the same spectra anck 3cn? field. The In Fig. 5 the depth doses from Fig. 2 have been normal-
depth doses in the polyenergetic approximation are normaized with respect to their respective areas under the curve—
ized so that the dose at depth of 10 cm is the same as in thae total doses. We would like to draw attention to several
depth dose of the corresponding spectra in the componeféatures in this figure. The intersections of different curves
method. The polyenergetic approximation yields depth doseccur at various depths beyond 10 cm. In addition, all curves
curves that differ from the ones from the component methodire well distinguishable from one another around the maxi-
in both absolute and relative dose terms, i.e., more than 10%um doses with the now-familiar pairwise clustering.
difference for some spectra. o o )

Similarly, the LDyyjq.up test can be done in water using the 2. /dentifying spectra in inhomogeneous media
data from Fig. 2 but requires more analysis, including the Figure 6 shows depth doses in the lung inhomogeneous
calculation of numerical derivatives. The results of this tespphantom for each of the theoretical spectrum for a 3
are shown in Fig. 4. Evident in this figure is the noise assox 3 cnt field. Normalizations are arbitrary but are the same
ciated with the numerical analysis. Even with the noise, sevas those for respective spectra in waterg. 2). Cursory
eral important features are clearly evident. First, a dispersionbservation of the plots reveals a dose reduction inside the
of the curves is observed below a depth of about 2 cm. Aung slab which is located between 4 and 10 cm depths.
closer look shows that the curves are clustered pairwise as We will use the ratio of respective dose curves from Fig.
noted before in theD,y/D o values, but still distinct. At 6 and Fig. 2 in order to produce the lung correction factors
depths beyond the build-up, all the curves appear indistin€F (Fig. 7). In this way we created a normalization-free mea-
guishable and approach a constant negative value. Recall thadire of beam quality. In the proximal area to the lung slab,

TaBLE |. D,q/D4 values and depths of maximum dose for each of the six spectra for all field sizes. The first
column contains the weights for the following energy components: 0.5, 2, and 10 MeV, respectively.

3x3cn? 5x5 cn? 10X10 cn? 20%20 cnf
dmax dmax dmax dmax
Spectrum Dyy/Diy  (€m)  Dyy/Dyy (€M) Dyy/Dyy (€M) Dyy/Dyy (€M)

0.1,0.3,0.6 0.672 3.3 0.662 3.7 0.666 3.7 0.690 3.7
0.3,0.1,0.6 0.678 35 0.667 3.7 0.670 3.7 0.692 3.9
0.1,0.6, 0.3 0.634 2.9 0.630 35 0.636 3.7 0.665 35
0.6, 0.1, 0.3 0.654 3.1 0.645 3.7 0.647 3.7 0.668 3.7
0.3,0.6,0.1 0.576 2.2 0.579 2.7 0.587 2.9 0.622 3.1
0.6,0.3,0.1 0.582 2.3 0.582 2.9 0.586 3.1 0.614 3.3

O wWNBRE
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Depth (cm) 0
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Fic. 4. Comparison of LR for the different spectra for a field size of
p I;)luld-up p Depth (cm)

3x3cnf. The component method of the convolution algorithm is em-
Eloyedd Thhe (;ogarzltr;]mm denvgtlve 1S shown_ ufr|) to a depth of 5 cm SINCer;_ 6. Depth dose comparison in inhomogeneous water/lung phantom be-
eyond this depth the curves in water remain flat. tween different spectra for a field size ok® cn?. Depth dose curves are
not normalized. The component method of the convolution algorithm is
employed. The weights of the 0.5, 2, and 10 MeV energy bins, respectively,
the CF values are all near unity since no effect is expecte@PPea In the legend.
from the distant lung slab. Therefore, the dose should be the

Sr?mle as ir|1 homogeneloui Wfater:. The CF value drops inside 1o cF cyrves for the polyenergetic approximation of the
the lung slab due to lack of photon scatter and increaseg,,,q|,tion/superposition algorithm have been generated for

the lack of attenuation of the primary beam inside the Iun_ olyenergetic approximation does not yield, however, the
slab. The SZF values also appear constant on the distal si me CF curves as for the component method. This is not
well deep in the phantom. That s, the depth dose at depthgrising when one considers that even in water the depth
beyond a lung slab in an inhomogeneous phantom is h'gh‘:ﬁoses did not match perfectiig. 3).
and parallel to the corresponding homogeneous case.

All the CF curves are indistinguishable at shallow depths, ) .
prior to the lung slab. Beyond the lung slab, the CF curvesg' Comparison of test-resolving power
are clustered pairwise and barely distinguishable from one Given two dose curves associated with two different spec-
another. Within the lung region, dispersion among all the CRra (i,j), we have different tests that give measures of the
curves is achieved. separatiorS(i,j) of these two curves. Each test will provide

a different value for the separation. Tests that yield a greater

0.05 - ——(0.1,03,08)

——(0.3,0.1,06) "
- ----(0.1,06,03)

% (06,01,03)

—(03,06,01)
0.03 (0.6,03,0.1)

Relative Dose

o

o

I
L

0 T T T T T d
0 5 10 15 20 25 30 0.6 T T T T T |
Depth (cm) 0 5 10 15 20 25 30
Depth (cm)

Fic. 5. Depth dose comparison in homogeneous water between different

spectra for a field size of 83 cn?. Depth dose curves are normalized to Fic. 7. The lung correction factors or CF curves for the six different spectra
their area under the curve. The component method of the convolution algcare shown for a field size of 83 cn?. The component method of the
rithm is employed. The weights of the 0.5, 2, and 10 MeV energy bins,convolution algorithm is employed. The weights of the 0.5, 2, and 10 MeV
respectively, appear in the legend. energy bins, respectively, appear in the legend.
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13 superior to theéD,5/D 4o test. However, the magnitude of this

superiority differs.

1,2

1.1 B. Experimental data

1. Practical example

CF

0.9 1 —POLY

—COMP

A fit between the convolution/superposition and the mea-
surements was obtained by means of the CF test. Figure 9
shows the agreement between the calculation with the two-
bin 15 MV spectrum and the measurements forxa3n?
field CF experiment. The input spectrum for the convolution
code used the 2 and 10 MeV energy bins weighed to 0.733
and 0.267, respectively. Figure 10 shows the depth doses in
water for all four field sizes (3cn?, 5X5cn?, 10
X 10 cnf, and 2020 cnt). At this point, the spectrum be-
ing selected, one can choose as we did to normalize the data
at a depth of 10 cm. The agreement between calculated and

0,8

0,7 1 (0.3,0.1,0.6)

0,6

0 5 10 15 20 25 30
Depth (cm)

—POLY (06,03,0.1)

—— COMP

——

—_— —(03,01,06)

7 8 9 10
Depth (cm)

experimental data is within 2% for all curves beyond the
normalization point. Recall that the convolution calculations
are seen without electron contamination added. The differ-
ence between the experimental data, which naturally include
such contamination, and the calculated depth doses yields the
largest discrepancy near the build-up region. The measured
dose within the first centimeter depth contains larger uncer-
tainties and potentially accounts for the differences. More
precise measurements of the build-up region would require
extrapolation chamber measurements and is part of work in

Fic. 8. The lung correction factors or CF curves for the six different spectraprogress. The behavior of the electron contamination be-

are shown for a field size of 83 cn?. The polyenergetic method of the yond the first centimeter for field sizesx% sz, 10
convolution algorithm is compared to the component implementdsame

curves from Fig. & In (b), a closer look at the curves inside the lung slab is
provided.

X 10 cnf, and 2020 cnt is otherwise somewhat similar to
descriptions made for the same field sizes but different ener-
gies by other authord!’ This difference between the experi-
mental data and the calculated data can in principle be fit
with as many parameters as needdd. our case, a third-

separation will be regarded as being superior with greateprder polynomial would do the descending part of this
resolving capability. This advantage might be compromisedduild-up correction. Note that this has, however, no physical
depending on the geometry/irradiation conditigas., field
size). In this section the relative strengths of the tests arelectron contamination of physical data to some function.
compared.

Table Il displays the ratios of the various separations3x 3 cn? and 10x10 cnf fields are shown in Fig. 11. The
S(i,j) for the CF test relative to thB,,/D 44 test for all field
sizes. The ratios for the smallest fieldx3 cn?, are all
greater than unity. The improvement for this field is at least aegion which worsens for the larger field.
factor of 1.5. This advantage of the CF test overhg/D g
test is diminished as the field size is increased. This is extV. DISCUSSION

pected since the perturbation caused by a lung slab in a Watil’
phantom is diminished for larger fields as the electron dis-"

equilibrium is reduced.

In Table I, the ratios of the different separatio8§,j)

for the LDyig.up test relative to théd,,/D ., test are shown
for all field sizes. The advantage of the L., test over
theD,o/D g test is dominant for all field sizes with the ratios say that these tests are sensitive to the low-energy compo-
often near 10.

The last comparison is for the Ndyq.,p test relative to the  mostly sensitive to the higher energy components. These ob-
D,o/D g test. The ratios of th&(i,j) are displayed in Table servations are expected. It has been pointed out that the beam
IV. Similar conclusion can be drawn as for the §f.up
(Table 11l). That is, the two buildup tests Nfyg.,, and
LDypuiig-up With different handling of normalization are each findings of the lower resolving ability of th®,,/D 4, test.
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meaning. Further work is required to do a proper mapping of
The depth doses in inhomogeneous lung/water phantom for

agreement between the calculation and the measured data is
generally good, within 2%, except again for the build-up

Simulation

Both CF and LIjig-,p Were superior to th®,,/D 4, test.
A detailed look at Tables Il and Il shows that when the
lowest energy of a pair of spectra was weighted very differ-
ently, the advantage of these tests was even greater. That is to

nents of the spectrum, while thH2,,/D, test(Table I) was

quality index TPR,/TPR,g might be insensitive to spectral
changes in the range of 15 to 25 M%%n agreement with our
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Tagte Il. Ratios of separations from CF andDy/Dy tests, are edge effects which need to be carefully taken into
Scrll,1)/Spzond.1)- account—namely electron contamination. We have not ad-
3% 3 et 1 5 3 4 5 6 dressed this issue at all in this paper. As well, our calcula-

tions of the LQyiq.up test depended heavily on the accuracy

; 33 2253 115 21'3 11'98 of our interpolation of the discrete dose data and the compu-
3 ’ 31 17 14 tation of derivatives of these interpolated functions. Each of
4 21 1.9 these numerical processes introduces noise into the compu-
5 4.6 tation which needs to be acknowledged. While such noise
6 has not had a large effect on our results, minimizing these
5% 5 cnf 1 2 3 4 5 6 technical problems will lead to greater efficacy of the
LDpuig-up test. Because of these issues, we believe that the
1 2.7 1.9 1.1 1.6 1.4 : S
5 20 14 16 15 CF test may well be the superior test for discriminating spec-
3 2.7 1.4 11 tra in small fields.
4 17 15 The CF test depends on interface effects in an obvious
5 5.5 way. The CF test does not work so well for large fields due to
6 the fact that electronic equilibrium is re-established. In fact,
10x10 cn? 1 2 3 4 5 6 it was inferior to theD,y/D g test for the two largest fields
considered. The electron contamination can be neglected in
1 0.5 0.4 0.5 0.4 0.4

04 04 04 04 the build-up region of small fields, which makes the CF test

§, 0.6 0.4 0.3 even more attractive. Blocht al® have exploited measure-

4 0.4 0.4 ments in the build-up region of small fields exempt of elec-
5 2.8 tron contamination, complementary to transmission measure-
6 ments, to determine the high-energy components of a

2020 cnf 1 2 3 4 5 6 spectrum.

1 02 o1 o1 o1 o1 The CE test appears to aIS(_) give usef_ul |n_format|on for
5 01 01 01 01 spectra in the polyenergetic approximation of the
3 0.6 0.1 0.1 convolution/superposition code. Despite the fact that the
4 0.1 0.1 polyenergetic approximation occasionally leads to “similar”

2 0.4 depth doses in water to the ones generated with the compo-

nent method, it is not sufficient to guarantee further close-
ness of the two methods. The CF ratios for a given spectrum
were even further apart for the two methods. A full compari-
The determination of high-energy components is difficultson of the two implementations is, however, beyond the
since the mass attenuation coefficient is slowly varying withscope of this paper. It can, however, be said that other than
energy™ The rapid falloff with depth of the low energies will the lengthier process, the component method can be thought
certainly influence the build-up region but is less likely for of as advantageous for simplifying spectrum fitting. In the
depths of 20 even 10 cm. The high energies were not expolyenergetic implementation, iterative methods to fit the
pected to influence the CF test so much since the attenuatiatata are often used to adjust the weights for the terma. The
of high energies beam by a lung slab is less remarkable. Kernel, however, is not necessarily adjusted to the same
similar experiment, for which the results are not shown, wasveighting. This mismatch has no physical meaning. Further
repeated in which we used the ratios of dose at depths of ddvantage of the component method is that the convolution/
and 10 cm in water,,/D, test). These depths correspond superposition can be better understood and ameliorated by
to the lung emplacement in the CF test. Only to say, theotentially studying individually the behavior of each energy
D,o/D, test and théD /D, test had the same discriminat- against Monte Carlo simulations.
ing power with ratios of separation of the two tests neighbor-  The NA, 4., test, while superior to th®,,/D 4, test for
ing unity. all field sizes, suffers from ambiguities due to the fact that it
The density scalintf for accounting for density changes depends explicitly on a choice of normalization. In our study
is known to have some limitations for low densifitend  we have normalized each depth dose curve according to the
does not apply to high-Zmaterial. Superposition models area under that particular curve. As this area has the interpre-
have been known to overestimate dose in layer beyond tation of total dose, we have normalized the depth dose from
high-to-low density interface and underestimate dose followa given spectrum according to its total energy content. We
ing a low-to-high interfacé>>¢ Attempts have been made to have chosen the particular normalization as we expect it to
incorporate electron transpdfrt® and more specifically in  be directly related to the total energy deposited in the media
the context of the convolution algorithtA3® This implies  and is hence an externally controllable parameter which can
that it is not clear whether the discrepancies observed weree fixed without reference to the details of the target media.
due to an inappropriate spectrum or to the scaling theoremRemarkably, fixing the constant total dose does not appear to
The LDy iq-up test relies on interface effects. The interfaceguarantee the conservation of deposited energy on the central
here is the leading edge of the media. Due to this fact, theraxis. The area under the depth dose curve in water does not
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TasLe lll.  Ratios of separations Ligu t0 D2o/Dyo tests, ficial amplification of doses in either the build-up region or
Sto(i,1)/ Spaondi-)- at depth.
3% 3 cn? 1 5 3 4 5 6 As there are ambiguities associated with the choice of
normalization, we propose a procedure for avoiding the pos-
; 101 ;3'53 76'8 88'69 7753 sibilities of biasing analyses. In this paper we have presented
3 ' 116 9.9 79 a number of normalization-independent tests in order to mea-
4 9.5 8.6 sure depth dose curves. These tests and other normalization-
5 40.0 independent tests have the capability to supply all informa-
6 tion regarding energy spectra which is relevant to the
5%5 cn? 1 2 3 4 5 6 calculation of depth doses via the convolution/superposition
component algorithm. This is due to the fundamental fact
; 105 :f 65'61 ;’f 87'55 that the algorithm is linear and all results produced by it are
3 ' 13.4 106 74 equivalent up to normalization. Consequently, we can calcu-
4 10.8 8.9 late doses or energy spectra without regard to overall nor-
5 57.6 malization and only worry about fixing a definite normaliza-
6 tion as a final step of the calculation, since it is practical to
10%10 cn? 1 2 3 4 5 6 do so for calibration purposes.
1 12.7 9.2 4.4 9.5 7.4
2 9.4 5.7 9.4 7.6 _
3 180 105 6.8 B. Practical example
g 114 3%)60 We have shown the results of our fit to actual 15 MV
6 ' physical data to illustrate the potential for the spectrum dis-
crimination methodology proposed. In our selection of en-
20x20en? 1 2 8 4 5 6 ergy bins and weights, we required that the small field CF
1 25.2 10.7 3.8 11.2 8.0 calculated data, exempt from electron contamination, agreed
2 11.8 5.3 11.6 8.3 with the corresponding measured data. We obtained a spec-
3 598 125 108  tyym that would fit both water and inhomogeneous lung
g 153 25;"3 depth doses for the small field. As the field size increase,
6 electron contamination is expected and a correction for this

effect must be added. In principle, there should also be an
account for the spectral change away from the central axis.
All these behaviors must be properly modeled and accounted
for in the convolution/superposition algorithm, but they are

: Y¥ot perfectly modeled for the work described in this paper. A
yvater/lung depth do§e Whe"? a beam with the same S_peCtrL;Tore suitable approach for improving the code is to follow a
is used in each medium. Th.|s means that a same unit qu>§. ethodology which limits the amount of arbitrariness and
one spectrum dogs .not provide tche same total do;e depos't'(ﬂrfconsistency, e.g., arbitrary normalization of depth doses
on the central axis in vyatgr asin Waterllur]g media. patched with electron contaminatfband kernel inconsistent

Unfortunately, the criteria of nonambiguity are not met for_with the spectrum of the terma. Thex® cn?. field experi-

some popular choices of normalization. This can be seen 'thental data mean measurements in conditions where lateral

the following thought experiment involving a °°mm°“'Y electronic equilibrium might not be existent. The issue of

u3ﬁd ntl)rmahtzelltupn bt stl_tuatt|or]1c Wh'cg IS not chm; accurate measurement interpretation in those circumstances
cally relevant. It is common practice to force beam normaly i ot be addressed here.

lzation at a.certaln depth,.e..g., €ithtkfay OF 10 cm.depth.- We have only considered two components for the spec-
S.UCh a ch_0|ce makes it difficult to compare physically dls'trum (and three for the simulation). This is an arbitrary

“T":t sﬁua’gons yvhere we expect dose at F’epth of 10 cm t(?:hoice. We expect our results to hold analogously for spectra
differ. Taking this protocol to an extreme, in order to matChcomposed of several energies. In all cases, the observation
depth doses for a 10 MeV beam t_o that of a 200 k_eV beam Fhat the depth dose for some single energy cannot be ob-
depth of 10 cm, we would require an exponentially Iarge/tained by adding depth doses from other energies directly

s_mall nor_mallzatlon factor. Th's.’ IS hot a coqurtable S"tua'guarantees that different spectrmique up to normalization
tion and it demonstrates that fixing normalization at a par-

i ; ) ) groduce different CF curves.

icular depth is not a benign process but rather impose

outside bias on the physics of the situation. From a more

practical point of view, we can see direct qualitative effect

of this standard normalization in the data presented in Fig. 2\/ CONCLUSION

where depth doses are normalized with respect to total dose. We have presented guidelines to ease the spectrum deter-
Here, we see that there is no single point where all dosenination for the component-based convolution/superposition
curves intersect, and by forcing them to do so leads to artidose calculation algorithm by making use of interface ef-
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TagLe IV.  Ratios of separations Ngfwgu 10 D20/Dio tests, one of which is the choice of appropriate basis of discrete
Suall, 1)/ Spzond ) spectra which capture the physics of the continuous spectrum
as defined by the dose we calculate via the convolution/

3x3cn? 1 2 3 4 5 6
superposition algorithm. In order to implement a decimation
; 8.7 ;-g 197'20 33; :é’ procedure we must have a method for determining the ener-
3 ' 58 a1 6.9 gies and relative strengths of monoenergetic beams which
4 29 33 will serve to model the full output of a realistic linac; more
5 4.9 work needs to be done in this area.
6 We are aware that the convolution/superposition
5% 5 e 1 2 3 4 5 6 algorithm might have limitations in predicting dose, e.g.,
build-up region and inhomogeneity. Better knowledge of the
L 59 6.0 25.7 53 7.0 build-up region is also needed. Definitely, there are more
2 5.8 14.1 47 6.2 . .
3 00 56 95 tests that can be explored to identify spectra. As the
4 4.2 4.7 test spectrum passes more tests, it should converge to
5 6.1 the exact spectrum. Off-axis data were not part of this
6 study but are also thought to offer valuable information and
10X10 cn? 1 2 3 4 5 6 would be part of future work. A proper examination of
off-axis data will require proper off-axis spectrum modeling
1 38.0 27.9 52.8 22,6 262 e algorithm.
2 28.2 49.3 20.6 24.5
3 29.2 222 29.7
4 19.4 19.4
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120.9 87.3  APPENDIX A: CONVOLUTION/SUPERPOSITION

51.9 DOSE CALCULATION

There exist many implementations based on the
convolution/superposition principle for which the sole
fects. While we have used these effects. we have not e)1[1tent is to calculate dose as accurately as possible in a
hausted their utility in determining spectra for use in thereasonable amount of time. The dose from the component

. L . convolution method is calculated from the followin
convolution/superposition algorithm. 1.16.29 9

There are still several questions which must be answered{‘tegrals'

_ Fo ,LL(E) ! X ! A3’
D(r)—f0 L—p -E®(r’,E)-A(r—r',E)-d°r'dE,

o U WN

1,3

(A1)
1.2 : whereE is the energyA(r —r',E) is the energy deposition
- kernel, andu/p is the linear mass attenuation coefficient. The
117 primary photon fluencé(r,E,) is expressed as
O(r' ,E)=d(zo,E)-exp(— |z’ — 2o). (A2)
& oy Equation(Al) can be rewritten as
08 ] X D(r)—J0 W(E)-f(r,E)-dE, (A3)
Convolution calc . . . . .
| ; whereW(E) is a non-negative weight function. The function
0,7 x  Experimental data . .
f(r,E) represents the dose at pointlue to a monoenergetic
06 ‘ ‘ ‘ photon beamD(r) represents the total doseraafter sum-
' 0 5 10 15 20 ming over the energy spectruwi(E)
Depth (cm) M(E)
f r,E)=f —E®(r',E)-A(r—r',E)-d*'. (Ad)
Fic. 9. Comparison between the CF curves measured experimentally and v P

calculated by the convolution algorithm with a two-component fitted spec- . . .
trum. The data for a 15 MV, 83 cn? photon beam are shown, and were [N the discrete case for numerical evaluation, E&¢) be-

those used for the fitting. comes
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150
130
110
20
g 70 Convolution calc .
8 50 Experimental data §
90 Difference (Exp-Galc) . Convolution calc Fic. 10. Comparison between experi-
10 - 0 —— Experimental data mental and calculated depth doses in
FT T : 4 1“0* P A 204 Difference (Exp-calc) water for (a) 3x3cn?; (b) 5
301‘, o x5 cn?; (c) 10x10 cn?; and (d) 20
- x 20 cnt fields of a 15 MV photon
(@) Depth fom) (b) ° ° Dep;o(tm) 1 2 beam. The calculations by the convo-
lution algorithm made use of the two-
140 component fitted spectrum. The depth
doses are normalized to a depth of 10
120 cm. The difference between the ex-
- perimental data and the calculated
ones is also shown. The overall units
» 80 of dose are scaled arbitrarily.
60 Convolution calc § 60
w | — Experimental data Convolution calc
—————— Difference (Exp-calc) 401l ] — Experimental data
20 | 20 TR e Difference (Exp-calc)
0 T T 0 —=
0 5 10 15 20 0 5 10 15 20
(c) Depth (cm) (d) Depth (cm)
n 250
F(r)= 21 w;- f(r,Ej). (A5) p e CONVOIUtioN calc
i= b Y
) 200 1 | hY x  Experimental data
The three-component method= 3), with only three energy k -
bins representative of the entire beam spectrum, is intender {5q | | 3 i SN
as a faster alternative to the intuitively accurate multicompo-g ] e SO
nent implementation for polyenergetic beams. An electron® - .
contamination term{EC) can be added to the dose calcula- |
tion, such that Eq(A3) becomes
50
Eo
D(r)=f W(E)-f(r,E)-dE+EC. (AB6)
0 0 ‘ ;
In the polyenergetic implementation, both the kernel and the 0 5 10 15 20
terma are preaveraged over the energies. The equation (@ Oepthem)
polyenergetic approximation analogous to E4l1) looks 300
like this: S
1 x R
o) [ f S5 (ulp) -E® dE} { JE°ED dE 201 7 ~—
r= EO ’ Eo, X AL
V fo E(D d E fo (I) dE 200 | i “x“"*)(,:, .
E J 0 e,
o (ulp) -EDPAIE 3 (A7) 2 150 | p—
| T5 (ulp) EQ AE | |
fo (,u p) | ~ Gonvolution calc
We can define the averages of the quantities in the bracket
b [ x  Experimental data
y 50
By 80 (wp) (B) ERTr! E)AE 8 .
- = - , , , ‘
p Jo ED(r' E)dE 0 5 10 15 20
b Depth
_  JEE®(r E)IE 6 pih em)
= fEOCI)(r’ E)dE ’ (A9) Fic. 11. Comparison between experimental and calculated depth doses in
0 ' lung/water inhomogeneous slab phantom fay 3x3cn? and (b) 10
_ Eo X 10 cnf 15 MV photon beams. The calculations by the convolution algo-
D(r "= J d(r ",e)dE (A10) rithm made use of the two-component fitted spectrum. The overall units of
0 dose are scaled arbitrarily.
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