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Key Points: 

1. Presents the first comparison between observed field-aligned currents and models previously 

evaluated for space weather operational use.  

2. The model and observed integrated currents are well correlated but the ratio between them 

ranges from one-third to three.  

3. The 2-D current densities are weakly correlated with observations implying significant areas 

for improvements in the models.  
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Abstract: 

Two of the geomagnetic storms for the Space Weather Prediction Center (SWPC) Geospace 

Environment Modeling (GEM) challenge [cf. Pulkkinen et al., 2013] occurred after data were 

first acquired by the Active Magnetosphere and Planetary Electrodynamics Response 

Experiment (AMPERE). We compare Birkeland currents from AMPERE with predictions from 

four models for the 4-5 April 2010 and 5-6 August 2011 storms. The four models are: the 

Weimer [2005b] field-aligned current statistical model; the Lyon-Fedder-Mobarry  

magnetohydrodynamic (MHD) simulation; the Open Global Geospace Circulation Model MHD 

simulation; and the Space Weather Modeling Framework MHD simulation. The MHD 

simulations were run as described in Pulkkinen et al. [2013] and the results obtained from the 

Community Coordinated Modeling Center (CCMC). The total radial Birkeland current, ITotal, and 

the distribution of radial current density, Jr, for all models are compared with AMPERE results. 

While the total currents are well correlated, the quantitative agreement varies considerably. The 

Jr distributions reveal discrepancies between the models and observations related to the latitude 

distribution, morphologies, and lack of nightside current systems in the models. The results 

motivate enhancing the simulations first by increasing the simulation resolution, and then by 

examining the relative merits of implementing more sophisticated ionospheric conductance 

models, including ionospheric outflows or other omitted physical processes. Some aspects of the 

system, including substorm timing and location, may remain challenging to simulate, implying a 

continuing need for real-time specification. 
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1. Introduction 

It is now recognized that extreme events may present significant threats to modern utility 

power, communications, and navigation technology infrastructures [Tsurutani and Lakhina, 

2014; Love et al., 2015; Curto et al., 2016; Pulkkinen et al., 2016]. Indeed, there is a societal 

imperative to quantitatively understand the likely geospace consequences of such events to 

provide reliable guidance for government policy, mitigation planning, and technology 

development [National Research Council, 2008; North American Electric Reliability 

Corporation GMD Task Force, 2012; National Science and Technology Council, 2015a; 

National Science and Technology Council, 2015b]. In the absence of modern observations during 

extreme storms, assessment of their effects relies substantially on physics-based simulations of 

the magnetosphere-ionosphere (M-I) system response. System non-linearities, feedback, and 

saturation effects imply that extrapolation of statistical models is potentially problematic [Siscoe 

et al., 2004; Muhlbacher et al., 2005; Partamies et al., 2009; DeJong et al., 2009; Wiltberger et 

al., 2010; Brambles et al., 2011; Ouellette et al., 2013; Cosgrove et al., 2014]. Physical 

simulations are therefore arguably the best technique to predict the dynamics of extreme events. 

However, reliable numerical simulations of extreme events are challenging because these events 

correspond to conditions beyond the realm of validity for the existing simulation codes [cf. 

Ngwira et al., 2014]. To guide further development, we need to validate the simulations against 

the best available observations for the most intense events for which data are available. 

Validation work for multiple models has been performed as part of the effort to select a first-

generation operational space weather prediction simulation. Six geomagnetic storms were used 
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to evaluate the performance of three global, physics-based, magnetohydrodynamic (MHD) 

simulations of Earth’s magnetosphere [cf. Pulkkinen et al., 2013 Ngwira et al., 2014]. The 

metrics used to date have been a subset of ground magnetometer records motivated for a number 

of reasons including the availability of the data and the relationship to space weather effects on 

the ground, particularly ground induced currents (GICs) [cf. Pulkkinen et al., 2013]. 

Since these analyses, global-scale observations of the Birkeland currents have become 

available from the Active Magnetosphere and Planetary Electrodynamics Response Experiment 

(AMPERE). Data from AMPERE were released in 2012 and span 1 January 2010 to the present 

and provide nearly continuous coverage of large-scale Birkeland currents in both hemispheres 

[cf. Anderson et al., 2000; Waters et al., 2001; Clausen et al., 2012; Anderson et al., 2014]. 

Using AMPERE data, the Assimilative Mapping of Ionospheric Electrodynamics (AMIE) has 

been applied to a number of geomagnetic storms [cf. Matsuo et al., 2015]. Wilder et al. [2012] 

obtained dramatic differences in ionospheric Joule heating rates and distributions relative to 

assimilations using only ground magnetometer, radar, and operational low Earth orbit satellite 

observations. Marsal et al. [2012] achieved considerable success in reproducing ground 

magnetometer observations and Lu et al. [2014] found remarkable agreement between simulated 

and observed neutral density storm-time dynamics. 

For comparison with the SWPC-GEM challenge events, we use the compilation of MHD 

simulation results for the two GEM challenge events for which AMPERE data are available. We 

compare the simulated and observed Birkeland currents for the 5 April 2010 (Event 1, E1) and 5-
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6 August 2011 (Event 2, E2) storms. Three simulations were conducted for E1 and E2 using 

independent codes suitable for operational application and all hosted on the Community 

Coordinated Modeling Center (CCMC). The model outputs for all of the challenge events are 

available via: http://ccmc.gsfc.nasa.gov/challenges/dBdt/. The models include: the Space 

Weather Modeling Framework (SWMF) adaptive grid code [Tóth et al., 2005, 2012; Yu et al., 

2008;] which includes a global MHD model [Powell et al., 1999; DeZeeuw et al., 2000] a height-

integrated ionospheric electrodynamics model [Ridley et al., 2001, 2002], and a ring current 

model (The Rice Convection Model [DeZeeuw et al., 2004]; the Open Global Geospace 

Circulation Model (OGGCM) code [Raeder et al., 2008, 2010]; and the Lyon-Fedder-Mobarry 

(LFM) simulation [cf. Lyon et al., 2004; Merkin and Lyon, 2010]. For E2 an additional LFM 

code was run that was coupled to a thermosphere-ionosphere circulation model. The specific 

SWPC challenge comparisons were limited to versions of these codes which could be used 

operationally, that is, which would be stable for general inputs and would run in real time using 

modest computational resources (<100 processors). Thus, these comparisons pertain only to the 

operational versions of the codes and do not reflect the capabilities or validity of more 

sophisticated research implementations of the simulations. For the SWMF, the version run for 

the challenge included a coupled inner magnetosphere module based on the Rice Convection 

Model [Toffoletto et al., 2003; DeZeeuw et al., 2004] but for the LFM and OGGCM simulations, 

a coupled inner magnetosphere module was not implemented. In addition to the simulation 

results, we also include comparison with the Weimer statistical model of the Birkeland currents 
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[Weimer, 2005a,b], hereinafter W05, because this model and a corresponding statistical model 

for the electric field are in general use for prediction and storm-time modeling research. The 

model used here is from Weimer [2005b] and was run independently of the CCMC. To account 

for time delays and natural smoothing of the effects of solar wind driving in the actual response 

at ionospheric altitudes [cf. Freeman et al., 1995; Murr and Hughes, 2007; Archer et al., 2013], 

we smoothed the W05 model total currents using a 10-minute window and delayed the W05 

currents by 20 minutes [Weimer, 2016]. 

Rather than providing metrics to assess the relative performance of the simulations, our 

purpose here is to identify features in the field-aligned currents most consistent or at variance 

with our present best measures of the behavior of the natural system to guide further 

development of operational versions of the models. We are not attempting to determine the 

extent to which the simulations correctly represent the physics of the natural system. Simulation 

results could differ from the observations either because some essential physics is missing, for 

example, the ring current, or it may reproduce the essential physics of the system at a given time, 

but differ from the experimental data due to a parameterization that could be improved. We do 

not attempt to distinguish between these two causes of discrepancy. Rather, the present results 

are intended as a guide to identify aspects of the simulations that could be further investigated to 

identify the sources of any discrepancies. As with predictions of tropospheric weather, 

maintaining a portfolio of distinct and independent M-I simulations and models while continuing 

to assess the reliability of all of the predictive codes by comparison with observations, is 
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essential to determine and track our ability to predict M-I system dynamics. This motivates 

comparisons with the widest available set of candidate operational simulations. 

Section 2 presents an overview of both storms and a comparison of the total Birkeland 

current, ITotal, from AMPERE with the models. Section 3 presents a detailed examination of the 

two-dimensional radial current density distributions, Jr, including statistical regression between 

the patterns for the entire storm intervals, to identify in more detail how well the models predict 

the system configuration at ionospheric altitudes. Section 4 summarizes the results and provides 

an assessment of the key findings relative to future directions. 

 

2. Storm Events Overview 

 

2.1. Event 1: 5 April 2010 

An overview of the interplanetary magnetic field (IMF), solar wind data, integrated 

Birkeland currents, and H-indices on 5 April 2010 from 0300 to 2400 UTC are shown in Figure 

1. The IMF and proton solar wind data are from the Advanced Composition Explorer (ACE) 

spacecraft [Smith et al., 1998; McComas et al., 1998] at the first Lagrange point (L1). The 

development of magnetospheric current systems is illustrated with the total Birkeland currents 

derived from AMPERE (http://ampere.jhuapl.edu) together with the provisional symH and asyH 

indices from the World Data Center for Geomagnetism at Kyoto University 

(http://wdc.kugi.kyoto-u.ac.jp/aedir/index.html). The MHD simulations were run at the CCMC 
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using OMNI solar wind and IMF data inputs. The W05 model was run separately on a desktop 

computer at APL also using the OMNI solar wind and IMF as input. 

As in Anderson et al. [2014], the total Birkeland current, ITotal, was calculated as one half of 

the integral of the absolute value of the radial current density, Jr. To reduce the background noise 

contribution to ITotal, only values of |Jr| greater than a typical noise level in the AMPERE 

inversions were included in the integral. As given also in Anderson et al. [2014], the net and total 

current over a range of co-latitude θ 0 to θ1 and a range of local times h0 to h1 are given by 
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where θ is the colatitude, R is the geocentric radius of the 780 km altitude Iridium orbits, h is 

local time in hours (π/12 converts from hours to radians), and ‘>σ’ indicates that only Jr with 

absolute values greater than σ were included in the integral. Here, θ extends from 0° (at the 

magnetic pole) to 50°. To determine σ, the standard deviation of Jr was evaluated from 30 quiet 

days, and three times this value is 0.16 µA/m2 which is an estimate of the random error in Jr from 

AMPERE and was used for σ. To provide at least a rough distinction between dayside and 

nightside currents we also compute ITotal,D using h0 = 0600 MLT and h1 = 1800 MLT and ITotal,N 

using h0 = 1800 MLT and h1 = 0600 MLT (integrating across midnight from 1800 MLT to 0600 
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MLT) in Equation (1b). Thus, dayside and nightside total currents are defined solely by MLT 

without reference to ionospheric solar illumination.   

To assess the random uncertainty in ITotal we consider the deviation of INet from zero. 

Although there may be unbalanced currents [cf. Lyatskaya et al., 2014], treating nonzero INet as 

erroneous provides an estimate of the random uncertainty in ITotal. Statistics of ITotal and INet for 

both events, denoted E1 and E2, are given in Table 1 together with statistics for the period 

before each storm, indicated as Pre-E1 and Pre-E2. The table gives the average ITotal and its root 

mean square (rms), as well as the average, maximum, and minimum INet and its rms, together 

with the average and rms of |INet|. For the pre-storm intervals the average |INet| was below 0.2 MA 

and the maximum INet was 0.7MA. For the storm intervals the INet values were larger, with an 

average |INet| of 0.54 MA for E1 and 0.29 MA for E2. The maximum INet was almost 1.7 MA. 

The |INet| averages and are less than about 8% of the ITotal average for the storms. The results 

from AMPERE in Figure 1 show time series |INet| together with ITotal , ITotal,D, and ITotal,N. 

Although |INet| is variable, it is generally small relative to ITotal and tends to be larger when ITotal is 

also large, so a reasonable uncertainty for ITotal is ~8% corresponding to the approximate ratio 

between the average |INet| and average ITotal for the storm periods.  

The solar wind data confirm that the event started with a shock indicated by a sharp density 

jump from 3 to 10 protons/cm3 and a speed increase from 580 km/s to 720 km/s at the same time 

as the increase in the IMF magnitude, BIMF, from 6 to 13 nT. Behind the shock, the IMF turned 

southward with BZ remaining slightly more negative than ‒10 nT until a     
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this time, the Birkeland currents increased to over 10 MA and asyH increased dramatically to 

near 150 nT by 0930 UT while symH decreased progressively to a modest minimum near ‒50 

nT by 1000 UT. From 1000 to 1130 UT the IMF was slightly northward and dominated by a 

negative BY but from 1130 to 1230 UT the IMF was more strongly northward and the Birkeland 

currents dropped to about 4 MA though still enhanced relative to pre-storm levels. Near 1230 UT 

the proton density decreased and the IMF rotated to nearly purely dawnward, negative BY, which 

was sustained in direction while BIMF gradually decreased, indicating the passage of the 

interplanetary magnetic cloud. During this time, the Birkeland currents increased again to 

between 8 and 10 MA and were sustained in this range. After ~1800 UT, the IMF rotated more 

southward as the proton speed progressively decreased and after initially falling to below 4 MA 

the Birkeland currents increased slightly to between 4 and 6 MA while symH decreased 

progressively reaching about ‒60 nT by the end of the day. 

The total Birkeland current calculated from equation (1b) from AMPERE, W05, LFM, 

OGGCM, and SWMF for the interval are shown in Figure 2. The temporal variation of all of the 

models generally follows the AMPERE results with an initial surge of current from about 0900 

to 1100 UT followed by an interval of lower ITotal and then a second period of enhanced current 

from about 1330 to 1530 UT. In general, the SWMF and LFM simulations give ITotal somewhat 

lower than AMPERE as does the W05 model although the latter at times exceeds the AMPERE 

result. The ITotal from the OGGCM simulation is consistently higher than all of the other results 

being 5 to 10 MA higher than ITotal from AMPERE. Shifts in the magnitude of ITotal from the 
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simulations relative to AMPERE might be partially attributed to limitations of the ionospheric 

conductance specifications in the simulations (all of which involve some form of semi-empirical 

approximations). 

There is a known systematic under-estimation of the maximum δB and hence ITotal in the 

AMPERE results. The latitude order of the fits corresponds to ~2° latitude resolution which leads 

to an effective smoothing of the fitted δB relative to the input data [cf. Waters et al., 2001] so 

that the maximum δB from the spherical harmonic fitting is systematically low relative to both 

the input data and other LEO magnetometer data by roughly 30% [Waters et al., 2001; Korth et 

al., 2005; Anderson et al., 2008; Korth et al., 2008]. The total current is proportional to the 

maximum δB, so that results from the models that are higher than AMPERE up to ~30% would 

not indicate a real discrepancy relative to the natural system.  

Looking at some of the detailed temporal variations, the pre-storm increase in ITotal from 

0500 to 0630 UT in AMPERE, evidently driven by the preceding southward IMF interval (cf. 

Figure 1), is not evident in the simulation results but is present in the W05 model. From 0900 to 

1030 UT the W05 model shows a pronounced, relatively short lived, decrease in ITotal centered 

near 1000 UT to between 4 and 5 MA, which is not present in the AMPERE ITotal. The W05 

model shows more variability in ITotal than either AMPERE or the simulations, possibly implying 

that the M-I system moderates its response to variations in the solar wind/IMF driver [Freeman 

et al., 1995; Murr and Hughes, 2005; Archer et al., 2013], and this natural ‘low pass filtering’ is 

not yet included in the empirical model other than via the averaging discussed above. 

This article is protected by copyright. All rights reserved.



14 
 

 

2.2. Event 2: 5-6 August 2011 

The overview for the second event is shown in Figure 3. For this event, onset near 1800 UT 

was marked by an increase in proton density without a corresponding sustained increase in 

speed, and an increase in BIMF from 4 nT to near 10 nT. Nonetheless, the increase in solar wind 

ram pressure is indicated by an increase in symH to about +20 nT, and the ACE data were time 

shifted to match the density increase to this symH signature. The Birkeland currents increased 

slightly from ~2 MA to near 4 MA. Near 1900 UT, there was a large increase in BIMF from 10 nT 

to near 30 nT, dominated by a positive BY, and an increase in the proton speed from ~520 km/s 

to ~580 km/s. This led to a substantial growth of the Birkeland currents, almost entirely on the 

dayside, to ~7 MA. The first interval of sustained southward IMF started shortly before 2100 UT 

and continued until 2300 UT and corresponds to a progressive decrease in symH to ‒60 nT and 

sustained Birkeland currents over 12 MA. At the end of this interval the Birkeland currents 

increased sharply and briefly to 20 MA due primarily to nightside currents. Thereafter the IMF 

turned northward, and the Birkeland currents decreased progressively to less than 5 MA. At 0030 

UT on the 6th, the IMF turned southward again, and by 0130 UT the Birkeland currents had 

grown to 9 MA and remained elevated until 0310 UT when they began to decrease after the IMF 

turned away from southward, dominated by a positive BX component. The minimum symH of ‒

120 nT occurred at 0310 UT. Thereafter there were two periods of increased Birkeland currents 

but they remained below 8 MA while symH gradually increased during early storm recovery. As 

for E1, |INet| remained small relative to ITotal. 
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The temporal behavior for ITotal from AMPERE and the models for this event are shown in 

Figure 4. All of the models show a small increase in ITotal near or shortly after 1800 UT, and ITotal 

increases markedly starting near 1900 UT, consistent with the AMPERE result. The W05 and 

LFM results increase nearly in concert and to the same current as AMPERE, ~10 MA, to 2000 

UT whereas the SWMF current increases to ~5 MA and in OGGCM to ~8 MA by 2000 UT. The 

OGGCM current continues to increase to over 20 MA by 2030 UT and reaches 24 MA by 2100 

UT after which it drops to ~10 MA whereas the AMPERE current is fairly level between 10 and 

13 MA. At the time of the ~1 hour ‘spike’ in the OGGCM current, the other models exhibit a 

brief decrease in ITotal to ~7 MA in W05, ~5 MA in LFM, and under 2 MA in SWMF. The surge 

in ITotal from 2130 to 2200 UT to nearly 20 MA in AMPERE is matched only in the OGGCM 

result while none of the other models show this feature. The increase in the AMPERE current is 

due to a 5 MA surge in the nightside current together with a slower increase in the dayside 

current (cf. Figure 3). The burst in the nightside current is due to a sudden onset in the pre-

midnight sector (see Section 3.2 below) and is attributed to magnetotail dynamics not 

represented in the LFM or SWMF simulations or W05. As discussed in Section 3.2, the OGGCM 

Jr distribution does not match the nightside onset observed in AMPERE even though the 

AMPERE and OGGCM ITotal increases track each other. Shortly after 2200 UT and until shortly 

after 0000 UT on August 6, the AMPERE currents dropped progressively to under 5 MA and all 

of the models except OGGCM exhibit a similar significant fall in ITotal, albeit with different 

timing, preceding the ITotal decrease in AMPERE by 30 to 60 minutes. The OGGCM currents fall 
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only slightly from 20 MA to ~16 MA and from this point onward the ITotal from OGGCM 

remains above 12 MA and even increases back to over 20 MA near the end of the interval. This 

is markedly different from the behavior in AMPERE, which exhibits two surges in ITotal the first 

to ~10 MA from ~0100 to 0300 UT associated with the second sustained southward IMF interval 

noted above, and the second to ~7 MA near 0500 UT. The SWMF, LFM, and W05 results all 

have a short-lived increase in ITotal peaking near 0100 UT on August 6 which is not present in 

AMPERE. This coincides with the similar short southward turning of the IMF at L1 so that the 

three models evidently reflect this behavior at L1 which the natural system did not exhibit, 

possibly owing to uncertainties in extrapolating the L1 observations of upstream conditions to 

Earth [cf. Merkin et al., 2013]. Otherwise, the other models have features broadly similar to the 

two broad, > 3 hour long, surges in AMPERE ITotal  although the levels and timing differ 

somewhat with SWMF being consistently low. As in Event 1, the LFM and W05 currents seem 

to be generally the most similar to AMPERE. 

 

2.3. Statistical Comparisons of Total Current 

To quantify the comparisons of the total current, we performed linear regressions between 

the model time series in Figures 2 and 4 and the AMPERE ITotal results for the time spans shown 

in the plots. We write the linear fits as 

 AMPERETotalModelTotal bIaI ,, +=  (2) 
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where ITotal,Model and ITotal,AMPERE are the model and AMPERE total currents, respectively. The 

results are summarized in Table 2 where σa and σb are the one sigma standard errors in a and b, 

and CL is the linear regression coefficient. In addition, we computed the average of the ratio 

ITotal,Model/ITotal,AMPERE, denoted simply as ‘Ratio’ and its standard deviation, σRatio.  

The intercepts (values for ‘a’) in the LFM and SWMF are both less than 1 MA, whereas for 

W05 they are near 1 MA or a bit higher, and for the OGGCM model the intercept is slightly 

higher than 6 MA. This suggests that much of the apparent excess in OGGCM total current is a 

baseline current, reflecting the tendency of the OGGCM current to be relatively high, above 5 

MA, prior to the storm intervals, even when the AMPERE current is low, e.g., from 0300 to 

0500 UT on 5 April 2010 and 1200 to 1700 UT on 5 August 2011. The linear fit slopes on the 

other hand are closest to unity for the OGGCM simulation and are significantly below 1 for the 

other models with SWMF giving the lowest average b reflecting the consistently low results for 

the SWMF ITotal relative to AMPERE. Of the simple metrics used here, the linear regression 

coefficient gives perhaps the best measure of the predictive ability of the models relative to 

AMPERE. The CL values for all of the models are relatively high, above 0.7, with the SWMF 

slightly higher CL values than LFM although they are so close as to be essentially 

indistinguishable. 

The ratio comparisons reflect that OGGCM is consistently higher than AMPERE by a factor 

of 2 to 3 whereas W05 is fairly close in its ratio to AMPERE, consistent with the results of the 

linear fit slope. In summary, all of the models show the general behavior of ITotal reflected in the 
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AMPERE results but none of them clearly stands out as superior even though there are some 

consistent trends, such as the higher and lower currents from OGGCM and SWMF, respectively. 

 

3. Birkeland Current Distributions 

The comparisons of ITotal do not distinguish the locations or configuration of the Birkeland 

currents. We therefore compare the two-dimensional distributions of the radial current density, 

Jr, for AMPERE and the models. We prepared maps of Jr at two minute intervals for the entire 

time spans shown in Figures 2 and 4. The AMPERE Jr distributions were determined every two 

minutes using ten-minute spans of data [cf. Clausen et al., 2012; Anderson et al., 2014]. Since 

the AMPERE intervals start on even minutes, e.g., 0300, 0302, 0304 UT etc., the model Jr were 

retrieved on the corresponding centered odd minutes, e.g., 0305, 0307, 0309 UT. That is, the 

comparison for 0305 UT used the models evaluated at that time and AMPERE data for the 0300 

to 0310 UT interval.  

For the models and simulations, the Jr distributions at each time were registered on the same 

MLT-MLAT grid in the northern hemisphere. We used the northern hemisphere for two reasons. 

First and most importantly, the ground magnetometers used to compare the model results were 

from the northern hemisphere [e.g., Pulkkinen et al., 2013]. Secondly, the AMPERE results tend 

to be more reliable in the north because the orbit crossing point of the Iridium satellite 

constellation tends to lie near the southern auroral zone but poleward of the auroral zone in the 

north. In the present generation of data processing and inversions, the Jr inversions from 
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AMPERE yield spurious filamentary currents near the orbit crossing location and this is 

minimized in northern hemisphere inversions. 

In the comparisons with the AMPERE Jr distributions, it is important to bear the limitations 

of the AMPERE inversions in mind. The inversions used here have a latitude order of 60 

spanning from the pole to 60° colatitude, which corresponds to a latitude resolution of the 

inversions of ~2° [cf. Waters et al., 2001; Anderson et al., 2014]. This relatively coarse latitude 

resolution implies that the natural current systems are at least as narrow as the AMPERE Jr 

distributions. This also implies that the Jr from AMPERE underestimate the true current 

densities, and the degree of underestimation is roughly proportional to the ratio of the latitude 

resolution of the AMPERE fit and the actual latitude width of the currents. Although the large-

scale currents occur with latitude scales of a few degrees, the AMPERE Jr underestimation is not 

always large but large gradients in the large-scale currents, 100s of nT, do occur in times as short 

as 1 second [e.g., Anderson et al., 1993; Ohtani et al., 2012; He et al., 2012] which corresponds 

to roughly 0.1 km, so that the AMPERE Jr could be as much as a factor of 10 or 20 low on 

occasion. Although it is not possible to determine how much the AMPERE Jr under-represent the 

actual Jr for each location of every 10 minute interval, we can be confident that the real currents 

are at least as narrow in latitude as the AMPERE products and that the actual current densities 

are at least as high as the AMPERE results. One can also be confident that the locations of the 

AMPERE currents reflect the natural system within the colatitude range (60° colatitude), latitude 

resolution (2°), and local time resolution (2 hours) of the input data and the inversions. 
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3.1. Event 1: 5 April 2010: Jr Patterns and Correlation 

Three times were selected from the 5 April 2010 storm to illustrate the types of comparisons 

between Jr from AMPERE, and the models and they are shown in Figures 5 through 7. In each 

of these figures, the top portion shows the Jr distributions with upward current in red and 

downward current in blue for AMPERE on the upper left, W05 in the top center, and LFM, 

OGGCM, and SWMF in the lower portion from left to right. The bottom portion of these figures 

shows scatter plots of Jr from W05, LFM, OGGCM, and SWMF versus AMPERE Jr together 

with the linear fit and regression coefficient in red for each time interval. Figures in this format 

were created for every odd minute for the time spans of Figures 2 and 4. 

The first time, 0907 UT on 5 April 2010 shown in Figure 5, corresponds to the first local 

maximum in AMPERE ITotal after storm onset (cf. Figures 1 and 3). Focusing initially on the 

latitude ranges with significant Jr in the upper panels, we first note that the AMPERE currents 

span from 65° to 75° MLAT near noon, elsewhere they are present from 50° to 60° MLAT. The 

Region 1/Region 2 currents in the W05 model are broader, extending from 40° MLAT to slightly 

poleward of 70° MLAT. (We use the Region 0, Region 1, and Region 2 terminology for the 

currents only in reference to their average location rather than attempting to assign currents by 

these terms since the AMPERE distributions are not always well ordered by these systems, and 

the different regions appear to gradually shift and merge as the IMF clock angle rotates [cf. 

Anderson et al., 2008; Korth et al., 2010]). By contrast the LFM currents, dominated by the 

This article is protected by copyright. All rights reserved.



21 
 

Region 1 sense system, span from 70° to 80° MLAT while the SWMF Region 1 sense currents 

are slightly more equatorward. The Region 2 sense currents in SWMF extend to ~60° MLAT. 

Currents in the OGGCM simulation are present over latitudes very similar to AMPERE although 

they occur about 5° further equatorward near noon than they do in AMPERE. That the SWMF 

results obtain an evident Region 2 current is expected since this is the only code in which the 

operational test version was coupled to a ring current/inner magnetosphere model. Thus, the 

apparent low intensity of Region 2 currents in the LFM code is to be expected but the Region 2 

sense currents in the OGGCM results are somewhat surprising. We note however that the lower 

latitude currents in the OGGCM results are neither as consistently present nor as uniformly 

structured in longitude as those in the SWMF or in AMPERE, so that in this code as well, a 

consistent Region 2 sense system is not as evident as it is in the SWMF. 

The current intensities in W05, LFM, and SWMF are all substantially lower than those in 

AMPERE while those in the OGGCM are higher. This relative difference in Jr magnitudes is 

reflected in the scatter plots by the range of Jr from each model. This ordering in relative current 

intensities with SWMF tending to be the lowest, followed by W05, then LFM, then AMPERE, 

and OGGCM being strongest, holds in almost all frames examined for these two storms. 

Turning to the Jr patterns, although the IMF was southward, there was also a significant 

positive BY component (cf. Figure 1). The AMPERE currents show a region of downward 

current that extends from the nominal Region 1 dawn currents, across noon (sometimes termed 

Region 0), to the equatorward downward currents in the afternoon and evening (Region 2). 
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Upward currents in AMPERE are rotated clockwise relative to an average southward IMF 

pattern and occur in the pre-dawn morning equatorward of the upward currents and poleward of 

the downward currents in the afternoon with some weaker currents slightly toward midnight 

from dusk. This skewed distribution is typical of southward IMF with a strong positive BY [cf. 

Anderson et al., 2008; Korth et al., 2010] although there may be hints of a dawn-dusk asymmetry 

in the W05, LFM, and SWMF results, none of these models yield the degree of asymmetry 

observed. The Jr distributions for these models are generally substantially different than Jr from 

AMPERE. The OGGCM simulation yields the strongest asymmetry but it also departs 

substantially from the AMPERE pattern. 

The dissimilarities in the Jr distributions are reflected in the consistently low correlations 

in the scatter plots and linear fits. There are substantial areas where the Jr are positive in 

AMPERE but negative in a model or vice versa, reflecting relative displacement of the Jr 

distributions in either latitude or longitude or both. The regression coefficients are 

correspondingly low ranging from 0.24 to 0.41. This comparison is particularly sensitive to 

displacement in the currents, and a negative regression coefficient could result even if the 

patterns in Jr are very similar but are substantially displaced in latitude. A more sophisticated 

comparison based on similarity in the shape of the Jr patterns and degree of overlap could be 

useful in future analyses and inform other quantitative metrics [e.g. Korth et al., 2010; Kleiber et 

al., 2015; Wiltberger et al., 2016]. 
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The second set of frames is from 1015 UT, 1010-1020 in AMPERE, and is shown in Figure 

6. This corresponds to near the end of the first interval of enhanced ITotal in Figure 2 and near the 

time of the northward IMF rotation in Figure 1. The AMPERE currents remain elevated near 10 

MA while the W05, LFM, and SWMF ITotal values have fallen sharply to under 5 MA. The 

distributions illustrated the marked differences between the Jr distributions observed via 

AMPERE and the modeled distributions. The AMPERE distribution exhibits a fairly strong 

system very similar to the statistical Region 1/Region 2 system, and, whereas the W05 pattern 

retains a relatively weak Region 1/Region 2 pattern, the polar cap currents of the polarity of 

northward BZ currents have equally intense Jr. The SWMF pattern is similar to the W05 result, 

and the LFM currents are dominated by high latitude currents not evident in the AMPERE result. 

The OGGCM pattern is most similar to that from AMPERE, although the polarity ordering at 

noon appears to be reversed with the equatorward strong current being upward in OGGCM but 

downward in AMPERE. Interestingly, both the SWMF and LFM codes yield R2 sense currents 

suggesting that this system is not entirely absent without the inner magnetosphere module. The 

scatter plots and linear correlation results reflect the low correspondence evident in the patterns, 

and the regression coefficients are quite low ranging from −0.07 to 0.21. Even though the 

OGGCM pattern is the most similar to AMPERE, the linear regression coefficient is actually 

negative, reflecting the latitude displacement of the two results on the dayside where the Jr 

magnitudes are high. 
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The third frame shown in Figure 7 is for 1515 UT, 1510-1520 UT in AMPERE, 

corresponding to the period of stably directed IMF predominated by a negative BY and at a time 

of enhanced nightside ITotal in AMPERE (cf. Figure 1). The AMPERE currents exhibit an 

upward current region that extends from poleward at dusk, across noon, to the equatorward 

upward currents at dawn, characteristic of negative IMF BY, and a downward/upward pair of 

currents extending from just pre-dawn to dusk, which is the current system responsible for the 

enhancement in the nightside ITotal at this time (Figure 1). All of the models display a dayside set 

of currents with a poleward downward current across noon broadly similar to the highest latitude 

downward current on the dayside in AMPERE. The W05, OGGCM, and LFM results also 

exhibit an upward current across noon that is contiguous with the dusk ‘Region 1’ and dawn 

‘Region 2’ currents. This dayside upward current does not appear in the SWMF result. All of the 

models have Region 2 currents across dusk and across dawn that are also evident in AMPERE. 

Only the OGGCM result has currents that resemble the pair of currents that cross the entire 

nightside in AMPERE. 

This interval was chosen to illustrate another common feature in the comparisons. Nightside 

current pairs are often observed in AMPERE in association with nightside enhancements in ITotal, 

related to substorm-like behavior during storms [Anderson et al., 2014; Coxon et al., 2015; Lyons 

et al., 2016], are generally not evident in the W05, SWMF, or LFM models. The scatter plots of 

Jr and linear regressions show greater correlation at this time, ranging from 0.16 to 0.36. 

Typically, the models do not capture these nightside onset current systems. 
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To summarize the Jr comparisons for E1, the time series of the linear regression coefficients 

are plotted in Figure 8 for the time span shown in Figure 2. No model has a uniformly high 

correlation with the AMPERE Jr and all of the models vary but range between 0.0 and 0.5. The 

OGGCM regression coefficient is usually lower than the others possibly reflecting the fact that 

the Jr in OGGCM are strong and often displaced relative to AMPERE particularly on the 

dayside. For this event, the SWMF results yielded a consistent Region 2 sense current system 

which although often present in the other simulations, was less consistently evident or as strong 

as the Region 1 currents. 

 

3.2. Event 2: 5-6 August 2011: Jr Patterns and Correlation 

Similar comparisons for three specific times during E2 are shown in Figures 9 through 11. 

The first time, 1945 UT, 1940-1950 UT in AMPERE, shown in Figure 9, illustrates the currents 

near the end of the IMF BY positive interval at the start of this storm. The W05, LFM, and 

SWMF Jr distributions all exhibit a downward current extending from a dawn Region 2 sense 

current across noon with an upward current more poleward of this at noon. Curiously, the 

OGGCM dayside currents show the opposite polarity in these high latitude dayside currents. The 

morning Region 2 current is most evident in the OGGCM result although only at night. A 

Region 2 sense current, downward, is present in both the OGGCM and LFM codes but is not 

evident in the SWMF result. The W05 currents for this time extend about 10° further 

equatorward than the AMPERE results. The LFM and SWMF do not yield the 
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upward/downward current pairs on the nightside in the evening and morning though the 

OGGCM result does. 

The scatter plots for this time reflect the large latitude displacement between AMPERE and 

W05 and the reversed dayside current polarities with OGGCM and AMPERE with negative 

correlation coefficients for both models. The LFM and SWMF results are positively correlated 

with AMPERE giving fairly high coefficients of 0.51 and 0.42, respectively, owing to the strong 

high latitude dayside currents. 

The second time frame shown in Figure 10 is for 2125 UT, 2120-2130 UT in AMPERE, 

shortly before the BY reversal from positive to negative during southward IMF (cf. Figure 3). 

The AMPERE currents exhibit a similar downward current from dusk ‘Region 2’, across noon, 

to dawn ‘Region 1’ as for the previous interval and the interval from E1 in Figure 5. The W05, 

LFM, and SWMF results exhibit a similar upward current pattern. The W05 currents extend ~10° 

further equatorward than AMPERE and the currents in SWMF and LFM are broader in latitude, 

as for the other cases. Both LFM and SWMF have a strong upward current in the afternoon 

corresponding to the most poleward upward current in the afternoon in the AMPERE Jr pattern. 

The OGGCM result has an additional high latitude downward current centered at noon which 

may be due to the BY reversal that preceded this frame. Neither the LFM nor SWMF exhibit the 

strong equatorward Region-2-sense currents present in AMPERE, which are strongest in the 

W05 result and present somewhat in the OGGCM result. None of the models return the intense 

upward current that extends from pre-midnight to dawn in the AMPERE results. The scatter 
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plots for this time reflect the broad correspondence in the dayside currents, yielding positive 

correlations with W05, LFM, and SWMF. The polarity of the dayside currents and latitude 

displacements lead to the low correlation with OGGCM. 

The final frame is for 2215 UT, 2210-2220 UT in AMPERE, and is shown in Figure 11. This 

corresponds to the early portion of the negative BY interval after the BY reversal. As with the 

1515 UT frame from E1, in the AMPERE Jr, the Region 1 sense dusk upward current appears to 

extend across noon to the Region 2 sense dawn current. A similar upward current extension 

across noon from dusk is present in the W05, LFM, and SWMF results, although OGGCM 

seems to have the opposite signature, perhaps retained from the prior positive BY interval. The 

dawn upward and dusk downward Region 2 currents are now clearest in the LFM result. This 

interval was selected primarily because of the additional downward/upward currents in the dusk 

to midnight sector in AMPERE which is present in none of the models, illustrating the nightside 

dynamics in Birkeland currents that are not evident in the models even though this type of 

current system is not unusual in AMPERE storm-time currents [cf. Lyons et al., 2016]. The 

scatter plots for this frame show positive correlations with all of the model results, including 

OGGCM indicating that the strong dusk and dawn currents are dominating the regression with 

AMPERE for this model at this time. 

The time series of the AMPERE-model regression coefficients for E2 are shown in Figure 

12 and as with E1, the correlations are modestly positive, but for this storm there are several 

intervals of clearly negative correlation which are with SWMF and OGGCM near 1530 UT, with 
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OGGCM and W05 near 1915 UT, and with OGGCM and W05 near 0015 UT on 6 August. In 

general, the correlation between Jr from AMPERE and the models is fairly low, as for E1, 

reflecting the considerable differences in the Jr distributions during the storm. For this case, the 

Region 2 currents when present in the simulation results were more evident in the LFM and 

OGGCM results rather than the SWMF result, which is somewhat surprising given that only the 

SWMF included a coupled inner magnetosphere module. 

  

3.3. Statistical Assessment 

To summarize the results for the Jr comparisons, we evaluate the average linear correlation 

coefficients, CL, as well as the average linear fit slopes, a, relative to AMPERE for both events. 

The results are given in Table 2 together with the standard deviations of CL and a, denoted σCL 

and σa, respectively. The average CL are low, ranging from 0.1 to 0.29 with σCL that are only 

slightly lower reflecting the variation in the generally weak correlations. The average slopes are 

also low, ranging from 0.14 to 0.29, also with substantial scatter indicated by the comparable 

values of σa. These averages indicate that although the ITotal are fairly well correlated, the Jr 

distributions do not agree well. 

 

4. Conclusions and Future Directions 

Over the two storm intervals, the linear regression coefficients (CL) between ITotal from all 

models and AMPERE are higher than 0.77 indicating that the models have predictive potential 
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but the average ratio of ITotal ranges from 0.3 to 3.5 suggesting that the quantitative estimates 

may be substantially different from the natural system. Comparisons of the two-dimensional Jr 

patterns show that, while yielding Jr broadly similar to AMPERE, they are substantially at 

variance with AMPERE in a number of ways. This is reflected in generally low CL between Jr at 

a given time with the average CL ranging from 0.10 to 0.29. The W05 model often yields 

currents that extend further equatorward than observed, whereas the MHD models do not yield 

currents as low in MLAT as observed, often under-estimating the equatorward extent by 10° to 

15° MLAT. In addition, the latitudinal span of the currents in the models is about twice that from 

AMPERE. The MHD simulations do exhibit a variation of current patterns comparable to the 

AMPERE results but the W05 statistical model yields less variation in the Jr patterns than 

observed. We note that empirical statistical models for Birkeland currents have also evolved 

markedly [e.g., He et al., 2012] and the availability of new data sets may allow improvements in 

the reliability of these models as well. Interestingly, even though only the SWMF included an 

inner magnetosphere module, it did not consistently yield clearer Region 2 sense currents than 

the LFM or OGGCM simulations. In any case, an inner magnetosphere module has been 

successfully coupled to the LFM code [Pembroke et al., 2012]. Finally, nightside currents often 

associated with substorm-like surges in nightside currents are not resolved in any of the models 

even though the total current in these systems can exceed several million amperes. 

In general, the MHD codes reflected the dayside currents and the most poleward currents but 

did not typically represent the equatorward currents well and in particular did not capture the 
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dynamics of the nightside currents. This suggests that the simulations are fairly good at 

reproducing the directly driven aspects of the currents resulting from magnetopause reconnection 

that correspond to the most poleward currents [e.g. Cowley, 2000]. That the consistency of the 

Region 2 sense currents was not uniformly better between AMPERE and the SWMF results than 

with LFM and OGGCM even though only the SWMF simulations include ring current physics 

via the coupled Rice convection model (RCM) [e.g. Toffoletto et al., 2003]. This suggests that 

including a ring current module is not in itself a guarantee of dramatically superior representation 

of the Region 2 currents and that including other processes and technical advances also need to 

be pursued. 

The SWPC challenge runs do not represent the most advanced codes [cf. Raeder et al., 2010; 

Welling et al., 2015; Wiltberger et al., 2016] nor do they reflect the range of processes and 

implementations that have been studied. Indeed, considerable work has been done assessing how 

physical processes other than an inner magnetosphere ring current and other changes in the codes 

affect global simulation results. Increasing the simulation resolution leads to Birkeland currents 

with latitudinal extents comparable to those resolved by AMPERE, stronger Region 2 currents, 

and greater confinement of the convection potential to higher latitudes owing to the shielding 

effects of the Region 2 currents [cf. Raeder et al., 2010; Merkin et al., 2013; Welling et al., 2015; 

Wiltberger et al., 2016]. The relatively low Region 2 currents in all of the SWPC challenge runs 

and the broad latitude extent of the currents in the LFM and SWMF runs relative to AMPERE 

therefore suggests that higher resolution simulations are needed. Obtaining currents at latitudes 

This article is protected by copyright. All rights reserved.



31 
 

as low as 50° MLAT requires simulations with inner boundaries not higher than ~2 RE geocentric 

distance, corresponding to 45° MLAT, which the SWMF and LFM codes in the SWPC challenge 

events did. Thus, it seems that higher resolution is necessary to take full advantage of the 

additional degrees of freedom afforded by the low altitude inner boundary. 

The ionospheric conductance specification has traditionally been implemented via empirical 

parameterizations for precipitation and consequent ionization [cf. Knight, 1973; Robinson et al., 

1987; Lyon et al., 2004], and alternate approaches to deriving or specifying the conductance 

distributions have also been studied [Amm, 2002; Green et al., 2007; McGranaghan et al. 2016]. 

The ionospheric conductivity has a significant influence on the MHD simulations not only in 

modifying the potential but also by regulating saturation effects and changing the geometry of 

the magnetosphere [cf. Merkine et al., 2003; Merkin et al., 2005b, 2005c]. The complex 

magnetosphere-ionosphere coupling results in behavior which is neither a constant voltage nor a 

constant current system [e.g. Raeder et al., 2001; Ridley et al., 2004].  Comparisons between 

simulations with an empirical ionosphere model and a coupled ionosphere/thermosphere model 

(TIE-GCM) yielded different conductivities but show little differences between the cross polar 

cap potential pattern during modest to strong driving conditions [Wiltberger et al., 2004]. 

Including effects of anomalous electron heating however leads to substantial differences in the 

simulation results and improved agreement in the storm-time polar cap potential and Birkeland 

currents with observations [Merkin et al., 2005a]. Achieving improved quantitative agreement is 

therefore likely to require a non-linear conductance representation representing the various 
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sources of ionization and conductance [cf. Ridley et al., 2004] and the effects of small scale 

turbulence and electron heating in the ionosphere responsible for anomalous conductivity 

[Dimant and Oppenheim, 2010a,b]. Finally, we note that inductive and altitude dependent 

processes in the ionosphere that cannot be represented in terms of electrostatic solutions using 

height integrated conductivities may also need to be considered [cf. Amm et al., 2008]. 

The influence of ionospheric heavy ion outflow, principally O+, has also been studied 

extensively [cf. Kronberg et al., 2014; Welling et al., 2015a; Wiltberger, 2015]. Heavy ion 

outflows from the ionosphere significantly modify magnetospheric dynamics [cf. Winglee et al., 

2002; Brambles et al., 2010, 2011]. In particular, heavy ion outflows appear to slow 

magnetospheric convection leading to a reduction in Birkeland currents and polar cap potential 

[Garcia et al., 2010; Welling et al., 2012]. They also may lead to changes in the character of 

magnetotail reconnection dynamics [Brambles et al., 2011; Ouellette et al., 2013; Wiltberger, 

2015] and interactions between outflows and the ring current appear to modify the Region 2 

currents as well [Welling et al., 2015b]. Thus, the effects of ionospheric ions may also need to be 

included to improve both the quantitative estimates for convection intensity and hence the 

Birkeland current. 

In summary, there are various ways in which the simulations could be modified, all of which 

may improve the correspondence with the AMPERE observations. Since the inner boundary, 

ionospheric conductance, and heavy ion effects all depend on having sufficient resolution to 

yield the latitude structure and locations of the Birkeland currents it would seem that using 

This article is protected by copyright. All rights reserved.



33 
 

higher resolution while implementing coupling with inner magnetosphere models would be the 

first change to assess. Whether the remaining discrepancies indicate implementing improved 

conductance estimates, adding ionospheric ion outflows or other physical processes currently 

omitted from the models would remain to be considered and could be studied by comparing 

results of suitably controlled numerical experiments. The dynamics of nightside currents, which 

were not captured in any of the simulations may or may not emerge from these subsequent 

simulations. The breadth of challenges imply that considerable additional model development 

and validation comparison work remains. Given the challenges of predicting M-I dynamics and 

substorm occurrence in particular, developing and sustaining a real-time monitoring capability of 

high-latitude electrodynamics will likely remain important for the foreseeable future. 
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Tables and Figures 

 

Table 1. Statistics of ITotal and INet evaluated from AMPERE for the two storm events and time 
periods prior to each storm. 

Date/Time Range ITotal * INet |INet| 

 
Avg rms Avg Max Min rms Avg rms 

E1: 2010: 5 Apr 0815-1830 7.03 7.4 0.36 1.64 -1.48 0.63 0.54 0.63 
E2: 2011: 5 Aug 1500 - 6 Aug 1700 5.62 6.84 -0.08 0.91 -1.62 0.41 0.29 0.41 
Pre-E1: 2010: 2-4 Apr 2.03 2.25 0.04 0.69 -0.69 0.19 0.15 0.19 
Pre-E2: 2011: 4 Aug - 5 Aug 1500 0.97 1.3 -0.08 0.39 -0.44 0.15 0.12 0.15 

* All values in MA. 

 

Table 2. Summary of results for linear regression and ratios between model and AMPERE total 
Birkeland currents. 

Event Model a σa b σb CL Ratio σRatio 
4-5 Apr '10 W05 0.989 0.146 0.620 0.025 0.73 0.94 0.62 
4-5 Apr '10 LFM 0.616 0.105 0.617 0.018 0.83 0.83 0.40 
4-5 Apr '10 SWMF 0.378 0.078 0.508 0.013 0.86 0.68 0.46 
4-5 Apr '10 OGGCM 6.615 0.262 1.394 0.044 0.81 3.47 2.03 

         5-6 Aug '11 W05 1.704 0.145 0.584 0.02 0.76 1.36 1.02 
5-6 Aug '11 LFM 0.444 0.094 0.643 0.013 0.89 0.92 0.62 
5-6 Aug '11 SWMF -0.24 0.058 0.402 0.008 0.90 0.28 0.19 
5-6 Aug '11 OGGCM 6.48 0.332 0.915 0.046 0.62 3.52 3.11 
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Table 3. Average of linear regression results between radial current density distributions of 
models and AMPERE Birkeland radial current density. 

    Coefficient Slope 
Event Model <CL> σCL a σa 

4-5 Apr '10 W05 0.20 0.14 0.14 0.10 
4-5 Apr '10 LFM 0.24 0.14 0.28 0.17 
4-5 Apr '10 SWMF 0.28 0.08 0.19 0.07 
4-5 Apr '10 OGGCM 0.11 0.10 0.26 0.25 

      5-6 Aug '11 W05 0.29 0.17 0.28 0.20 
5-6 Aug '11 LFM 0.26 0.16 0.29 0.20 
5-6 Aug '11 SWMF 0.25 0.13 0.14 0.09 
5-6 Aug '11 OGGCM 0.10 0.20 0.20 0.42 
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Figure 1. Overview of the 5 April 2010 storm. Top panel shows the IMF at L1. Black and grey 
traces show BIMF and ‒ BIMF, respectively. Red, green, and blue traces show IMF GSM Cartesian 
components BX, BY, and BZ. Second panel from top shows integrated radial Birkeland current 
from AMPERE with ITotal black, and dayside and nightside total currents in red and blue, 
respectively, and |INet| in light brown. The third panel shows the ACE solar wind proton number 
density (red, left axis) and speed (black, right axis) and the bottom panel shows the symH (black) 
and asyH (red) provisional indices. The ACE data are plotted delayed in time so that the shock 
signature coincides with the impulse signature in symH near 0830 UT. 

Figure 2. Time series of the total Birkeland currents for 5 April 2010 spanning the storm main 
phase from AMPERE, the Weimer (2005b) statistical model (W05) and the three MHD 
simulations as run for the SWPC-GEM challenge. Traces show AMPERE in black, W05 in red, 
Lyon-Fedder-Mobary (LFM) in blue, Open Global Geospace Circulation Model (OGGCM) in 
green, and Space Weather Modeling Framework (SWMF) in tan. The W05 model output results 
were smoothed using a 10-minute average to remove unphysical instantaneous responses of the 
Birkeland current system to changes in the IMF and solar wind and delayed by 20 minutes to 
roughly account for time delays in the M-I system response. 

Figure 3. Overview of the 5-6 August 2011 storm in the same format as Figure 1. The ACE data 
are plotted delayed so that the solar wind density jump coincides with the impulse signature in 
symH near 1800 UTC. 

Figure 4. Time series of the total Birkeland currents for 5-6 August 2011 spanning the storm 
main phase from AMPERE, the W05 model, LFM, OGGCM, and SWMF MHD simulations as 
run for the SWPC-GEM challenge. Format is the same as Figure 2. 

Figure 5. Comparisons of radial current density, Jr, for 0907 UTC on 5 April 2010 near storm 
onset. Upper panels (a) show distributions of Jr versus magnetic latitude and local time from 
AMPERE, W05, LFM, OGGCM, and LFM. AMPERE results are for the 10-minute interval 
centered on 0907 UTC, that is, 0902-0912 UTC. Upward (downward) current is in red (blue) as 
shown by the color bar and the ITotal for each distribution is given with each distribution. Values 
above 1.5 µA/m2 or below -1.5 µA/m2 are saturated. Bottom panels show scatter plots of Jr from 
each model versus AMPERE Jr together with the linear fit between them and the linear 
regression coefficient, r, is given in each scatter plot.   
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Figure 6. Comparisons of radial current density, Jr, for 1015 UTC on 5 April 2010 during storm 
main phase. AMPERE results are for the 10-minute interval, 1010-1020 UTC. Format is the 
same as Figure 5. 

Figure 7. Comparisons of radial current density, Jr, for 1515 UTC on 5 April 2010 late in the 
storm main phase. AMPERE results are for the 10-minute interval, 1510-1520 UTC. Format is 
the same as Figure 5. 

Figure 8. Time series of linear correlation coefficients between model/simulated and AMPERE 
Jr distributions for the same time interval as in Figure 2, spanning the storm main phase on 5 
April 2010. Colors are the same as in Figure 2 with W05 in red, LFM in blue, OGGCM in 
green, and SWMF in tan. 

Figure 9. Comparisons of radial current density, Jr, for 1945 UTC on 5 August 2011 near storm 
onset. AMPERE results are for the 10-minute interval, 1940-1950 UTC. Format is the same as 
Figure 5. 

Figure 10. Comparisons of radial current density, Jr, for 2125 UTC on 5 August 2011 during 
storm main phase. AMPERE results are for the 10-minute interval, 2120-2130 UTC. Format is 
the same as Figure 5. 

Figure 11. Comparisons of radial current density, Jr, for 2215 UTC on 5 August 2011 during 
storm main phase at a time on a sharp onset of nightside currents. AMPERE results are for the 
10-minute interval, 2210-2220 UTC. Format is the same as Figure 5. 

Figure 12. Time series of linear correlation coefficients between model/simulated and AMPERE 
Jr distributions for the same time interval as in Figure 2, spanning the storm main phase on 5 and 
6 August 2011. Format is the same as Figure 8. 
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