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S1. Model details 

S1.1. Renormalization of intramolecular folding forces. 

The	simulated	folding	temperature	(𝑇!!"#)	of	GB1	with	the	initial	parameters	for	the	G𝑜-

like	model	was	307	K	(Figure	S1),	while	the	corresponding	experimental	value	(𝑇!
!"#)	is	

353	K.	Thus,	we	rescaled	the	strength	of	native	contacts	in	the	model	to	achieve	𝑇!!"#	=	

350	 K	 (Figure	 S1),	 which	 is	 close	 to	 the	 folding	 temperature	 of	 many	 proteins	 of	 a	

similar	 size	 as	 GB1.	 To	 obtain	 this	 desired	 folding	 temperature,	 the	 strength	 of	 each	

native	 contact	 pair	 is	 increased	 by	 the	 factor	𝑇!
!"#/𝑇!!"# .	 This	 rescaling,	when	 done	 in	

conjunction	with	the	surface	potential	parameterization	should	provide	a	model	where	

both	 forces	of	adsorption	and	 forces	of	 folding	are	balanced,	 thus	enabling	us	 to	make	

quantitative	 observations	 regarding	 the	 extent	 of	 unfolding	 of	 the	 protein	 on	 any	

particular	adsorption	isotherm	or	at	a	particular	value	of	NP	surface	hydrophobicity.		

S1.2. Calculating the adsorption free energy with umbrella sampling. 

Specifically,	we	use	a	biasing	potential	of	the	form	

𝑉!"# = 𝑘!(𝜉 − 𝜉!)!,		 (S1)	

where	𝑘!	=	10	kcal/mol/Å!	is	the	force	constant,	𝜉!	is	the	desired	distance	between	the	

center	of	geometry	of	the	protein	and	the	NP	center	for	a	particular	biasing	window,	and	

𝜉	is	the	instantaneous	distance	from	the	NP	center.	The	values	of	𝜉!	ranged	from	401	to	

500	Å	from	the	center	of	the	NP	(which	is	1	to	100	Å	from	the	NP	surface)	in	increments	

of	 1	Å.	 At	 100	Å	the	 protein-NP	 surface	 interaction	 decays	 to	 zero.	 The	 canonical	
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ensemble	 is	 used	 and	 the	 temperature	 is	 maintained	 by	 the	 Nosé-Hoover-Chain	

integration	method	with	three	thermostats	of	mass	10!!" 𝑘𝑔 Å!.[1,	2,	3]	Each	simulation	

consisted	of	10	million	steps	of	equilibration	and	30	million	steps	of	production	with	a	

step	size	of	10	fs.		

We	constructed	the	potential	of	mean	force	(PMF)	curve,	𝜔(𝑟),	between	the	protein	and	

the	NP	by	calculating	the	radial	distribution	function,	g(r),	with	the	weighted	histogram	

analysis	 method	 (WHAM).[4]	 The	 PMF	 is	 divided	 into	 two	 domains	 based	 on	 the	

distance	 (𝑟!)	 between	 the	 protein	 center	 of	 geometry	 and	 the	 center	 of	 the	 NP.	 The	

protein-NP	adsorption	equilibrium	constant,	𝐾!" ,		is	derived	as[5]	

𝐾!" ≈ 4𝜋(𝑟 + 400)!𝑒!!"(!)𝑑𝑟 
!!!!

,		 (S2)	

where	 r	 is	 the	distance	between	 the	protein	 and	 the	NP	 center	 and	4𝜋(𝑟 + 400)!𝑑𝑟	is	

the	translational	volume	factor	and	𝐾!" 	has	the	units	of	volumn	(e.g.	Å3).	This	allows	for	

the	adsorption	free	energy	of	the	protein	on	the	NP	to	be	calculated	as		

∆𝐺!" = − !
!
ln (𝐾!" ∙ 𝐶°),	 (S3)	

where	the	𝐶°	is	a	standard	state	concentration	of	1	mole/L	(	= !
!""!

Å!).[5]	

S1.3. Analyzing protein stability on NP surfaces with replica exchange simulations. 

To	understand	 the	effects	of	NP	surface	curvature	and	hydrophobicity	on	protein	GB1	

stability,	we	perform	simulations	and	compare	protein	GB1	stability	in	bulk	solution,	on	

NPs	with	 diameters	 of	 6	 nm,	 20	 nm,	 and	 80	 nm,	 and	 on	 a	 flat	 surface,	 while	 also	 on	

hydrophilic,	moderately-hydrophilic,	and	hydrophobic	NPs.	The	protein	GB1	is	 initially	

randomly	oriented	and	 located	at	a	distance	of	about	16	Å	from	 the	surface	of	 the	NP.	

The	temperature	range	of	280	K	to	490	K	(for	the	protein	in	bulk	solution)	and	of	240	K	

to	410	K	(for	the	protein	on	NP/flat	surfaces)	are	covered	by	24	replicas	(as	shown	in	

Table	S1	and	Table	S2),	with	a	temperature	spacing	of	5	K	for	the	replicas	around	the	
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transition	 point	 and	 with	 a	 spacing	 of	 up	 to	 10	 K	 for	 the	 replicas	 further	 away.	 The	

replicas	exchange	every	2000	steps.	

To	 track	 protein	 folding/unfolding	 during	 these	 simulations,	 we	 determine	 the	

instantaneous	folding	fraction,	𝑓,	or	the	ratio	of	the	number	of	native	contacts	formed	at	

a	particular	 instance	 relative	 to	 the	 total	number	of	native	 contacts	possible.	Over	 the	

time	course	of	the	simulation,	the	average	of	this	progress	variable	is	calculated	as	

𝑓 𝑇 = 𝑓 ! =
!(!)!(!)!!!"!
!(!)!!!"!

,	 (S4)	

where	𝑈	is	the	potential	energy.	The	key	quantity	needed	to	evaluate	Equation	S4	is	the	

density	of	 states,	Ω(𝑈),	which	 is	 calculated	using	WHAM[4]	on	 the	data	obtained	 from	

replica	exchange	simulations.	

The	secondary	structure	of	protein	conformations	obtained	from	the	simulations	were	

analyzed	 with	 PCCASO.[6]	 This	 method	 provides	 accurate	 secondary	 structural	

estimates	 based	 only	 on	 the	 location	 of	 the	𝐶! 	atom	 of	 each	 residue,	 and	 is	 therefore	

nicely	 applicable	 to	 analyze	 configurations	 from	 the	𝐶!-resolution	 G𝑜-like	 model[7]	

employed	in	this	work.	

S1.4. Hamiltonian Mapping. 

To	predict	 the	dependence	of	protein	 folding	on	surface	hydrophobicity,	we	employed	

the	Hamiltonian	Mapping	formalism,[8,	9]	which	is	rooted	in	WHAM.	[4]	This	approach	

can	efficiently	extrapolate	changes	in	the	folding	and	binding	behavior	of	coarse	grained	

models	as	a	function	of	environmental	conditions.[10,	11]	We	first	perform	simulations	

on	an	original	Hamiltonian	(H0,	representing	a	reference	hydrophobicity,	𝜒!"#).	We	then	

reweight	 the	 probability	 distribution	 of	𝑓	(the	 fraction	 of	 native	 contacts)	 obtained	

under	 H0	 to	 analyze	 changes	 in	 folding	 under	 a	 modified	 Hamiltonian	 (Hm,	

corresponding	to	a	given	target	hydrophobicity,	𝜒!"#$%!)	using	the	following	equation:	
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	𝑃!"#"$%!!"# 𝑓 = !!(!)!!!!!
!!"#$%!!

!!!

!!!
!!!!!!!

!!"#
!
!!!

,	 (S5)	

where	𝑒!!! = 𝑃!"#"$%!!"#,!(𝑓)! .	𝑅	is	the	total	number	of	simulations	(e.g.,	the	number	

of	temperature	windows	from	replica	exchange)	and	𝑛!is	the	total	number	of	snapshots	

in	a	given	window.	𝑁! 	is	the	histogram	count	of	configurations	with	a	particular	value	of	

𝑓	in	 the	𝑘th	 simulation.	 The	 free-energy	 shifts,	𝐹!,	 are	 determined	 self-consistently[4]	

and	the	reweighed	probabilities	are	computed	at	298	K.	

S2. Supplementary data 

Both	 the	 original	 and	 renormalized	 G𝑜-like	 models	 of	 GB1	 show	 a	 single	 folding	

transition	point	when	analyzing	 the	 fraction	of	native	contacts	 formed	over	a	range	of	

temperatures	 (Figure	 S1).	 Moreover,	 the	 heat	 capacity	 curves	 as	 a	 function	 of	

temperature	 for	both	cases	exhibit	one	peak	at	 their	 respective	melting	 temperatures.	

This	behavior	indicates	a	two-state	folding	mechanism.	

Figure	 S1.	 The	 fraction	 of	 native	 contacts	 formed	 (solid	 lines)	 and	 heat	 capacity	 (𝐶! ,	

dashed	 lines)	 as	 a	 function	 of	 temperature	 for	 the	 original	 (black)	 and	 renormalized	

(red)	G𝑜-like	models	of	GB1.	
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Figure	 S2.	 The	 dependency	 of	 the	 GB1	 stability	 on	 NP	 surface	 hydrophobicity	 at	

different	temperatures:	(a)	290	K;	(b)	300	K;	(c)	310	K;	(d)	320	K;	(e)	330	K;	(f)	340	K;	

(g)	350	K.	
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Table	S1.	Temperatures	(K)	used	in	the	replica	exchange	simulations	in	the	bulk.	

280 290 300 310 320 330 340 350 

360 365 370 375 380 390 400 410 

420 430 440 450 460 470 480 490 

	

Table	S2.	Temperatures	(K)	used	in	the	replica	exchange	simulations	on	the	NP	or	flat	

surfaces.	

240 250 260 270 280 285 290 295 

300 305 310 315 320 325 330 335 

340 350 360 370 380 390 400 410 
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