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Abstract

Researchnvestigatingthe brain basis of language comprehensiondss®ciatedheleft anterior
temporal [obavith sentencdevel combinatoricdJsing magnetoencephalography, test the
parsing strategy implementadthis brain region. The naber of incremental parse stdpsm a
predictiveleft-carner parsingtrategythat issupported by psycholinguistic resehis compared
with thoseffram desspredictivestrategy We test for a correlation between parse steps and
sourcelocalizedMEG activityrecorded while participants read a stdrgft-cornerparse steps
correlated with activity in thieft anteriortemporal lobe around 350-500 ms after word oriset.
other correlations specific gentencecomprehensiowere observed. These data indiditat

the left anterior.temporal lobe engages in combinafwocessing that is well characterizedaby

predictiveleft-carner parsingtrategy

1. Introduction
Previous research has implicatee left anterior temporal [o@&TL) in computing basic
aspects of sentenseructureduring languageomprehensiorf@r reviews, se€riederici &
Gierhan, 2013; Pylkkénen, 2016). Howebg specific algorithm implemented in this region
has not beemvestigatedThis studyseeks to characterize this algoritbspncomparing a
predictivelefteorner” parsing strategy andesspredictive strategy in terms of their fit with
the spatietemparalprofile of neural signals recordeacing magnetoencephalography during a
naturalistic’reading task

Evidence connectintpe leftATL to basic sentence combinatorics comes from patient
studies, neuroimaging, and electrophysiology. Dronkers et al. (2004) report an analysigtof 64 le
hemisphere stroke patients who performed a pichatshing task with spoken stimuli that
varied in linguistic complexity. Correlations between lesion site and taBkp@nce suggested

that damage tde left anterior temporal lobe led to difficulty “at the most basic levels of

This article is protected by copyright. All rights reserved


mailto:jobrenn@umich.edu�

ATL INCREMENTAL COMPOSITION

constituent structure processing” (p. 1@grther evidence comes from neuroimaging studies
comparingstimuli that do and do not contain sentence structdseng Positron Emissn
Tomography (PET), Stowe et al. (1998) conaghists of content and function woragith

simple sentences, sentences containing-thsgnce dependencies and sentences with syntactic
ambiguities<While the latter twatimulus typesed to activation irthe left inferior frontal gyrus
(IFG; “Broca’s. Area”; cf. Just et al., 1996tromswold et al., 1996) the comparison of simple
sentences'with'word lists led to activation in the anterior temporal lobes bilatetaiiyphries et

al. (2005) report that the right ATis sensitiveo the prosodic contours séntenceswhile the

left is sensitive to the presenaeabsence of syntactic structuA focal ATL effect for sentence
structurehas been replicated using both auditory and visual stimuli (Vandenbsrghge

2002; Humphries et al., 2006; Rogalsky & Hickok 2009; Mazoyer et al.,)1888e other

studies using similar manipulations report activation in this region as well as others (Pallier et al.,
2011; Friederici et al., 2000; Jobard et al., 2007; Snijders et al, X00&t al, 2005; Brennan &
Pylkkanen2012).

Studiesticomparing word lists to sentences have not isolated compusaiaifs to
sentence parsinfgom other aspects sentenceomprehension. Brennan et al. (202@16
focused on.parsing computations by correlating the amowstiuwsture createdord-by-word
according-to &et ofpsycholinguistic modelwith fMRI activity recorded while participants
listened to a storyin both studies, a region of the I&TL positivelycorrelatedvith measurs
of constituent structurprocessing. Furthea series oMEG studies hagvestigated the
localizatioprand timing of neural activity involved in understanding simplewaal phrases,
like “red boat*with results showing thacross a rangef tasks and modalities, phrases but not
single words or lists of words elicit left anterior temporal activaltieginningbetween 200 and
300ms after stimulus onséBemis &Pylkkénen, 2011, 2012, 2013aRylkkanen et al. 2014,
BlancoElorrieta & Pylkk&nen, 2015; Zhang & Pylkkanen; Westerlund et al., 2015; Del Prato &
Pylkkanen, 2014WVesterlund & Pylkkanen, 2014).

In sum); stimuli that contain phrasal or sentence structure &lititactivity (Bemis &
Pylkkanen2011, 2012, 2013atymphries et a] 2006; Rogalsky & Hickok 200®allier et al.,
2011; Friederici et al., 2000; Jobard et al., 2007; Snijders et al. 2009; Vandenberghe et al., 2002;
Xu et al., 2005; Brennan & Pylkk&nen., 2012, Brennan et al., 2012, 2016) and damage to this
regionleads 6 impairments in comprehending simple sentences (Dronkers et al., 2004). This
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pattern of findings has led to the hypothesis that this region is invohmsio combinatoric
processing (Dronkers et al., 2004; Hickok & Poeppel, 2007; Friederici & Gierhan, 201t8h W
this converging view, there remains debate as to whether such processes are best characterized in
terms of syntactior semanticomposition (Pylkkanen, 2016; see Supplementary Materials for
further discussion)n addition, vhile the literatire furnishes apecifichypothesis abouiasic
composition_inthe left ATL, motivating our focus on it, we also expt@gsible contributions
from otherregions that have been implicated in sentEwad-computationsThese regions
includethe'lefttemporgarietal junction (TPJXumphries et al. 2006; Pallier &t 2011; Bemis

& Pylkkanen 2013), the ventral medial grental cortex (VMPFCPylkkanen & McElree 2007;
Brennan &Pylkk&nen 2008, 2010; Pylkkanen et al., 2008)ivamdub-parts of théeft IFG, the
Pars Triangularis (PTr) and Pars Opercularis (R@g) Hagoort, 2005, 2018&ee
Supplementary:Materisifor discussion).

Our goal was to advance our understanding of the algonitipiemented in thisentence
processingietwork especiallythe ATL. Sentencerocessing input is incremental, word-by-
word (e.g.MarsleAVilson 1975; Tanenhaus et al., 1995; Altmann & Kamide, 1999) and
research infcemputational psycholinguistics has identified many canpatateg strategiethat
operatan-this way (see Hale 2014 for an introductiofhese strategiediffer in the degree to
which they-are predictive. At one endtbé spectrum artbottom-up” strategies that posit
constituents only when all members of that constituent have been encouitehedopposite
end are'top-down” strategieshat predictively postulate structure. Also possiblenaibeed
strategies thatypostulate a constituent dftedeftmost member of that constitudrds been
encounteredRestated in phrasgructure terminologythis “left-corner”strategyidentifies each
syntactic nodemmediately after the first child of that nodsencountered, but before any
remaining.children are encounter&therstrategies are available as welkluding those that
employ differendegrees of predictiveness for different grammatical riidesners, 1977; Hale
2011), and.those that do not fully articulate the constituent structure of a sentarfoed &

Sturt 2002 Ferreira& Patson 2007.

One"piece of evidendbat the leficorner strategy best approximates human performance
comes fromhe memory demands that are imposediiffgrent sentence structurésbney &
Johnson, 1991; Resnik, 1992; Johnson-Laird, 198&)well known that humans have trouble
processingertainsentences which one phrase is embedded in the middle of andtoer
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example, the sentence in (1a) can be expanded with a relative clause as in (i)ingahis
same pattern further, however, leadsdmprehension difficulties (1iller and
Chomsky, 1963).

(1) a.The.plumber visited the house.
b. The plumber [who the contractor likes] visited the house.

¢. the'plumber [who the contractor [who the homeowner likes] hired] visited the house.

This patternfollows if these “multiply centeembedded” sentensevertax working memory
resources (Mille& Chomsky 1963). Abney & Johnson (1991, cf. Resnick, 1992) show that the
left-cornerstrategyhasthe property that memory lodakcreass linearly with sentence length for
centerembeddings like those in (1) but not for embeddings like thoge3hbelow, which

impose linearly increasing memory demands under bottom-up alotep-strategies

respectively. Cruciallyhumans compreheritieselattertypes of sentences easily; this pattern
follows if theshuman parser follows a leforner strategycf. Gibson, 1998; Lewis & Vasishth
2005).

(2) Beatrice said that [Susan askbdt [Bill tell [Franklin to come home.]]]
(3) [[[Franklin’s] Friend’s] Sister's] nephewame for a visit.

Numerous other studies have provided evidence that human sentence processing is
predictive im-asway consistent with thedt-cornerstrategy(Chambers et al., 2002, 2004; Xiang
et al., 2009; Sturt & Lombardo 2004; Hale, 2011). Further, the propertidsfocarner strategy
are compatible with broadrange of othephenomena from the sentefm@cessing literature
(Hale, 20112014. Given thditeratureimplicating theleft ATL for combinatorigprocessing,
we testwhether thdeft-cornerstrategycharacterizes activation in the ATWe alscexplore
whethernt might characterizactivationin othersentencegrocessingegions. Using a context-
fee grammar for a fragment of Engliste compare a leftorner strategy with kesspredictive
bottom-up vaantin terms of the number of rules evaluated wordalmyd. Bottom-up models
which are arguably simpler (Steedman, 2000, p. 280)¢ shown success in predicting brain
signals from the lefanterior temporal lobeecordedwith fMRI (Brennan et al., 2012, 2016).
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However,fMRI signals are sluggish relative to language processing and are thus rstinesll
to adjudicate between differeincrementaparsing strategiest is alsopossible that the parser
distinguishes between different kinds of combinataules (e.g. syntactic vs. semanscich that
different ruletypes are evaluatday differentstrategiesimultaneouslygo-called “asynchronous
evaluation”.Shieber & Johnson, 1993). We exptbigepossibility inthe Supplementary
Materials.

Thée'models that we test are samples from a much larger space of possibilities that ranges
over different'grammars, strategies for rule evaluation and ambiguity resolamid hypotheses
for linkingimodel dynamics with neural signals (see Brennan, 2016 for discuszbential
conclusions areonstrained by the assumptions that we adopt. Abney and Johnson (1991), for
example, use a memalyad metric to link parse strategy with processing cost, while the present
study uses a ruleeunting metricOur choces for this initial investigation are guided by recent
efforts that successfullink parsing models with behavioral and neural signals using, for
example, context-free grammars (e.g. van Schjindel and Schuler, 2015; Henders@0&63!
andrule-courting metrics (Brennan et al, 2012; 2016).

Wetestthe model predictions using bralata collected from a stongading task. Story
readingengagesaturalistic processingther thartaskspecific strategies that may be elicited by
readingiselated sentence€omprehenderare highly sensitive to the statistical dependencies
present irartificial stimuli (Fine et al., 2013)and ly usinga contemporary short story véeek
to minimizeidiosyncratictaskspecificeffects on prediction. Aarrdive stimulus also increases

participantsattention angeural engagement (Stephens et al., 2010).

2. Methods

2.1 Participants

27 participantg16 females 11 maleyvolunteered fothe experimenfage 19 to 33yl = 25) All
participants wereight-handed Oldfield, 1971, had normal or corrected-normal vision, and
reported no history of neurological disord&l.experimental activities were conducted in
accordance with the Institutional Review Board at New York University.

2.2 StimuliandTask

The stimulusvasfrom the short storgrybabyby David Sedaris (2008) and was presented
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visually one word at a time to form the STORY block. Edited for lerigthstory contaied
1279 words. A second ST block of stimuli was constructed by pseudo-randomizing the story
textand removing punctuatido create a list of grammatically unconnected words. The
randomization was constrained to avoid pairings of words that that made up possitds, phras
including Article-Noun, AdjectiveNoun, PrepositioiNoun, NounVerb and Verb-Noun.

The ordering of the LIST and STORY blocks was coubtdanced across participants.
The presentation was interrupted every 1 to 2 minutes by a yes/no memory question probing the
content forthe"'STORY block (e.g. “Did the narrator eat lemon chicken for dinney ) tine
LIST block, asking about individual words (e.g. “Did you see the word ‘tube’?") or semantic
categoriess«(e«0: “did you see any animal name&&3ponses were indieat with a button press
on an optical response box placed under the left Hdreke questions provided a measure of
attention and also offered the participant a short break; the experiment didunaoe nasil

initiated by the participant.

2.3 Modeling
Combinatericrules were applied according to adefnerstrategy By counting the number of
rules evoked word-by-word, the model generatedementakstimates of processing effort
(Miller and*Chomsky, 1963; Hawkins, 1994; Frazier, 1985); terminas nubre excluded from
this calculation’ Previous research suggests that the number of rules applied by the parser
correlates with associated neural activity (Brennan et al, 2012; 2016).

We useda set ofcontextiree rules defined over syntactic categorigse rules described
a grammatical. fragment for prepositional phrases (PPs) and we astanthe parser does not
give a label.to predictedodes(see Roark2001pp. 10, 26). In this fragment, a determiner
phrase (DP)visithe complement of a preposition, and adjectives are adjoined tmtpanase
(NP) that they modify. This constrained domain provided broad enough coverage for the target
text whileminimizing the number of potentially controversgrammaticahssumptions?P
structures are repeated many times throughout the storyg tletigiledparsinganalysis of a few
exampleglerived complexity predictions for mapyrases with a shared structuretotal, 224

! More precisely, for a wordt/and a partial linguistic representatiGhwhere the integration of
Wwith Cproduces a representatialf the complexity associated wittlris the number of rules
that have been applied to prove tidis well-formed.
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words inthe storyfell within the domain of the modeTherulesand lexicorfor this grammar
are giveras Supplemental Materiahdasetof example tregaregiven inFig. 1A.

In addition to tracking the leftorner evaluation of syntactic structumee also tracked
the bottomup evaluation of a set of semantic rufé&/e have in mind the sense of bottom-up
from formal.semantica/here the interpretation afconstituents defined in terms of the
interpretation_of thenembers of that constituenhis can inalide subeonstituentsvhose internal
structure hasnot been entirely recognized (Stab#91). More detail, including the algorithm
used, is given'in section 3 of tBeipplementary Materials.

Examples of the word-by-womdile-application dynamics provided by the nebdre
given in Fig. B and Table 1. Each set of counts reifies a hypothesis about the steatay

that is implemented in a particularain region.

A. PP PP
5 > P/\DP /\
‘ /\
n D NP in Wlth /\
| /\ DP D’
the N /\ D
NP PP D NP D NP h“ /\
N P/\DP | N ‘ : NP
my ’ N |
"I | P | | /\ N
dIS€  peside D NP parents generation AdVP ‘ ‘
\ \ hand
my N Adv A anas
seat remarkably  large
B- LC:1 LC:1 LC:3 LC:1
BU:0  pp BUIT  pp BU:3  pp BU:2  pp
p p .DP P ..DP P DP
\ \ /\ \ \
in in in /\ in /\
D DP D DP D’
my D NP D D NP D NP
\ \ | \ \ | \
@ LC rule evaluation my I\‘I my IT ' I\‘I
O BUrule evaluation parents parents generation

Figure L#(A) Three example trees for the prepositional phrases covered ggathmar. (B)
Word-by-wordrule-applicationdynamics for one example structu@ircles indicate thaon-
terminalnodds) that are@ecognizedat each stepccording to the leftorner (LC, closed circle)

2 The wle-sets form a near homomorphism (25 of 27 rules are homomorphic) such thatihis de
affects only two of the 224 words in the domain of the model.
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and bottomdp (BU, open circle) strategies.

Table 1: Example rule-counts from prepositional phraseswithin the domain of the

grammar

1. in my parents’ generation
Leftcorner—1 1 3 1
Bottom-up™0 1 3 2

2. n the aisle beside my seat
Leftcorner 1 1 1 2 1 1
Bottom-up 0 1 2 2 1 2

3. with his remarkably large hands
Leftcorner 1 1 3 1 1
Bottom-up 0 1 2 2 2

2.4MEG data"processing
Data werescollected in the NYU/KIT MEG facility at New York UniversBgee supplementary
materials for details othe experimentgbrocedure.

Dataanalysis followethat ofBrennan & Pylkkanen2012). Environmental noise
recorded at three reference sensors was removed from the data using re(fdssioiret al.,
2001). The data were lopass filtered at 481z, resampled to 200 Hz, and high-pé&kered at
0.1 Hz to remove signal drift. Individual channels showing excessive noise or satweate
excluded-fdedian = 2, Range = 0-6). Epochs spanning {d@D0 mswere extractd for all
target wordsn the STORYblockthat occurred within theainain of the modeds wereepochs
for those same words when they were presented in the LIST block. prtegpantsvere
excluded'due toecordings withexcessivenoise and ongarticipantwas excluded due to the
lack ofcharacteristi@voked compones(i.e. M100, M170; see Pylkkanen and Marantz, 2003).
One additional participant was excluded dua faucial digitizationerror, leaving 22
participants for data analysiSpochs with a peato-peak amplitude- 3000fT were marked as
containing an artifact and excluded. On average, 29f134 ORY epochsand 25.%6 of LIST
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epochs were excluded, leaving an average of 168 and 167 epochs, respectipelyicgeant

There was no statistical difference in the number of artifacts across the two b2tks (.13,

p>0.5).

The data were projected into sougpace using minimut2 norm estimation wittMNE

software (Martinos Center, MGH, Bosto®ee Supplementary Materials &murceanalysis

details.

2.5Regions of Interest

The analysis fecused @nfive anatomically constrained regions of interest (ROIs) motivated by

prior literature(the region label as it appears in the Freeswdesion 5.1.0 distribution of the

Desikan et al. 2006tlasis givenwithin quotation marks

(1)

(2)
3)
4)
(5)

Left anteriotemporallobe (ATL; combining the “superiortempor#i* and
“middletemporalh” labelsexcluding sources posterior to the anterior edge of
the transverse temporal gyreseeRademacher et al., 1992)

Temporgarietal junction (TPJ; "supramargiral’)

Left parstriangularof the IFG (PTr; "pargriangularisih®)

Left pars opercularis of the inferior frontal gyrus (POp; “pgoyercularish™)

Left ventromedial prefrontal cortex (VMPFC; “medialorbitofronitail)

Source 'time=courses within each region were averaged per &thocations are illustrated in

Fig. 2.

Figure 2: Five regions of interest overlayed on tateral (insert: mediaipflated cortex of the

Freesurfefsaverage template brain.

This article is protected by copyright. All rights reserved



ATL INCREMENTAL COMPOSITION

2.6 Statistical Analysis

Singletrial sourceactivity and modeled parse stepsrecomparedising linear mixegeffects
regression«(Gelman & Hill 20Q0®aayen et al., 2008Source estimates per ROl were averaged
within 100 s intervalswhich spanned -100-600 ms in 5@ imcrements. Estimates were
modeled as dunction of fixed effects for blockSTORY or LIST), the number oparse steps
estimated'by the model, and the interaction between blocgaasd stepdModelsalsoincluded
nuisance predictor®r word length in lettersLEN; meancentered)irial order ORD; mean
centered)sentencegoosition in the storyROS;meancentered), word frequenciFRQ;log-
transformed /and measentered, based on the HAlritten languageorpus Balota et al.

2007), andrandom intercepts per participaats® ste@ndsentence orderedictors that were
defined based.on the STORY block were applied to the same words when the occurred in the
LIST block.

Theparse stepredictorsvere moderately correlated with several of the nuisance
predictors K(Left-corner FRQ) =-0.26;r(Left-corner,LEN) = 0.26;r(Bottom-up,FRQ) =-0.53;
r(Bottom-up,LEN) = 0.46). We thusresidualized each parse sy@gdictor againdexical
properties of werd frequency and word length. We duldéreved coefficierd“rLC” and
“rBU” . The'marse step predictors were also moderately correlated with eachroth@B9).

Steps taken to separately test the independent contributions of these medetescribed in
the Supplementary Materigl Correlations between each continuous tntered into the
regressions are provided in Supplementary Table S1.

Parse.stepmay beconfounded in some cases with syntactic categatggories more
likely to.appear.towards the beginning of the phrase, such as determiners) aneraléikely to
have higherssecores @nleftcorner predictowhile categories appearing towards the end of a
phrase, such as nouns, are likely to have higher scores on a botpredigboras it isderived
from alesspredictivestrategy To ensure effects reflect senterievel composition and not
word-category informationywe focused on correlatiortiat were specific tthe STORY
condition. We did this by conducting a otaéled test for a positive effect on the block by parse
steps interaction coefficientVe determinedsignificance with a nomparametric permutation test
in which wecreated a cluster test statistic by summing standardized coefficients greater than

1.64 @ = 0.05 under a normal distribution) frosaljacentime-windows. Test statistics were
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evaliatedagainst a reference distributed created ®900 simulations in which we (i) randomly
permutedhe trial order within participant§i) re-fit the regression models against {esmuted
dependent variable, arfidl) identifiedthe largest clustetatisticper simulationMaris &
Oostenveld, 2007 Clusterstatisticswith valuesgreater thamhose from 95% of these
simulationswere “statistically significantata = 0.05.

In addition to testing a specific hypothesis about activation in the ATL regea|se
explored potential correlations with activation from four other regions. To ensreuth
analysis had'the same power to detect effects beyond the ATL, we did not imposeatdiffer
statistical threshold in the exploratory analysis by addimyléple-comparison correction.
Rather, wesused the same statistical thresholds across all régigrresultsfrom the

exploratory=analysis must, consequentially, be interpreted cautiously.

3. Results

3.1 Behavioral Results

Average accuracy in the STORY block was 88.4% compared with 78.2% in the LIST block.
Both ofitheserscores were significantly higher than chance performance (ST@&H¥ 21.0p
<0.001; LIST:#(26) = 12.1p < 0.001) and performance in the story block was significantly
higher than'in the list block(26) =-4.2,p < 0.001.

3.2MEG Results

We first computed grandveraged source wavpsr block for each of the five ROIs. Row 1 of
Fig. 3 showssthat activationdneased over the first 28M0 ms post stimulus onset in all ROIs
followedsbyrasdecline towards baseline. Peak activation varies slightly across ROIs, with an
earlier peak and sustained activation (about£B0mns) in the ATL contrasting with later peaks
around 350-400 ms in the VMPFC, POp and PTr (cf. Brennan & Pylkk&nen A®A2)
activation,in contrast, shows a more subdued response pattern. The sigruficatations

reported-below match the intervals of increased activation within these ROIs
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ATL VMPFC - POp PTr TRJ

Activation, dSPM
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0.10'4
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-0.05

BrBU:STORY

-0.104

0.10
0.05

S O e

-0.05 4

preu

[Il 260 460 660 (IJ 260 460 660 [Il Ti?gg, n:(IJSU 660 (IJ 260 460 660 [Il 260 460 660
Figure 3: Row 1: Timeeourses of averaged source activation from five R@lthe STORY
block (dottedlines) and LIST block ¢olid). Row 2: Estimated effects3( coefficients) for the
interaction ef.stimulus block with residualized lefirner parse stegdC). Row 3: Estimated
effects ofthe"interaction of stimulus block with residualized bottipnparse steps (rBU). Row
4: Estimated main effects of rBU parse steps. Grey shading indicate +1.64 coefficient standard
errors. A positive value for the interaction effects shown in rows 2 and 3 indicates greater effect
for left-corner or bottom-up parse steps in the STORY block. **" indicates agpas-with a

statistically significant effect based on a fmarametric permutation test.

The key results are indited by significant correlations between parse st&gS¢r rBU)
that are greater in tf€TORY block than in th&.IST block. Thisis reflectedn aninteraction
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betweerparse steps and block. Such an interaction was foumtd@an the leftATL from 350-
500ms (p < 0.05) Timecourses for theLC interaction effects are shownriow 2 of Fig. 3No
statistically significaneffects were observed in any other region.

No significant effects for the interaction betwe®t) and block were observed in any
ROIs (row 3.ef Fig. 3). However, we did observe a significant main effee¢Bidrin the ATL
from 300 t0,500 msp< 0.05 row 4 ofFig. 3). Visual inspection also suggests main effects for
rBU in the'VMPFC between 300 and 400 ms and a smaller effect in the TPJ between 500 and
600 ms However, neither ofhese effects were statistically reliabliger correctingor multiple

comparisans.

4. Discussion
In this study we recorded magnetoencephalograplgduring story-readingto test the
prediction thafATL -localizedbrain activity associatewith buildingsentencestructure follove a
predictive leftcornerstrategy(Abney & Johnson, 1991; Resnik, 1993; Hale, 201&)s® steps
estimated/wittthe left-cornerstrategy (rLC)significantly corelated with IeffATL brain
activity 350-500ms afterstimulusonsetfor words presented in a story as compared with the
same stimulispresented amrandomized list. By residualizitlgeseparse steps against lexical
level predictors anbtly evaluating the contribution of this predictor in the STORY block relative
to the LIST block, wesought to isolate the effefdr parsing.The concordance between the
operations ef théeft-cornerparsingstrategyandATL activity supports the hypothesis ti#afL
activity may reflect the operations of a circuit that implerséris strategy

The finding that theparse stepneasuresorrelates reliably wit\TL activity during
passive reading of @aturalistic text matches well with previous work showing a correlation
between syntactic node count and anterior temporal activity in fMRI when hgtena story
(Brennan etsalg2012, 2016). Theatial location isurtherin accordance with the lardmdy of
work showingsthat anterior temporal lobe is sensitive to the presence of even the sihrpkest
structuresymeasured with hemodynamic (Humphries et al., 2006; Rogalsky &
Hickok 2009; Pallier et al., 2011; Friederici et al., 2000; Jobard et al., 2007; Snijdier208Ca
Vandenberghe et al., 2002; Xu et al., 2088d electrophysiological (Bemis Rylkkanen 2011,
2012, 2013a,b; Brennan & Pylkkanen, 2012; Westerlund & Pylkkanen, 2014; Del Prato &
Pylkkanen, 2014; Zhang & Pylkkanen, 201&chniqies.However, thdatency of the effect we
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observes later than those found in the above-cited electrophysiological studies, which report
effects for constituent structubeginning around 250 ms. Ospeculativeexplanation for this
latency differences that whereas the studies above examined minimainaral phrases, the
story text used in the present work led to greater variability in the-lyevdord timecourse of
parsing.

We did_not observe a significant interaction effect invohpagse steps from a less
predictivebottom-upalternative(rBU). We did howeverpbserve a main effect foBU: more
bottom-upparsestepscorrelated with increaseTL activity in both theLIST andSTORY
blocks. This pattern cannot be understood in terfiew-level factors that correlate with word
category, suchsas word frequency or word length, as those confounding variables toszd fac
out using residualization. e anyinterpretation is necessarily pdstc, one possibility is that
that this corrkation reflectsvord-category information associated with syntactic or semantic
frames Previous work that has focused on word category information by comparing, for
example, nouns and verbs, has not foantkrior temporal lobactivation(e.g. Bedny &
Thompson=Sehill, 2006; Berlingeri et al., 2008). However, this work has been conducted using
hemodynamicestechniques and may have limited sensitivity tmtnetransientphenomena to
which MEG.Is sensitive.

Reeent research has shown that LATL sensittatghrasal structure is modulated by the
conceptual specificity of the composing lexical items, such that combinatoric effects are obtained
only when'.composition leads to a clear increase in the specificity of the expi@gssterlund
& Pylkkanen2014; Zhang & Pylkkénen, 2015). We did not include a measure of conceptual
specificity imsour modeling and thus cannot speak to effects of specificity in tlentcdata.
However, given the prior specificity findingsur positiveLATL results suggest that afScient
ratio of the combinatoric steps in our narrative satisfied this specificity constraint. Against this
backdrop,.the.interaction of composition and conceptual specificity in narraiviesily a
natural topic for future studies.

Wedid'not findany statistically reliable correlatiomsth left-cornerparse stepsutside
of the ATL region. We interpret such a null result with cautidrhe presentdatasimply provide
no evidence to link incrementahrse stepaccording to théeft-cornerstrategyto regions other
than theATL. Severadimensions of the model remain open fotlier exploration. One
dimension concerns the linking hypothesis. The present approach quantified the coshgf movi
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from one parser state to the next in terms of the number ofthaleare evaluatedord-by-

word. In doing so, the present mo@esisumes a “perfect oracle”: the parser méke<orrect
choice at each point. Quantifying parser uncertainty (e.g. via “sufpiite, 2001) offers an
alternative linkinghypothesis that would provide insight into mechanisms associated with
resolvinguneertainty(cf. Willems et al., 2015; Henderson et al., 2016; Brennan et al., 2016).
Alternatively, one might quantify the memory demands between parser states, foreexiampl
memory' retrievaeffort (Lewis & Vasishth, 2005) or by tracking the depth of the stack for a
stackbasedparsdp tap into mechanisms associated with working memory (Yngve; 1960
Abney & Johnson, 1991).

Anotherndimension worth exploringpncerns the grammar that was used to define well
formed syntactic representations. Alternative analyses of prepositional phrases and noun phrases,
including those that permit flexible constituency (Steedman, 2008jtevnatives thatary the
hierarchcal depth of analysis (e.§anford & Sturt, 2002jre expected to yield estimates
distinct from those tested in this experiment. Such data might prove fruitful in testing the

predictiong=ef-distinct grammatical claims.

5 Conclusion

We tested'the predictn that the left anterior temporal lobe implements an operation that can be
modeled as lefcorner parsing in the service of sentence comprehension. Correlating the number
of word-byaword parse steps with MEG data recorded while participants read abstongt the

same words in‘a random order, revealed increased correlation between parse steps and activity in
theleft anteriertemporal lobe. This result is consistent with and provides algadtspecificity

to the claim that the anterior temporal lolBfprmsbasic combinatoric operations.
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Table Captions
Table 1 Examples of rulecounts from prepositional phrases within the domain of grammar when
rules are applied according to either a-taftner or bottom-up parsing strategy.

Figure Captiens

Figure 1. (A Three example trees for the prepositional phrases coverte lgyammar. (B)
Word-by-wordruleapplication dynamics for one example structure. Circles indicate the non
terminal node(s) that are recognized at each step according to tberfedt (LC, closed circle)

and bottonup«(BU, open circle) strategies.

Figure 2: Five regions of interest overlayed on the lateral (insert: medial) inflated cortex of the

Freesurfefsaverage template brain.

Figure 3: Row«l: Timeeourses of averaged source activation from five R@lthe STORY

block (dottedlines) and LIST &tk (solid) Row 2: Estimated effects3( coefficients) for the
interaction“of,stimulus block with residualized tefirner parse steps (rLC). Row 3: Estimated
effects oefithe interaction of stimulus block with residualized bottipnparse steps (rBU). Row

4. Estimated main effects of rBU parse steps. Grey shading indicate £1.64 coefficient standard
errors. A positive value for the interaction effects shown in rows 2 and 3 indicates greater effect
for left-corner or bottom-up parse steps in the STORY bld¢tkadicates a timespan with a

statistically'significant effect based on a fmarametric permutation test.
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Table 1. Examplerule-counts from prepositional phrases within the domain of the

grammar

1. in my parents’ generation
Left-corner 1 1 3 1
Bottem-up O 1 3 2

2. in the aisle beside my seat
Left-corner 1 1 1 2 1 1
Bottom-up O 1 2 2 1 2

3. with his remarkably large hands
Left-corner 1 1 3 1 1
Bottom-up O 1 2 2 2
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