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Abstract This study presents a newly coupled model capable of treating the superthermal electron
population in the global polar wind solution. The model combines the hydrodynamic Polar Wind Outflow
Model (PWOM) with the kinetic SuperThermal Electron Transport (STET) code. The resulting PWOM-STET
coupled model is described and then used to investigate the role of photoelectrons in the polar wind. We
present polar wind results along single stationary field lines under dayside and nightside conditions, as well
as the global solution reconstructed from nearly 1000 moving field lines. The model results show significant
day-night asymmetries in the polar wind solution owing to the higher ionization and photoelectron fluxes
on the dayside compared to the nightside. Field line motion is found to modify this dependence and
create global structure by transporting field lines through different conditions of illumination and through
the localized effects of Joule heating.

1. Introduction

Much of the plasma in the magnetosphere is known to be of ionospheric origin. The significance of the iono-
spheric source of plasma is such that it has even been suggested to be fully sufficient to account for the
majority of magnetospheric plasma [Chappell et al., 1987]. This is especially true during geomagnetic storms
where it has been demonstrated that O+, an indisputable indication of an ionospheric source, is found to be
a major component [e.g., Lennartsson et al., 1981]. The presence of ionospheric plasma affects all parts of the
space environment such as the ring current [e.g., Shelley et al., 1972], the reconnection rate [e.g., Shay et al.,
2004], and magnetospheric convection [e.g., Glocer et al., 2009b] to name a few. It is therefore imperative to
understand the processes involved in transporting ionospheric plasma to the magnetosphere.

Outflows of ionospheric plasma along open magnetic field lines was first suggested by Dessler and Michel
[1966] and Nishida [1966]. Later the concept of a “polar wind” was introduced by Axford [1968] and Banks and
Holzer [1968] to suggest that the outflow would become supersonic. They called this persistent outflow the
polar wind as it is similar in concept to the solar wind. The polar wind concept was later confirmed observa-
tionally by the Explorer 31 and ISIS 2 satellites [Hoffman, 1970; Brinton et al., 1971; Hoffman et al., 1974]. Since
that time, it has been shown that there are many contributing processes to ionospheric outflow. Detailing
each of these processes is outside the scope of this paper, but we refer the interested reader to the reviews
by Yau et al. [2007, and references therein] and Welling et al. [2016, and references therein]. In this paper, our
primary focus is on the role of photoelectrons in the quiet time polar wind.

Photoelectrons are generated when solar EUV impinges on the neutral atmosphere creating ions and elec-
trons. It was first suggested that these photoelectrons could affect the polar wind solution by Axford [1968]
and Lemaire [1972]. Essentially, they suggested that the relatively energetic photoelectrons would try to
separate from the more massive cold ion population giving rise to an enhanced electric field which would
retard the escape of the electrons while simultaneously accelerating the ions. Photoelectrons can also influ-
ence the thermal plasma solution through energy deposition to the thermal electrons via Coulomb collisions
[e.g., Yau et al., 1995]. Observations generally support the idea that photoelectrons exert some influence on
quiet time polar wind solution. For instance, Abe et al. [1993] showed that polar wind velocity is higher in
the dayside polar cap than the nightside. As the photoelectron flux is observed to be greater at lower solar
zenith angles (SZAs) than at higher SZA [Lee et al., 1980; Peterson et al., 2008], the day-night asymmetry in
the observed velocity is suggestive of the importance of photoelectrons. Likewise, a statistical study of polar
region observations of electron density by Akebono and electron and ion temperature observed by European
Incoherent Scatter (EISCAT) Svalbard Radar (ESR) shows a strong SZA dependence [Kitamura et al., 2011].
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Subsequent modeling by Glocer et al. [2012] demonstrated that photoelectron effects are likely more respon-
sible for this observed SZA dependence than enhanced ionization.

Given the importance of photoelectrons in understanding the quiet time polar wind solution, there have
been several efforts to include them in numerical models. Modeling work by Tam et al. [1995] and Tam et al.
[1998] demonstrated that photoelectrons can influence the O+ solution, although the predicted temperatures
were higher than observed values. Simulations by Khazanov et al. [1997] showed a clear connection between
the concentration of photoelectrons, relative to thermal electrons, and the ambipolar potential and polar
wind solution. Modeling work by Wilson et al. [1997] and Su et al. [1998] have found similar results and further
investigated the consequences of a high-altitude potential drop above three Earth radii. Such a potential drop
is one way to satisfy the zero current condition which states that the photoelectron flux must be balanced by a
combination of ion flux and thermal electron flux; a high-altitude potential drop would reflect a portion of the
photoelectron population thereby reducing the net flux. Varney et al. [2014] examined this issue in great detail
using a field-aligned polar wind simulation with kinetic electrons and fluid ions using different potential drop
values. Their results suggest that increasing the value of the potential drop lowers the electron temperature
at high altitudes and increases it at lower altitudes.

Currently missing in existing models of ionospheric outflow is a global approach including a fully kinetic
treatment of the superthermal electrons. The previous works described above are either applied to station-
ary single flux tubes or are global but rely on externally imposed calculations of the superthermal electron
population [e.g., Glocer et al., 2012]. The purpose of the present work is to fill this gap by presenting a
newly capable model combining a fully kinetic model of the superthermal electron population with a global
hydrodynamic polar wind model. While our focus here is on the photoelectrons, the model can potentially
include other superthermal populations as well. How the photoelectrons control the global structure of the
quiet time polar wind and how ionospheric convection affects this solution are central questions addressed
in this study.

In this paper we describe a newly coupled model combining the Polar Wind Outflow Model (PWOM) with the
SuperThermal Electron Transport (STET) code. The coupled PWOM-STET code is capable of studying the role of
photoelectrons on the global polar wind solution. We describe the models and their coupling in section 2. The
results are presented in section 3 and cover steady state dayside and nightside conditions, global simulations
including the effects of convection, and a cursory examination of the effect of including a reflection potential.
We summarize our results and discuss our conclusions in section 4.

2. Model Details

Assessing the role of Superthermal Electrons (SE) in the formation of ionospheric outflow requires a global
model capable of fully treating the thermal ions and electrons as well as the SE population. These populations
should be modeled self-consistently such that the production of an SE is paired with the production of a
corresponding ion, the energy loss of an SE due to Coulomb collisions with the thermal electron population is
paired with a corresponding energy source for the thermal population, and the ion and electron populations
are coupled together via the ambipolar electric field. We therefore couple two models, the Polar Wind Outflow
Model (PWOM) and the SuperThermal Electron Transport (STET) code, in order to create a newly capable tool
to study the role of superthermal electrons in the global polar wind solution. The following subsections detail
each of the models and describe the coupling scheme.

2.1. The Polar Wind Outflow Model
The Polar Wind Outflow Model (PWOM) [Glocer et al., 2007, 2009a, 2009b], based on the earlier polar wind
model of Gombosi et al. [1985], is a global model of polar wind outflow. The model was recently described
in detail by Glocer et al. [2009a] and Glocer et al. [2012], so only a summary of the model is provided here.
PWOM determines the solution of ionospheric H+, O+, He+, and electrons in the transition region between
the magnetosphere and ionosphere, covering an altitude range from 250 km to 8000 km. The global polar
wind solution is obtained by solving the field-aligned gyrotropic transport equations along several field lines
as they convect around the high-latitude region. This gives a hydrodynamic solution for the ion populations.
The neutral thermosphere is externally imposed by using the MSIS-90 (Mass Spectrometer and Incoherent
Scatter) empirical model [Hedin, 1983, 1987, 1991]. Chemical sources and losses, collisional interactions, and
Joule heating processes are all included.
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Of particular importance to the present study is the inclusion of photoelectron dynamics. As described by Glo-
cer et al. [2012], we split the electron population in to two pieces: thermal and superthermal. Unlike the ions,
the electrons are not solved using the full transport equations. Instead, they are determined using conditions
of quasi-neutrality,
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where ne is the thermal electron density, n𝛼 is the density of superthermal electrons, and ni is the density
of ion species “i.” Also, in equations (1)–(4), 𝜌e is the thermal electron mass density, me is the mass of an
electron, Te is the electron temperature, A is the flux tube cross-sectional area, ui is the bulk velocity of the
ith ion species, ue is the thermal electrons bulk velocity, u𝛼 is the superthermal electron bulk velocity, 𝛿Ee∕𝛿t
is a source term that includes the collisional interactions, 𝛾e is the polytropic index, Se is the thermal electron
production term, 𝜅e is the electron heat conduction coefficient, r is the radial distance along the field line, j is
the current density which is zero in this study but kept for completeness, k is Boltzmann’s constant, and the
subscript “0” represents the value taken at a reference altitude.

The ambipolar electric field (E‖) is determined from a generalized Ohm’s law approach where the full electron
momentum equation is considered in the steady state and then we solve for the E‖. The resulting equation is
given by [Gombosi and Nagy, 1989]
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mi is the ion mass, Si is the mass source rate, and 𝛿M
𝛿t

is the momentum exchange rate which is modified
to now include the Coulomb collisional coupling between the thermal and superthermal components. pe is
the thermal electron pressure, e is the electron charge, and A′ is the spatial derivative along the field of the
cross-sectional area of the flux tube.

It is interesting to note that it is possible to obtain an expression for E‖ without assuming a steady state for
the electrons as done by Liemohn et al. [1997]. They accomplished this by using the currentless condition (our
equation (2) with no current) to replace the time derivative term in the electron momentum equation with
time derivatives of the ion and superthermal electron mass flux. They then use the ion momentum equation
to replace the resulting time derivative term of the ion mass flux. The end result is an equation very similar
to our equation (5), but with a few additional terms related to the ion pressure gradient, ion inertia, and the
time derivative of the superthermal electron mass flux. The ion pressure gradient and inertial terms are not
expected to contribute much as they are multiplied by me∕mi which is a small number; these terms can there-
fore be safely neglected. It is possible that the time derivative of the superthermal electron mass flux could be
an important contributor to the field; however, as discussed later, the time dependence of the superthermal
electron solution is neglected for computational efficiency as the full time-dependent superthermal electron
solution would be too demanding in a global calculation. Like a number of previous studies [e.g., Varney et al.,
2014], we therefore do not consider this term either. As a result, equation (5) does not have the moments of
the superthermal electrons represented explicitly. Nevertheless, as noted by Varney et al. [2014], their effects
are included implicitly through their modification of the thermal electron density, velocity, and pressure.

As seen from the equations above, the effect of photoelectrons can be accounted for in the global polar
wind solution by specifying the superthermal electron density and bulk velocity. We must also specify the
ion production rate, which is paired with superthermal electron production, and the portion of the energy
source term representing the transfer of energy from the superthermal electrons to the thermal electrons via
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Coulomb collisions. In Glocer et al. [2012] the photoelectron parameters were set at the bottom of the model
and mapped to higher altitudes to obtain the superthermal density and velocity. However, the ion production
rate was not consistent with the photoelectron production, and the Coulomb collisional interaction between
superthermal electrons and thermal electrons was neglected. In contrast, the present work uses the STET
code, presented in the next section, to represent the complete kinetic superthermal electron solution. Note
that STET uses the thermal electron density and electric field calculated by PWOM in its solution.

The boundary conditions and initial conditions for PWOM are set as follows. The ions at the lower boundary
are assumed to be in chemical equilibrium with zero bulk velocity and a temperature equal to the neutral
temperature. The upper boundary velocity and temperature are assumed to have zero derivative. The pressure
is set to have a slight gradient to ensure that any plasma reaching the upper boundary is pulled out. The
density can then be set accordingly by the ideal gas law. The electron temperature is set to match the ion and
neutral temperature at the bottom of the simulation and is assumed to have zero derivative at the top of the
simulation. For the initial condition, we take an initial guess of a steady state simulation from a prior run which
then propagates out of the simulation over the course of several hours. For steady state runs, PWOM is run in
a time dependent mode until the simulation result is no longer changing. For time dependent simulations,
PWOM is first run to steady state, then the time is reset to zero and the time-dependent simulation proceeds
from the steady state initial condition.

2.2. SuperThermal Electron Transport
The SuperThermal Electron Transport (STET) code has been successfully used in multiple studies to model
the generation and transport of the hot electrons in the space environment [see, e.g., Khazanov et al., 1994;
Khazanov and Liemohn, 1995; Liemohn and Khazanov, 1995; Khazanov et al., 2013]. Of particular relevance to
this study is the form of the solution that includes the effect of the parallel electric field on the SE solution.
This is because the parallel electric field is an essential part of the coupling of the SE population to the polar
wind ion solution. Therefore, we adopt the approach presented in Liemohn et al. [1997] which modified STET
to include the effect of the parallel electric field while minimizing numerical diffusion. We refer the reader to
that paper for full details, but a brief summary of the approach is given in the remainder of this subsection.

The time-dependent evolution of the SE population along a magnetic field line is given by the solution of the
Boltzmann-Landau equation. That equation can be averaged over the electron gyration in order reduce the
dimensionality of the problem. The result can be presented as [Khazanov et al., 1994]:
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where 𝛽 = 1.7× 10−8 eV1∕2 cm−1s, 𝜙 = 𝜙(t, E, 𝜇, s) is the differential flux of SEs, E is the kinetic energy, 𝜇 is the
cosine of the local pitch angle, s is the distance along the field line, B is the magnetic field, F is the field-aligned
force resulting from a parallel electric field, Q is production rate, and ⟨S⟩ is the collision operators.

Solving equation (6) is replete with challenges. To obtain a numerical solution, we must first construct a grid
to discretize the problem in E, 𝜇, and s. Doing so, however, can lead to excessive numerical diffusion as parti-
cle trajectories are not aligned with the grid in this coordinate system. To understand this problem, consider
a particle moving along the magnetic field with some 𝜇 = 𝜇1 and E = E1 in the absence of collisions. As the
particle moves from one position along the field line to another, the magnetic field changes which causes
the pitch angle to change, 𝜇 = 𝜇2, in order to conserve the first adiabatic invariant. The presence of a par-
allel electric field further complicates this picture. If our example particle is moving along the field parallel
to the electric field, the velocity will be retarded shifting the kinetic energy to lower and the pitch angle to
larger values. Conversely, if the particle is moving the direction antiparallel to the electric field the velocity will
increase, shifting the kinetic energy up and the pitch angle to more field-aligned values. Since E depends on
the velocity, and 𝜇 depends on the velocity and the magnetic field, particle trajectories will always be curved
relative to a 𝜇 and E grid. As described in the previous STET studies listed above, choosing to work in 𝜇 and E
coordinates can result in an overestimate of pitch angle scattering and particle trapping in the plasmasphere
refilling problem.

It is therefore advantageous to consider a change of variables. Specifically, to work with the total energy (𝜖)
instead of kinetic energy (E), where 𝜖 is determined by

𝜖(s, E) = E − eΔΦ(s) (7)
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where e is the electron charge and ΔΦ(s) is the electric potential difference relative to a reference altitude
(ΔΦ(s) = Φ(s) − Φref). Likewise, we also work with the cosine of the pitch angle at a reference altitude (𝜇0)
instead of the cosine of the local pitch angle (𝜇), where 𝜇0 is given by

𝜇0(s, E, 𝜇) =

√
1 −

B0E

B(s)[E − e(ΔΦ(s) − ΔΦ0)]
(1 − 𝜇2) (8)

where B(s) is the magnetic field at position s along the field line and the subscript “0” refers to the value at the
reference altitude. Note that the reference altitude here is not necessarily the same as the reference altitude
for the potential difference; ΔΦ0 is the potential difference between the two reference altitudes. Switching to
these variables allows equation (6) to be presented in a much simpler form

𝛽√
E

𝜕𝜙′

𝜕t
+ E𝜇

𝜕

𝜕s

(
𝜙′

E

)
= Q′ + ⟨S′⟩ (9)

where𝜙′ = 𝜙′(𝜖, 𝜇0, s) is the differential flux of SEs, Q′ is the production rate, and ⟨S′⟩ is the collision operators
in the new variables. In this form, there are now no derivatives with respect to energy or pitch angle and
particle trajectories are precisely aligned with the 𝜖 − 𝜇0 grid. Therefore, transport described by the left-hand
side of equation (9) does not result in any artificial numerical pitch angle scattering, and the only scattering
that can occur is a result of the physical terms on the right hand side of the equation.

While equation (9) includes time dependence, it is often impractical to include this in our simulations owing
to the intensive computational requirements. Therefore, we take advantage of the fact that the electrons
respond much more quickly than comparatively heavier ions and assume that solving this equation in the
steady state is sufficient. Note that this exact same assumption is made in determining the electric field as
equation (5) is derived by taking the electron momentum equation in the steady state and solving for E‖. Thus,
every time that PWOM calls STET to get an updated solution for the superthermal electrons, STET starts with
initially no superthermal electrons, calculates the sources, losses, and transport and returns back the steady
state solution.

Working in 𝜖 and 𝜇0 coordinates also enables us to better visualize possible particle trajectories in the SE
solution. As an example, we consider an open magnetic field line with a 5 V potential drop from the ionosphere
to the top of the simulation domain. Figure 1 shows the simulation grid in this scenario for three values of 𝜖
that correspond to a value much greater, just above, and much less than the potential drop: 𝜖 = 90 eV (left),
6 eV (middle), and 2 eV (right). When the total energy is much greater than the potential drop, there are two
types of particle trajectories (in the absence of collisions). These are the “fly through” trajectories in which
electron remain in the loss cone as they fly from the ionosphere to the top of the simulation domain or from
the top of the simulation domain to precipitate into the ionosphere (green), and the mirrored trajectories
where electrons precipitate but are reflected back by magnetic mirroring before reaching the ionosphere
(blue). When the total energy approaches, but is still greater than, the total potential drop, a new trapped
trajectory becomes visible. This trapped trajectory represents particles that are trapped between mirror points
entirely on one side of the equator (orange). Recall that mirror points are defined by when the local pitch
angle reaches 90∘, forcing the particle to change direction. These locations are defined by the spatial variation
of the magnetic and electric fields. Finally, for total energies less than the total potential drop, the fly through
trajectories are reflected such that the electrons are turned around before reaching the top of the simulations
domain, and there exists a trapped trajectory with particles mirroring above the top of the ionosphere and
being reflected before they reach the equator.

The creation of such “trapped zone islands” along a field line, represented by the orange trajectories in
Figure 1, depends on the relationship of the magnetic field and the parallel electric potential difference as a
function of distance along the field line. Specifically, if the field line dependence of B and Φ satisfy these two
equations [Chiu and Schulz, 1978; Khazanov et al., 1998],

dΦ
dB

> 0 (10)

d2Φ
dB2

≤ 0 (11)
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Figure 1. The region of existence for electrons with total energy of 90, 6, and 2 eV for the case of an open field line with
a uniformally distributed 5 V potential drop from the top of the ionosphere to the top of the simulation domain. The
horizontal axis represents the pitch angle at a reference altitude, and the vertical axis represents the distance along the
field line; the top of the vertical axis top of the computational domain, and the bottom is the ionosphere. The arrows
illustrate particle trajectories.

then no trapped zone islands will form along the field line. If either of these equations are violated, how-
ever, then one or more trapped zone islands will exist along the field line. Chiu and Schulz [1978] originally
derived these formulas as a constraint on the famous Knight [1972] current-voltage relationship. Liemohn
and Khazanov [1998] further developed this idea into a generalized current-voltage relationship that takes
into account an arbitrary potential difference along the field line. Khazanov et al. [1998] continued the anal-
ysis for several specific scenarios of magnetospheric particle precipitation and polar wind outflow. The STET
model can handle the formation of multiple trapped zones along the field line, down to the resolution of the
s − 𝜇0 grid.

3. Results

We now present results from the newly coupled PWOM-STET code. These results are divided into three parts.
First, we will consider a single, stationary, field line under sunlit and dark conditions. Then we examine the
global outflow solution by following approximately 900 convecting field lines. The case with and without the
effect of Joule heating is considered. Finally, we conduct a cursory examination of the impact of a high-altitude
potential difference.

3.1. Steady State Polar Wind Solution: Sunlit and Dark Conditions
The first part of our study focuses on the difference between the sunlit and dark steady state polar wind
solutions. We consider two field lines, one in sunlight with a solar zenith angle (SZA) of 72∘, and one in darkness

Figure 2. Photoelectron fluxes at 350 km altitude on the dayside (solid) and nightside (dashed). For reference, AE
observations under similar illumination condtions are included (asterisk) from Lee et al. [1980]. Dayside fluxes with the
EUV fluxes (below 25 nm) multiplied by a factor of 3 are shown with the dash-dotted line.
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Figure 3. Comparison of the daytime (black) and nighttime (red) polar wind solution. Altitude profiles of O+ (solid) and
H+ (dashed) density, velocity, and temperature are shown along with the electron temperature. Daytime polar wind
solutions with the EUV fluxes (below 25 nm) multiplied by a factor of 3 are shown in green.

with a SZA of 112∘. For sunlit conditions, the ionizing solar flux is determined by the incoming EUV and X-ray
flux taken from the model of Hinteregger et al. [1981] and attenuated by the atmosphere. We assume an F10.7 of
180 corresponding to solar maximum conditions. For dark conditions, there is little or no direct solar flux, but
light from both starlight and multiple resonant scattering is included. For the former, we adopt the approach
described by Titheridge [2000] who estimated the incoming starlight intensity in three wavelength bands. For
the later, we digitized the resonant scattering solution presented by Strobel et al. [1974] and interpolate the
intensity at three wavelengths (LyAlpha, LyBeta, HeI, and HeII) to our particular SZA and altitude location on
the field line. Each line is held in a fixed location, and the time-dependent simulation is run until a steady state
solution is obtained. The energy grid spacing in the STET simulations is assumed to be 1 eV.

Figure 2 presents the simulated dayside and nightside SE fluxes as a function of energy. We focus on 350 km
altitude as it allows us to directly compare the simulated SE fluxes with published AE observations with similar
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Figure 4. (left) Polar cap potential pattern used in calculation and (right) combined convection and corotation
velocities. Streamlines are overplotted.

illumination conditions. It is not expected that the model will produce an exact match to the data, but the
overall similarity of the observed and simulated spectra demonstrate that the model adequately represents
the SE solution. We do not have a similar comparison of the nightside SE fluxes, but it is clear that the nightside
fluxes are significantly lower than the dayside fluxes, as expected.

Figure 3 compares the day (black) and night (red) polar wind solutions calculated self-consistently with the SE
fluxes discussed in the previous paragraph. This is the result of simulations of a stationary field line run in a time
accurate mode until a steady state is reached. The figure presents the thermal plasma solution with densities
in the upper left, velocities in the upper right, ion temperatures in the lower left, and electron temperature
in the lower right. For the ion moments, O+ is shown in solid lines and H+ is show in dashed lines. When
examining the ion densities we find that, as expected, the dayside O+ and H+ densities are higher than on the
nightside. Moreover, on the dayside the crossover altitude, where the simulation goes from an O+ dominated
solution to an H+ dominated solution, changes from 4000 km to 1800 km.

From an observational point of view it is not known exactly where the crossover altitude is located, but sta-
tistical studies provide some expectation. Chandler et al. [1991] present DE-1 observations in the open field
line region at invariant latitudes greater than 70∘ and altitudes between 1000 km and 4000 km. While that
study did not look at the solar zenith angle dependence, O+ is found to dominate below 4000 km indicating
the transition altitude should be above that altitude. Our crossover altitude prediction is therefore roughly
consistent with observational expectations.

It is furthermore interesting to compare our simulation results which include a more comprehensive treat-
ment of photoelectrons with the more simplified treatment using an externally imposed photoelectron
population given by Glocer et al. [2012]. Both calculations show very low O+ velocity but significant day-night
asymmetry in the H+ velocity. However, the size of the asymmetry is more pronounced in our current simu-
lations. The peak H+ velocity is about 13.5 km/s under sunlit condition and 8 km/s under dark conditions for
our simulations compared to 17 km/s and 13 km/s respectively in Glocer et al. [2012]. For reference, Abe et al.
[2004] present average sunlit and dark H+ velocity values that peak at about 8 km/s and 5 km/s, respectively.
Therefore, our new simulations more closely predict the H+ velocity but still overshoot the observed values.
Both our new simulations and the prior simulations give reasonable predictions of the O+ velocities. The peak
electron temperature is also predicted to be lower in our new simulations, Te = 2200 K, as compared to the
calculation of Glocer et al. [2012], Te = 4800 K. Interestingly, the statistical value from EISCAT Svalbard Radar
(ESR) determined by Kitamura et al. [2011], Te = 3000 K, is between these two values. Without a more compre-
hensive comparison it is impossible to say that the present results compare better with observations than the
prior results of Glocer et al. [2012], but our initial look suggests the comparison to observations is reasonable.
More importantly, the present coupled model achieves these results without having to rely on an external
specification of the photoelectrons which is disconnected from the ion production.
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Figure 5. Te− , TO+ , and TH+ solutions at constant altitudes (1000, 4000, and 7000 km) in SM coordinates with MLT = 12 at the top of each plot. The latitudes
represent invariant latitude. Each gray cross symbol represents the foot point location of one of the approximately 900 field lines tracked in the calculation.

One caveat to the present work is that the incoming EUV and X-ray flux is taken from the relatively dated
model of Hinteregger et al. [1981]. Richards et al. [2006], as well as earlier studies [see, e.g., Solomon et al., 2001,
and references therein], indicated that the flux from this model below 25 nm wavelength needs to be adjusted
upward by a factor of 2–3. To test the potential impact of this correction, we repeat our dayside simulation
increasing the flux in this range by a factor of 3. The resulting SE fluxes are shown in Figure 2 as a dash-dotted
line, and the associated polar wind solution is shown as green solid and dashed lines in Figure 3. This correction
to the incoming solar flux serves to increase the SE fluxes with most of the effect visible above about 30 eV.
The resulting thermal electron temperature is increased by a few hundred kelvins, or approximately 10%.
The O+ and H+ densities are likewise increased slightly with the crossover altitude moving up a few hundred
kilometers. This test demonstrates that while future work should incorporate a more recent model for the
incoming solar flux, the expected difference in the polar wind solution will be fairly modest, and therefore,
the older model of Hinteregger et al. [1981] is sufficient for the present study.
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Figure 6. Same format as Figure 5 but plotting the log of nO+ and nH+ as well as nO+∕nH+ .

3.2. The Global Polar Wind Solution
The results shown in section 3.1 are illustrative of the steady state solution under typical steady sunlit and dark
conditions but are missing the time dependent effects of field line convection. To address the effects of con-
vection and examine the global polar wind solution in response to photoelectrons under position-dependent
conditions of illumination, we simulate approximately 900 field lines distributed around and throughout the
high-latitude region. Each line moving through the domain represents a field-aligned, coupled, PWOM-STET
solution and all lines are combined to reconstruct the three dimensional result. Our initial condition is deter-
mined by holding the field lines stationary and obtaining a steady state solution for each field line. We then
let the field lines move and track the time-dependent result. The simulation is run for 4 h after which the
simulation settles into a quasi steady state.

The field lines in the simulations move under the combined influence of the convection and corotation veloc-
ities. The polar cap potential used to get the convection velocity in this study is specified by the empirical
model of Weimer [2005] in response to nominal solar wind conditions assuming an IMF consistent with the
Parker spiral. Specifically, the solar wind conditions and IMF conditions are held constant with a density
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Figure 7. Same format as Figure 5 but plotting the log of uH+ and uO+ .

and velocity equal to 5 cm−3 and 400 km/s respectively, and Bx = By = 1 nT and Bz = −1 nT. When the model
is coupled with the Space Weather Modeling Framework (SWMF), the polar cap potential is derived from
the ionospheric electrodynamics component, a height integrated potential solver that combines ionospheric
conductances with field-aligned currents calculated from Block-Adaptive-Tree Solar wind Roe-type Upwind
Scheme (BATS-R-US) [Glocer et al., 2009a]. The convection electric field and the associated velocity is calcu-
lated from the potential; the field lines then move in response to convection. Figure 4 presents the polar cap
potential and combined convection and corotation velocities used in this study.

The global polar wind solution including convection is shown in Figures 5–7. This solution includes the effects
of time and position-dependent change of illumination and neutral background but neglects the effects of
Joule heating which is considered later. Each row in these figures shows a color contour of a different physical
quantity at three fixed altitudes (1000 km, 4000 km, and 7000 km) from the perspective of looking down on
the high-latitude region from above. The gray crosses show the field line foot point locations, and the gray
circles shows the invariant latitude. Magnetic local time (MLT) is indicated on the plot with 12 MLT at the top

GLOCER ET AL. PHOTOELECTRONS IN THE QUIET POLAR WIND 6718



Journal of Geophysical Research: Space Physics 10.1002/2017JA024177

Figure 8. Including effects of Joule heating. Te− , TO+ , and TH+ solutions at constant altitudes (1000, 4000, and 7000 km) in SM coordinates with MLT = 12 at the
top of each plot. The latitudes represent invariant latitude. Each gray cross symbol represents the foot point location of one of the approximately 900 field
lines tracked in the calculation.

of each plot. Figure 5 presents the ion and electron temperatures, Figure 6 presents the ion densities and
density ratios, and Figure 7 presents the ion velocities and the net photoelectron number flux.

In examining the global polar wind solution it is clear that there is a solar zenith angle dependence that is mod-
ified by the effects of convection. The relative importance of convection clearly depends on the mass of the
species. For example, the electron temperature drops very quickly across the terminator, but the ion temper-
atures are slower to respond. The H+ temperature does transition to the nightside values more quickly than
the O+ temperature, but both are slower to respond to changing illumination conditions than the electrons.
This disparate response to changing illumination conditions can create some interesting localized feature. For
instance, a region of higher ion temperatures along the “tongue of ionization” formed by the region of strong
convection across the high-latitude region. Another such feature is localized enhancements of the electron
temperature on the dayside between 70∘ and 80∘. This localized enhancement appears in the region where
flow is returning from the nightside to the dayside. The electrons are able to respond much more quickly
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Figure 9. Same format as Figure 8 but plotting the log of nO+ and nH+ as well as nO+∕nH+ . Including effects of Joule heating.

to the sudden change in conditions, and they heat up while the ions persist at values closer to nightside con-

ditions for longer. It is also interesting to note that the distribution of the electron temperature in polar region

is closely tied to the distribution of the net number flux of photoelectrons. This is expected as there is no

imposed topside heat flux, and therefore, the photoelectrons should exert the main influence in defining the

thermal structure of the electrons.

The composition and velocity also exhibit strong SZA and altitude dependence modified by the effects of

convection. Both O+ and H+ densities are enhanced on the dayside and drop off on the nightside, but both

are enhanced along the region of enhanced convection dragging plasma across the high-latitude region. We

also see that at higher altitudes the O+ to H+ ratio is enhanced on the dayside and drops precipitously on

the nightside. Interestingly, there is an enhancement in the density ratio at low altitudes coinciding with the

return flow. Just as in the single stationary field line case of Figure 3, both O+ and H+ ions have higher velocities

under sunlit conditions as compared to dark conditions.
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Figure 10. Same format as Figure 8 but plotting the log of uH+ and uO+ . Including effects of Joule heating.

The results just presented illustrate the nature of the global polar wind solution when convection is included
but do not include the effects of Joule heating, low-altitude frictional heating, caused by the ions being
“dragged” through the neutral background. Past studies indicate that this may have a significant effect of ion
upwelling. For instance, Cannata et al. [1988] demonstrated that this frictional heating deposits energy below
500 km but can lead to transient upflow events. We now examine this effect on the global polar wind solution
by including frictional heating associated with the perpendicular drift of ions through the neutral atmosphere.
One simplification that is important to note is that we assume the neutrals are a static background and the ions
are moving through them. In general, the neutral winds should be accounted for through either an empirical
wind model such as that presented by Hedin [1991] and Drob et al. [2008], or a physics-based model. However,
our simulations with a static neutral background suffice to demonstrate the basic effect.

The global polar wind solution including the effects of Joule heating are shown in Figures 8–10. These figures
are presented in the same format as Figures 5–7 which do not include the Joule heating, but the color bars are
somewhat different to accommodate the different range of values in the plots. Overall, the solution is much
the same as when the additional heating is not included, but there are some localized differences. For instance
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Figure 11. Altitude profile of the electron temperature with (red) and without (black) an imposed reflection potential.

the temperatures are enhanced along the region of strong convection on the dayside. This is particularly
pronounced for the ions, but there is also some enhancement in the electron temperature. The densities at
all altitudes also increase somewhat in the region of strong convection, with there being a higher O+ to H+

ratio in that region at 400 km. This supports the notion that the heating associated with convection can create
localized enhancements of O+ at higher altitudes available for further acceleration by other processes.

3.3. A Cursory Examination of the Effect of Reflection Potential
Finally, we briefly address the sensitivity of the solution to the presences of a high-altitude reflection potential.
It has been observed that a potential drop often exists at high altitudes. Kitamura et al. [2012] conducted a
statistical study of 1 month of FAST data and found an average potential drop of about 20 V above 4000 km.
This potential drop is referred to as a “reflection potential” since its presence is inferred by the observation of
reflected photoelectrons whose kinetic energy is insufficient to overcome the electrical potential drop. While
we do not model the high altitude potential drop above our simulation domain, in this subsection we conduct
a cursory examination of the effect of an imposed reflection potential.

Kitamura et al. [2015] argued that the presence of a 20 V potential drop would choke off the photoelectron flux
and since the flux of superthermal electrons must approximately equal the flux of ions, the polar wind would
be suppressed as well. While it is true that one way to satisfy the current conservation condition implied by
equation (2) is to require that the ion flux equal the photoelectron flux, that is not the only way to satisfy this
condition. Indeed, thermal electrons are much more mobile and respond much more quickly than the ions.
More generally, Wilson et al. [1998] describe three ways that the polar wind solution can respond to the flow of
photoelectrons. First, thermal electrons can be drawn down the field line from the magnetosphere to counter
the flow. Second, there could be a field-aligned current to counter the flow. Finally, a potential drop can form
to reduce the flux of photoelectrons. It is this last scenario which we evaluate here.

To test the effect of the presence of a high-altitude potential drop we consider a single field line under sunlit
conditions with a 20 V drop imposed just above the upper boundary of the model. We apply this potential
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Figure 12. Altitude profile of the (top) superthermal electron energy deposition to the thermal plasma, and the
(bottom) net number flux of superthermal electrons.

by setting downward flowing superthermal electrons with kinetic energy below 20 eV to match the upward
flowing superthermal electrons with the same energy and pitch angle. While the potential drop at high alti-
tudes above our simulation domain will also locally accelerate ions at those altitudes, we ignore that portion
of the feedback on our simulation domain. Neglecting this is not expected to matter significantly as there is
very little O+ at high altitudes to be further accelerated and the H+ is already supersonic when it reaches the
upper boundary, and therefore, all of the characteristics point out of the simulation domain. Thus, the reflec-
tion of the upward flowing superthermal electrons is the main channel by which the potential drop is likely
to affect our simulation domain.

In general, very little effect is found on the polar wind solution due to the presence of a reflection potential. In
the interest of space we do not show all quantities but show only the electron temperature in Figure 11 as an
example. At high altitudes the temperature is slightly lower while at lower altitudes the temperature is slightly
higher. This is qualitatively similar to the results from Varney et al. [2014] who conducted a similar experiment
imposing a potential drop at high altitudes and comparing the results with the RISR data.

It is instructive to also examine the effect that this reflection potential has on the superthermal electron
solution. The main effect of the reflection potential is to cause all upward traveling electrons with kinetic
energy below 20 eV at the top of the computational to be turned around and return toward the ionosphere.
This causes two important effects. First, the net number flux should be decreased due to the increased
number of downward traveling electrons. The net number flux from the superthermal electron solution, jse,
is given by

jse = 2𝜋 ∫
Emax

Emin
∫

1

−1
𝜇𝜙(𝜇, E)d𝜇dE (12)
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where E is the kinetic energy, 𝜇 is the cosine of the local pitch angle, and 𝜙(𝜇, E) is the differential flux of
superthermal electrons. Second, the energy deposition should be enhanced as electrons that would have
previously escaped are now returned to the ionosphere where they have another opportunity to deposit
energy. The energy deposition rate, Qse, at a particular position along the magnetic field is given by [Liemohn
et al., 1997]:

Qse = Ane

[
𝜙(Emin)

(
1 −

2Te

Emin

)
+ ∫

Emax

Emin

𝜙(E)
E

dE

]
(13)

where A is a constant, ne is the thermal electron density, and 𝜙(E) is the omnidirectional flux of superthermal
electrons at a particular E. We note that this expression for the energy deposition rate does not include the
effect of the so-called local heating resulting from the electron production. However, based on the work of
Hoegy [1984], it is expected that this term would result in a relatively small correction.

Figure 12 shows both of these quantities. As most of the energy deposition happens in the ionosphere, we
focus our plot on that part of the solution. Figure 12 (top) shows energy deposition, and Figure 12 (bottom)
shows the net number flux. The case with reflection potential is shown as a solid line, and the case with no
reflection potential is shown as a dashed line. As you can see the reflection potential only increases the energy
deposition modestly. Integrating the energy deposition rate along the field line, we find that the total energy
deposition with the inclusion of a reflection potential is only about 6% greater than when no reflection poten-
tial is included. In contrast, the effect on the number flux is more pronounced with the number flux at the
top of the ionosphere decreased by a little less than half when the reflection potential is included. From this
we conclude that the effect of the reflection potential is felt more strongly through the enforcement of the
current conservation condition (equation (2)) than in any added heating.

Overall, we found that the presence of a high-altitude potential drop has only a slight effect on the overall
solution. Nevertheless, how and where the potential drop forms, and what consequences it may have at high
altitudes, and how it varies are interesting questions deserving of future study. In this work, however, we
content ourselves with the demonstration that it has at best a marginal effect on our conclusions.

4. Conclusion

We have presented a newly coupled model capable of treating superthermal electrons in the global polar
wind solution. The STET model provides the solution for the superthermal electrons population, and the
PWOM code provides the polar wind ion solution. The models interact through the ambipolar electric field,
Coulomb collisions, and ionization (production of an SE must be paired with the production of an ion). The
newly coupled model takes advantage of parallel computing in order to simultaneously obtain hundreds of
field-aligned PWOM-STET solutions.

In this paper, we focused on the role of photoelectrons in the polar wind. We used the newly coupled
PWOM-STET code to examine single stationary field lines under dayside and nightside conditions of illumi-
nation, as well as multiple moving field lines to reconstruct the effect of photoelectrons on the global polar
wind solution. Finally, we examined the effect of an imposed reflection potential on our conclusions.

In summary we found the following:

1. O+ dominated the solution in our simulations below 4000 km on the dayside and 1800 km on the nightside.
This corresponds to higher ion production and photoelectron fluxes on the dayside versus the nightside. We
note, however, that the accuracy of the transition altitude will be strongly affected by the temperature at low
altitudes. Future work is therefore needed to understand the qualitative difference between the electron
and ion temperatures around 500 km in our calculation with the observations shown in Glocer et al. [2012].

2. Ion velocities show a clear day-night asymmetry with higher velocities on the dayside as compared to the
nightside. This finding is in accordance with Akebono observation demonstrating that polar wind velocity
is higher in the dayside high-latitude region than the nightside [Abe et al., 1993].

3. Convection in the high-latitude region creates structure in the global polar wind solution. This is because
the field line encounters changing conditions of illumination and different neutral thermosphere configura-
tions as it moves. The electrons, owing to their light mass, respond much faster to these varying conditions
as compared to ions. The different response rate results in localized enhanced ion temperatures along the
tongue of ionization going into the nightside as the electrons cool more quickly than the ions. Likewise,
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there are local patches of enhanced electron temperature where field lines move from night to day as the
electrons heat up more quickly than the ions.

4. Including Joule heating, the frictional heating associated with the horizontal motion of the field line, results
in localized ion temperature enhancements in regions of strong convection. There is also an associated
increase in ion densities and the O+ to H+ ratio at higher altitudes. This is consistent with the results of
Cannata et al. [1988] who also predicted such an increase using single field line simulations and imposed
Joule heating rates.

5. The inclusion of a high-altitude reflection potential above the computational domain had only a slight effect
on the overall solution.

In conclusion, we note that this work represents the first inclusion of a fully kinetic treatment of the superther-
mal electron population into the global polar wind solution. Our study focused primarily on the role of
photoelectrons, and other processes such as auroral precipitation and wave-particle interactions are left to
future studies.
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