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Abstract. This study presents a newly coupled model capable of treat-2

ing the superthermal electron population in the global polar wind solution.3

The model combines the hydrodynamic Polar Wind Outflow Model (PWOM)4

with the kinetic SuperThermal Electron Transport (STET) code. The result-5

ing PWOM-STET coupled model is described and then used to investigate6

the role of photoelectrons in the polar wind. We present polar wind results7

along single stationary field lines under dayside and nightside conditions, as8

well as the global solution reconstructed from nearly one thousand moving9

field lines. The model results show significant day-night asymmetries in the10

polar wind solution owing to the higher ionization and photoelectron fluxes11

on the dayside compared to the nightside. Field line motion is found to mod-12

ify this dependence and create global structure by transporting field lines13

through different conditions of illumination and through the localized effects14

of Joule heating.15
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1. Introduction

Much of the plasma in the magnetosphere is known to be of ionospheric origin. The16

significance of the ionospheric source of plasma is such that it has even been suggested to17

be fully sufficient to account for the majority of magnetospheric plasma [Chappell et al.,18

1987]. This is especially true during geomagnetic storms where it has been demonstrated19

that O+, an indisputable indication of an ionospheric source, is found to be a major20

component [e.g. Lennartsson et al., 1981]. The presence of ionospheric plasma affects21

all parts of the space environment such as the ring current [e.g. Shelley et al., 1972], the22

reconnection rate [e.g. Shay et al., 2004], and magnetospheric convection [e.g. Glocer et al.,23

2009b] to name a few. It is therefore imperative to understand the processes involved in24

transporting ionospheric plasma to the magnetosphere.25

Outflows of ionospheric plasma along open magnetic field lines was first suggested by26

Dessler and Michel [1966] and Nishida [1966]. Later the concept of a “polar wind” was27

introduced by Axford [1968] and Banks and Holzer [1968] to suggest that the outflow28

would become supersonic. They called this persistent outflow the polar wind as it is similar29

in concept to the solar wind. The polar wind concept was later confirmed observationally30

by the Explorer 31 and ISIS 2 satellites [Hoffman, 1970; Brinton et al., 1971; Hoffman31

et al., 1974]. Since that time, it has been shown that there are many contributing processes32

to ionospheric outflow. Detailing each of these processes is outside the scope of this33

paper, but we refer the interested reader to the reviews by Yau et al. [2007] and Welling34

et al. [2016] and references therein. In this paper, our primary focus is on the role of35

photoelectrons in the quiet time polar wind.36
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Photoelectrons are generated when solar EUV impinges on the neutral atmosphere cre-37

ating ions and electrons. It was first suggested that these photoelectrons could affect the38

polar wind solution by Axford [1968] and Lemaire [1972]. Essentially, they suggested that39

the relatively energetic photoelectrons would try to separate from the more massive cold40

ion population giving rise to an enhanced electric field which would retard the escape of41

the electrons while simultaneously accelerating the ions. Photoelectrons can also influ-42

ence the thermal plasma solution through energy deposition to the thermal electrons via43

Coulomb collisions (e.g., Yau et al. [1995]). Observations generally support the idea that44

photoelectrons exert some influence on quiet time polar wind solution. For instance, Abe45

et al. [1993] showed that polar wind velocity is higher in the dayside polar cap than the46

nightside. As the photoelectron flux is observed to be greater at lower Solar Zenith Angles47

(SZA) than at higher SZA [Lee et al., 1980; Peterson et al., 2008], the day night asymme-48

try in the observed velocity is suggestive of the importance of photoelectrons. Likewise,49

a statistical study of polar region observations of electron density by Akebono, and elec-50

tron and ion temperature observed by EISCAT Svalbard Radar (ESR) show a strong51

SZA dependence [Kitamura et al., 2011]. Subsequent modeling by Glocer et al. [2012]52

demonstrated that photoelectron effects are likely more responsible for this observed SZA53

dependence than enhanced ionization.54

Given the importance of photoelectrons in understanding the quiet time polar wind55

solution, there have been several efforts to include them in numerical models. Modeling56

work by Tam et al. [1995] and Tam et al. [1998] demonstrated that photoelectrons can57

influence the O+ solution, although the predicted temperatures were higher than observed58

values. Simulations by Khazanov et al. [1997] showed a clear connection between the59
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concentration of photoelectrons, relative to thermal electrons, and the ambipolar potential60

and polar wind solution. Modeling work by Wilson et al. [1997] and Su et al. [1998] have61

found similar results and further investigated the consequences of a high altitude potential62

drop above three Earth radii. Such a potential drop is one way to satisfy the zero current63

condition which states that the photoelectron flux must be balanced by a combination of64

ion flux and thermal electron flux; a high altitude potential drop would reflect a portion of65

the photoelectron population thereby reducing the net flux. Varney et al. [2014], examined66

this issue in great detail using a field aligned polar wind simulation with kinetic electrons67

and fluid ions using different potential drop values. Their results suggest that increasing68

the value of the potential drop lowers the electron temperature at high altitudes and69

increases it at lower altitudes.70

Currently missing in existing models of ionospheric outflow is a global approach includ-71

ing a fully kinetic treatement of the superthermal electrons. The previous work described72

above are either applied to stationary single flux tubes, or are global but rely on ex-73

ternally imposed calculations of the superthermal electron population [e.g. Glocer et al.,74

2012]. The purpose of the present work is to fill this gap by presenting a newly capable75

model combining a fully kinetic model of the superthermal electron population with a76

global hydrodynamic polar wind model. While our focus here is on the photoelectrons,77

the model can potentially include other superthermal populations as well. How the pho-78

toelectrons control the global structure of the quiet time polar wind and how ionospheric79

convection affects this solution are central questions addressed in this study.80

In this paper we describe a newly coupled model combining the Polar Wind Outflow81

Model (PWOM) with the SuperThermal Electron Transport (STET) code. The coupled82
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PWOM-STET code is capable of studying the role of photoelectrons on the global polar83

wind solution. We describe the models and their coupling in Section 2. The results are84

presented in Section 3 and cover steady state dayside and nightside conditions, global85

simulations including the effects of convection, and a cursory examination of the effect of86

including a reflection potential. We summarize our results and discuss our conclusions in87

Section 4.88

2. Model Details

Assessing the role of Superthermal Electrons (SE) in the formation of ionospheric out-89

flow requires a global model capable of fully treating the thermal ions and electrons as90

well as the SE population. These populations should be modeled self-consistently such91

that the production of an SE is paired with the production of a corresponding ion, the92

energy loss of an SE due to Coulomb collisions with the thermal electron population is93

paired with a corresponding energy source for the thermal population, and the ion and94

electron populations are coupled together via the ambipolar electric field. We therefore95

couple two models, the Polar Wind Outflow Model (PWOM) and the SuperThermal Elec-96

tron Transport (STET) code, in order to create a newly capable tool to study the role of97

superthermal electrons in the global polar wind solution. The following subsections detail98

each of the models and describe the coupling scheme.99

2.1. The Polar Wind Outflow Model (PWOM)

The Polar Wind Outflow Model (PWOM) [Glocer et al., 2007, 2009a; Glocer et al.,100

2009b], based on the earlier polar wind model of Gombosi et al. [1985], is a global model101

of polar wind outflow. The model was recently described in detail by Glocer et al. [2009a]102
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and Glocer et al. [2012], so only a summary of the model is provided here. PWOM103

determines the solution of ionospheric H+, O+, He+ and electrons in the transition re-104

gion between the magnetosphere and ionosphere, covering an altitude range from 250105

km to 8000 km. The global polar wind solution is obtained by solving the field-aligned106

gyrotropic transport equations along several field lines as they convect around the high-107

latitude region. This gives a hydrodynamic solution for the ion populations. The neutral108

thermosphere is externally imposed by using the MSIS-90 (mass spectrometer and inco-109

herent scatter) empirical model [Hedin, 1983, 1987, 1991]. Chemical sources and losses,110

collisional interactions, and Joule heating processes are all included.111

Of particular importance to the present study is the inclusion of photoelectron dynamics.112

As described by Glocer et al. [2012] we split the electron population in to two pieces:113

thermal and superthermal. Unlike the ions, the electrons are not solved using the full114

transport equations. Instead, they are determined using conditions of quasi-neutrality,115

ne + nα =
∑
i

ni (1)

the current conservation condition,116

neue + nαuα =

(∑
i

niui −
j

e

)
(2)

j = j0
A0

A
(3)

and an energy equation,117

ρe
∂Te
∂t

= (γe − 1)
me

kA

∂

∂r

(
Aκe

∂Te
∂r

)
− ρeue

∂Te
∂r
−

Te

[
Se +

γe − 1

A
ρe
∂

∂r
(Aue)

]
+ (γe − 1)

me

k

δEe
δt

(4)

where ne is the thermal electron density, nα is the density of superthermal electrons, and118

ni is the density of ion species ‘i’. Also, in equations 1-4, ρe is the thermal electron mass119
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density, me is the mass of an electron, Te is the electron temperature, A is the flux tube120

crossectional area, ui is the bulk velocity of the ith ion species, ue is the thermal electrons121

bulk velocity, uα is the superthermal electron bulk velocity, δEe/δt is a source term that122

includes the collisional interactions, γe is the polytropic index, Se is the thermal electron123

production term, κe is the electron heat conduction coefficient, r is the radial distance124

along the field line, j is the current density which is zero in this study but kept for125

completeness, k is Boltzmann’s constant, and the subscript ‘0’ represents the value taken126

at a reference altitude.127

The ambipolar electric field (E‖) is determined from a generalized Ohm’s law approach128

where the full electron momentum equation is considered in the steady state and then we129

solve for the E‖. The resulting equation is given by [Gombosi and Nagy , 1989]:130

E‖ = − 1

ene

[
∂

∂r

(
pe + ρeu

2
e

)
+
A′

A
ρeu

2
e

]
+

1

ene

∂

∂r

(∑
i

me

mi

[
(ue − ui)Si −

δMi

δt

]
+
δMe

δt

)
(5)

mi is the ion mass, Si is the mass source rate, and δM
δt

is the momentum exchange rate131

which is modified to now include the Coulomb collisional coupling between the thermal132

and superthermal components. pe is the thermal electron pressure, e is the electron charge,133

and A′ is the spatial derivative along the field of the cross sectional area of the flux tube.134

It is interesting to note that it is possible to obtain an expression for E‖ without assum-135

ing a steady state for the electrons as done by Liemohn et al. [1997]. They accomplished136

this by using the currentless condition (our equation 2 with no current) to replace the137

time derivative term in the electron momentum equation with time derivatives of the138

ion and superthermal electron mass flux. They then use the ion momentum equation139

to replace the resulting time derivative term of the ion mass flux. The end result is an140
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equation very similar to our Equation 5, but with a few additional terms related to the141

ion pressure gradient, ion inertia, and the time derivative of the superthermal electron142

mass flux. The ion pressure gradient and inertial terms are not expected to contribute143

much as they are multiplied by me/mi which is a small number; these terms can therefore144

be safely neglected. It is possible that the time derivative of the superthermal electron145

mass flux could be an important contributor to the field, however as discussed later, the146

time-dependence of the superthermal electron solution is neglected for computational effi-147

ciency as the full time-dependent superthermal electron solution would be too demanding148

in a global calculation. Like a number of previous studies [e.g. Varney et al., 2014], we149

therefore do not consider this term either. As a result, Equation 5 does not have the150

moments of the superthermal electrons represented explicitly. Nevertheless, as noted by151

Varney et al. [2014], their effects are included implicitly through their modification of the152

thermal electron density, velocity, and pressure.153

As seen from the equations above, the effect of photoelectrons can be accounted for in154

the global polar wind solution by specifying the superthermal electron density and bulk155

velocity. We must also specify the ion production rate, which is paired with superthermal156

electron production, and the portion of the energy source term representing the transfer157

of energy from the superthermal electrons to the thermal electrons via Coulomb collisions.158

In Glocer et al. [2012] the photoelectron parameters were set at the bottom of the model159

and mapped to higher altitudes to obtain the superthermal density and velocity. However,160

the ion production rate was not consistent with the photoelectron production, and the161

Coulomb collisional interaction between superthermal electrons and thermal electrons was162

neglected. In contrast, the present work uses the STET code, presented in the next section,163
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to represent the complete kinetic superthermal electron solution. Note that STET uses164

the thermal electron density and electric field calculated by PWOM in its solution.165

The boundary conditions and initial conditions for PWOM are set as follows. The ions166

at the lower boundary are assumed to be in chemical equilibrium with zero bulk velocity167

and a temperature equal to the neutral temperature. The upper boundary velocity and168

temperature are assumed to have zero derivative. The pressure is set to have a slight169

gradient to ensure that any plasma reaching the upper boundary is pulled out. The170

density can then be set accordingly by the ideal gas law. The electron temperature is171

set to match the ion and neutral temperature at the bottom of the simulation, and is172

assumed to have zero derivative at the top of the simulation. For the initial condition, we173

take an initial guess of a steady state simulation from a prior run which then propagates174

out of the simulation over the course of several hours. For steady state runs, PWOM is175

run in a time dependent mode until the simulation result is no longer changing. For time176

dependent simulations, PWOM is first run to steady state, then the time is reset to zero177

and the time dependent simulation proceeds from the steady state initial condition.178

2.2. SuperThermal Electron Transport (STET)

The SuperThermal Electron Transport (STET) code has been successfully used in mul-179

tiple studies to model the generation and transport of the hot electrons in the space180

environment (see e.g., Khazanov et al. [1994]; Khazanov and Liemohn [1995]; Liemohn181

and Khazanov [1995]; Khazanov et al. [2013]). Of particular relevance to this study is182

the form of the solution that includes the effect of the parallel electric field on the SE183

solution. This is because the parallel electric field is an essential part of the coupling184

of the SE population to the polar wind ion solution. Therefore, we adopt the approach185

D R A F T May 27, 2017, 3:13am D R A F T

This article is protected by copyright. All rights reserved.



GLOCER ET AL.: PHOTOELECTRONS IN THE QUIET POLAR WIND X - 11

presented in Liemohn et al. [1997] which modified STET to include the effect of the par-186

allel electric field while minimizing numerical diffusion. We refer the reader to that paper187

for full details, but a brief summary of the approach is given in the remainder of this188

subsection.189

The time dependent evolution of the SE population along a magnetic field line is given

by the solution of the Boltzmann-Landau equation. That equation can be averaged over

the electron gyration in order reduce the dimensionality of the problem. The result can

be presented as [Khazanov et al., 1994]:

β√
E

∂φ

∂t
+ µ

∂φ

∂s
− 1− µ2

2

(
−F
E

+
1

B

∂B

∂s

)
∂φ

∂µ
+ EFµ

∂

∂E

(
φ

E

)
= Q+ 〈S〉 (6)

where β = 1.7× 10−8eV 1/2cm−1s, φ = φ(t, E, µ, s) is the differential flux of SEs, E is the190

kinetic energy, µ is the cosine of the local pitch angle, s is the distance along the field191

line, B is the magnetic field, F is the field-aligned force resulting from a parallel electric192

field, Q is production rate, and 〈S〉 is the collision operators.193

Solving equation 6 is replete with challenges. To obtain a numerical solution, we must194

first construct a grid to discretize the problem in E, µ, and s. Doing so, however, can lead195

to excessive numerical diffusion as particle trajectories are not aligned with the grid in196

this coordinate system. To understand this problem, consider a particle moving along the197

magnetic field with some µ = µ1 and E = E1 in the absence of collisions. As the particle198

moves from one position along the field line to another, the magnetic field changes which199

causes the pitch angle to change, µ = µ2, in order to conserve the first adiabatic invariant.200

The presence of a parallel electric field further complicates this picture. If our example201

particle is moving along the field parallel to the electric field, the velocity will be retarded202

shifting the kinetic energy to lower and the pitch angle to larger values. Conversely if the203
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particle is moving the direction anti-parallel to the electric field the velocity will increase,204

shifting the kinetic energy up and the pitch angle to more field-aligned values. Since E205

depends on the velocity, and µ depends on the velocity and the magnetic field, particle206

trajectories will always be curved relative to a µ and E grid. As described in the previous207

STET studies listed above, choosing to work in µ and E coordinates can result in an208

overestimate of pitch angle scattering and particle trapping in the plasmasphere refilling209

problem.210

It is therefore advantageous to consider a change of variables. Specifically, to work with

the total energy (ε) instead of kinetic energy (E), where ε is determined by

ε(s, E) = E − e∆Φ(s) (7)

where e is the electron charge and ∆Φ(s) is the electric potential difference relative to a

reference altitude (∆Φ(s) = Φ(s) − Φref ). Likewise we also work with the cosine of the

pitch angle at a reference altitude (µ0) instead of the cosine of the local pitch angle (µ),

where µ0 is given by

µ0(s, E, µ) =

√
1− B0E

B(s)[E − e(∆Φ(s)−∆Φ0)]
(1− µ2) (8)

where B(s) is the magnetic field at position s along the field line, and the subscript

‘0’ refers to the value at the reference altitude. Note that the reference altitude here

is not necessarily the same as the reference altitude for the potential difference; ∆Φ0 is

the potential difference between the two reference altitudes. Switching to these variables

allows equation 6 to be presented in a much simpler form

β√
E

∂φ′

∂t
+ Eµ

∂

∂s

(
φ′

E

)
= Q′ + 〈S ′〉 (9)
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where φ′ = φ′(ε, µ0, s) is the differential flux of SEs, Q′ is the production rate, and 〈S ′〉211

is the collision operators in the new variables. In this form, there are now no derivatives212

with respect to energy or pitch angle and particle trajectories are precisely aligned with213

the ε − µ0 grid. Therefore transport described by the left hand side of equation 9 does214

not result in any artificial numerical pitch angle scattering, and the only scattering that215

can occur is a result of the physical terms on the right hand side of the equation.216

While Equation 9 includes time-dependence, it is often impractical to include this in217

our simulations owing to the intensive computational requirements. Therefore, we take218

advantage of the fact that the electrons respond much more quickly than comparatively219

heavier ions and assume that solving this equation in the steady state is sufficient. Note220

that this exact same assumption is made in determining the electric field as Equation221

5 is derived by taking the electron momentum equation in the steady state and solving222

for E‖. Thus, every time that PWOM calls STET to get an updated solution for the223

superthermal electrons, STET starts with initially no superthermal electrons, calculates224

the sources, losses, and transport and returns back the steady state solution.225

Working in ε and µ0 coordinates also enables us to better visualize possible particle tra-226

jectories in the SE solution. As an example, we consider an open magnetic field line with a227

5V potential drop from the ionosphere to the top of the simulation domain. Figure 1 shows228

the simulation grid in this scenario for three values of ε that correspond to a value much229

greater, just above, and much less than the potential drop: ε =90 eV (left), 6 eV(middle),230

and 2 eV(right). When the total energy is much greater than the potential drop, there are231

two types of particle trajectories (in the absence of collisions). These are the ‘fly through’232

trajectories in which electron remain in the loss cone as they fly from the ionosphere to233

D R A F T May 27, 2017, 3:13am D R A F T

This article is protected by copyright. All rights reserved.



X - 14 GLOCER ET AL.: PHOTOELECTRONS IN THE QUIET POLAR WIND

the top of the simulation domain or from the top of the simulation domain to precipitate234

into the ionosphere (green), and the mirrored trajectories where electrons precipitate but235

are reflected back by magnetic mirroring before reaching the ionosphere (blue). When the236

total energy approaches, but is still greater than, the total potential drop, a new trapped237

trajectory becomes visible. This trapped trajectory represents particles that are trapped238

between mirror points entirely on one side of the equator (orange). Recall that mirror239

points are defined by when the local pitch-angle reaches 90 degrees, forcing the particle to240

change direction. These locations are defined by the spatial variation of the magnetic and241

electric fields. Finally, for total energies less than the total potential drop, the fly through242

trajectories are reflected such that the electrons are turned around before reaching the top243

of the simulations domain, and there exists a trapped trajectory with particles mirroring244

above the top of the ionosphere and being reflected before they reach the equator.245

The creation of such “trapped zone islands” along a field line, represented by the orange246

trajectories in Figure 1, depends on the relationship of the magnetic field and the parallel247

electric potential difference as a function of distance along the field line. Specifically, if248

the field line dependence of B and Φ satisfy these two equations [Chiu and Schulz , 1978;249

Khazanov et al., 1998],250

dΦ

dB
> 0 (10)

d2Φ

dB2
≤ 0 (11)

then no trapped zone islands will form along the field line. If either of these equations251

are violated, however, then one or more trapped zone islands will exist along the field252

line. Chiu and Schulz [1978] originally derived these formulas as a constraint on the253

famous Knight [1972] current-voltage relationship. Liemohn and Khazanov [1998] further254
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developed this idea into a generalized current voltage relationship that takes into account255

an arbitrary potential difference along the field line. Khazanov et al. [1998] continued the256

analysis for several specific scenarios of magnetospheric particle precipitation and polar257

wind outflow. The STET model can handle the formation of multiple trapped zones along258

the field line, down to the resolution of the s− µ0 grid.259

3. Results

We now present results from the newly coupled PWOM-STET code. These results260

are divided into three parts. First, we will consider a single, stationary, field line under261

sunlit and dark conditions. Then we examine the global outflow solution by following262

approximately 900 convecting field lines. The case with and without the effect of Joule263

heating is considered. Finally, we conduct a cursory examination of the impact of a high264

altitude potential difference.265

3.1. Steady State Polar Wind Solution: Sunlit and Dark Conditions

The first part of our study focuses on the difference between the sunlit and dark steady266

state polar wind solutions. We consider two field lines, one in sunlight with a Solar Zenith267

Angle (SZA) of 72◦, and one in darkness with a SZA of 112◦. For sunlit conditions, the268

ionizing solar flux is determined by the incoming EUV and X-ray flux taken from the269

model of Hinteregger et al. [1981] and attenuated by the atmosphere. We assume an270

F10.7 of 180 corresponding to solar maximum conditions. For dark conditions, there is271

little or no direct solar flux, but light from both starlight and multiple resonant scattering272

is included. For the former, we adopt the approach described by Titheridge [2000] who273

estimated the incoming starlight intensity in three wave length bands. For the later, we274
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digitized the resonant scattering solution presented by Strobel et al. [1974] and interpolate275

the intensity at three wavelengths (LyAlpha, LyBeta, HeI, and HeII) to our particular276

SZA and altitude location on the field line. Each line is held in a fixed location and the277

time-dependent simulation is run until a steady state solution is obtained. The energy278

grid spacing in the STET simulations is assumed to be 1 eV.279

Figure 2 presents the simulated dayside and nightside SE fluxes as a function of energy.280

We focus on 350 km altitude as it allows us to directly compare the simulated SE fluxes281

with published AE observations with similar illumination conditions. It is not expected282

that the model will produce an exact match to the data, but the overall similarity of the283

observed and simulated spectra demonstrate that the model adequately represents the SE284

solution. We do not have a similar comparison of the nightside SE fluxes, but it is clear285

that the nightside fluxes are significantly lower than the dayside fluxes, as expected.286

Figure 3 compares the day (black) and night (red) polar wind solutions calculated self-287

consistently with the SE fluxes discussed in the previous paragraph. This is the result of288

simulations of a stationary field line run in a time accurate mode until a steady state is289

reached. The figure presents the thermal plasma solution with densities in the upper left,290

velocities in the upper right, ion temperatures in the lower left, and electron temperature291

in the lower right. For the ion moments, O+ is shown in solid lines and H+ is show in292

dashed lines. When examining the ion densities we find that, as expected, the dayside O+
293

and H+ densities are higher than on the nightside. Moreover, on the dayside the crossover294

altitude, where the simulation goes from an O+ dominated solution to an H+ dominated295

solution, changes from 4000 km to 1800 km.296
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From an observational point of view it is not known exactly where the crossover altitude297

is located, but statistical studies provide some expectation. Chandler et al. [1991] present298

DE-1 observations in the open field line region at invariant latitudes greater than 70◦299

and altitudes between 1000 km and 4000 km. While that study did not look at the300

solar zenith angle dependence, O+ is found to dominate below 4000 km indicating the301

transition altitude should be above that altitude. Our crossover altitude prediction is302

therefore roughly consistent with observational expectations.303

It is furthermore interesting to compare our simulation results which include a more304

comprehensive treatment of photoelectrons with the more simplified treatment using an305

externally imposed photoelectron population given by Glocer et al. [2012]. Both calcula-306

tions show very low O+ velocity but significant day-night asymmetry in the H+ velocity.307

However, the size of the asymmetry is more pronounced in our current simulations. The308

peak H+ velocity is about 13.5 km/s under sunlit condition and 8 km/s under dark con-309

ditions for our simulations compared to 17 km/s and 13 km/s respectively in Glocer et al.310

[2012]. For reference, Abe et al. [2004] present average sunlit and dark H+ velocity values311

that peak at about 8 km/s and 5km/s respectively. Therefore our new simulations more312

closely predict the H+ velocity, but still overshoot the observed values. Both our new sim-313

ulations and the prior simulations give reasonable predictions of the O+ velocities. The314

peak electron temperature is also predicted to be lower in our new simulations, Te=2200315

k, as compared to the calculation of Glocer et al. [2012], Te=4800 k. Interestingly, the sta-316

tistical value from EISCAT Svalbard Radar (ESR) determined by Kitamura et al. [2011],317

Te=3000 k, is between these two values. Without a more comprehensive comparison it is318

impossible to say that the present results compare better with observations than the prior319
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results of Glocer et al. [2012], but our initial look suggests the comparison to observations320

is reasonable. More importantly, the present coupled model achieves these results with-321

out having to rely on an external specification of the photoelectrons which is disconnected322

from the ion production.323

One caveat to the present work is that the incoming EUV and X-ray flux is taken from324

the relatively dated model of Hinteregger et al. [1981]. Richards et al. [2006], as well as325

earlier studies (see e.g., Solomon et al. [2001] and references therein), indicated that the326

flux from this model below 25 nm wavelength needs to be adjusted upward by a factor327

of 2-3. To test the potential impact of this correction, we repeat our dayside simulation328

increasing the flux in this range by a factor of 3. The resulting SE fluxes are shown in329

Figure 2 as a dash-dot line and the associated polar wind solution is shown as green solid330

and dashed lines in Figure 3. This correction to the incoming solar flux serves to increase331

the SE fluxes with most of the effect visible above about 30 eV. The resulting thermal332

electron temperature is increased by a few hundred Kelvin, or approximately 10%. The333

O+ and H+ densities are likewise increased slightly with the crossover altitude moving up a334

few hundred kilometers. This test demonstates that while future work should incorporate335

a more recent model for the incoming solar flux, the expected difference in the polar wind336

solution will be fairly modest and therefore the older model of Hinteregger et al. [1981] is337

sufficient for the present study.338

3.2. The Global Polar Wind Solution

The results shown in Section 3.1 are illustrative of the steady state solution under typ-339

ical steady sunlit and dark conditions, but are missing the time dependent effects of field340

line convection. To address the effects of convection and examine the global polar wind341
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solution in response to photoelectrons under position dependent conditions of illumina-342

tion, we simulate approximately 900 field-lines distributed around and throughout the343

high-latitude region. Each line moving through the domain represents a field-aligned,344

coupled, PWOM-STET solution and all lines are combined to reconstruct the three di-345

mensional result. Our initial condition is determined by holding the field lines stationary346

and obtaining a steady state solution for each field line. We then let the field lines move347

and track the time-dependent result. The simulation is run for 4 hours after which the348

simulation settles into a quasi-steady state.349

The field lines in the simulations move under the combined influence of the convection350

and corotation velocities. The polar cap potential used to get the convection velocity in351

this study is specified by the empirical model of Weimer [2005] in response to nominal solar352

wind conditions assuming an IMF consistent with the Parker spiral. Specifically, the solar353

wind conditions and IMF conditions are held constant with a density and velocity equal to354

5/cc and 400 km/s respectively, and Bx = By = 1nT and Bz = −1nT . When the model355

is coupled with the Space Weather Modeling Framework (SWMF) the polar cap potential356

is derived from the ionospheric electrodynamics component, a height integrated potential357

solver that combines ionospheric conductances with field aligned currents calculated from358

BATS-R-US [Glocer et al., 2009a]. The convection electric field and the associated velocity359

is calculated from the potential; the field lines then move in response to convection. Figure360

4 presents the polar cap potential, and combined convection and corotation velocities used361

in this study.362

The global polar wind solution including convection is shown in Figures 5-7. This363

solution includes the effects of time and position dependent change of illumination and364
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neutral background, but neglects the effects of Joule heating which is considered later.365

Each row in these figures shows a color contour of a different physical quantity at three366

fixed altitudes (1,000 km, 4,000 km, and 7,000 km) from the perspective of looking down367

on the high-latitude region from above. The gray crosses show the field line foot point368

locations, and the gray circles shows the invariant latitude. MLT is indicated on the plot369

with 12 MLT at the top of each plot. Figure 5 presents the ion and electron temperatures,370

Figure 6 presents the ion densities and density ratios, and Figure 7 presents the ion371

velocities and the net photoelectron number flux.372

In examining the global polar wind solution it is clear that there is a solar zenith angle373

dependence that is modified by the effects of convection. The relative importance of con-374

vection clearly depends on the mass of the species. For example, the electron temperature375

drops very quickly across the terminator, but the ion temperatures are slower to respond.376

The H+ temperature does transition to the nightside values more quickly than the O+
377

temperature, but both are slower to respond to changing illumination conditions than the378

electrons. This disparate response to changing illumination conditions can create some379

interesting localized feature. For instance, a region of higher ion temperatures along the380

“tongue of ionization” formed by the region of strong convection across the high-latitude381

region. Another such feature is localized enhancements of the electron temperature on382

the dayside between 70◦ and 80◦. This localized enhancement appears in the region where383

flow is returning from the nightside to the dayside. The electrons are able to respond much384

more quickly to the sudden change in conditions, and they heat up while the ions persist385

at values closer to nightside conditions for longer. It is also interesting to note that the386

distribution of the electron temperature in polar region is closely tied to the distribution387
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of the net number flux of photoelectrons. This is expected as there is no imposed topside388

heat flux and therefore the photoelectrons should exert the main influence in defining the389

thermal structure of the electrons.390

The composition and velocity also exhibit strong SZA and altitude dependence modified391

by the effects of convection. Both O+ and H+ densities are enhanced on the dayside and392

drop off on the nightside, but both are enhanced along the region of enhanced convection393

dragging plasma across the high-latitude region. We also see that at higher altitudes394

the O+ to H+ ratio is enhanced on the dayside and drops precipitously on the nightside.395

Interestingly, there is an enhancement in the density ratio at low altitudes coinciding with396

the return flow. Just as in the single stationary field line case of Figure 3, both O+ and397

H+ ions have higher velocities under sunlit conditions as compared to dark conditions.398

The result just presented illustrate the nature of the global polar wind solution when399

convection is included, but do not include the effects of Joule heating, low altitude fric-400

tional heating, caused by the ions being “dragged” through the neutral background. Past401

studies indicate that this may have a significant effect of ion up-welling. For instance,402

Cannata et al. [1988] demonstrated that this frictional heating deposits energy below 500403

km but can lead to transient up-flow events. We now examine this effect on the global po-404

lar wind solution by including frictional heating associated with the perpendicular drift of405

ions through the neutral atmosphere. One simplification that is important to note is that406

we assume the neutrals are a static background and the ions are moving through them.407

In general, the neutral winds should be accounted for through either an empirical wind408

model such as that presented by Hedin [1991] and Drob et al. [2008], or a physics based409
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model. However, our simulations with a static neutral background suffice to demonstrate410

the basic effect.411

The global polar wind solution including the effects of Joule heating are shown in412

Figures 8-10. These Figures are presented in the same format as Figures 5-7 which do413

not include the Joule heating, but the color bars are somewhat different to accommodate414

the different range of values in the plots. Overall, the solution is much the same as415

when the additional heating is not included, but there are some localized differences.416

For instance the temperatures are enhanced along the region of strong convection on the417

dayside. This is particularly pronounced for the ions, but there is also some enhancement418

in the electron temperature. The densities at all altitudes also increase somewhat in the419

region of strong convection, with there being a higher O+ to H+ ratio in that region at420

400 km. This supports the notion that the heating associated with convection can create421

localized enhancements of O+ at higher altitudes available for further acceleration by422

other processes.423

3.3. A cursory examination of the effect of reflection potential

Finally, we briefly address the sensitivity of the solution to the presences of a high424

altitude reflection potential. It has been observed that a potential drop often exists at425

high altitudes. Kitamura et al. [2012], conducted a statistical study of one month of426

FAST data and found an average potential drop of about 20 V above 4000 km. This427

potential drop is referred to as a ‘reflection potential’ since its presence is inferred by the428

observation of reflected photoelectrons whose kinetic energy is insufficient to overcome the429

electrical potential drop. While we do not model the high altitude potential drop above430
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our simulation domain, in this subsection we conduct a cursory examination of the effect431

of an imposed reflection potential.432

Kitamura et al. [2015] argued that the presence of a 20 V potential drop would choke off433

the photoelectron flux and since the flux of superthermal electrons must approximately434

equal the flux of ions, the polar wind would be suppressed as well. While it is true that one435

way to satisfy the current conservation condition implied by Equation 2 is to require that436

the ion flux equal the photoelectron flux, that is not the only way to satisfy this condition.437

Indeed, thermal electrons are much more mobile and respond much more quickly than438

the ions. More generally, Wilson et al. [1998] describe three ways that the polar wind439

solution can respond to the flow of photoelectrons. First, thermal electrons can be drawn440

down the field line from the magnetosphere to counter the flow. Second, there could be a441

field aligned current to counter the flow. Finally, a potential drop can form to reduce the442

flux of photoelectrons. It is this last scenario which we evaluate here.443

To test the effect of the presence of a high altitude potential drop we consider a single444

field line under sunlit conditions with a 20V drop imposed just above the upper boundary445

of the model. We apply this potential by setting downward flowing superthermal electrons446

with kinetic energy below 20 eV to match the upward flowing superthermal electrons447

with the same energy and pitch-angle. While the potential drop at high altitudes above448

our simulation domain will also locally accelerate ions at those altitudes, we ignore that449

portion of the feedback on our simulation domain. Neglecting this is not expected to450

matter significantly as there is very little O+ at high altitudes to be further accelerated451

and the H+ is already supersonic when it reaches the upper boundary and therefore all of452

the characteristics point out of the simulation domain. Thus, the reflection of the upward453
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flowing superthermal electrons is the main channel by which the potential drop is likely454

to affect our simulation domain.455

In general, very little effect is found on the polar wind solution due to the presence456

of a reflection potential. In the interest of space we do not show all quantities, but457

show only the electron temperature in Figure 11 as an example. At high altitudes the458

temperature is slightly lower while at lower altitudes the temperature is slightly higher.459

This is qualitatively similar to the results from Varney et al. [2014] who conducted a460

similar experiment imposing a potential drop at high altitudes and comparing the results461

with the RISR data.462

It is instructive to also examine the effect that this reflection potential has on the

superthermal electron solution. The main effect of the reflection potential is to cause all

upward traveling electrons with kinetic energy below 20 eV at the top of the computational

to be turned around and return towards the ionosphere. This causes two important effects.

First, the net number flux should be decreased due to the increased number of downward

traveling electrons. The net number flux from the superthermal electron solution , jse, is

given by:

jse = 2π
∫ Emax

Emin

∫ 1

−1
µφ(µ,E)dµdE (12)

where E is the kinetic energy, µ is the cosine of the local pitch-angle, and φ(µ,E) is

the differential flux of superthermal electrons. Second, the energy deposition should be

enhanced as electrons that would have previously escaped, are now returned to the iono-

sphere where they have another opportunity to deposit energy. The energy deposition

rate, Qse, at a particular position along the magnetic field is given by [Liemohn et al.,
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1997]:

Qse = Ane

[
φ(Emin)

(
1− 2Te

Emin

)
+
∫ Emax

Emin

φ(E)

E
dE

]
(13)

where A is a constant, ne is the thermal electron density, and φ(E) is the omni-directional463

flux of superthermal electrons at a particular E. We note that this expression for the464

energy deposition rate does not include the effect of the so-called local heating resulting465

from the electron production. However, based on the work of Hoegy [1984], it is expected466

that this term would result in a relatively small correction.467

Figure 12 shows both of these quantities. As most of the energy deposition happens in468

the ionosphere we focus our plot on that part of the solution. The top panel shows energy469

deposition and the bottom panel shows the net number flux. The case with reflection470

potential is shown as a solid line and the case with no reflection potential is shown as a471

dashed line. As you can see the reflection potential only increases the energy deposition472

modestly. Integrating the energy deposition rate along the field line, we find that the total473

energy deposition with the inclusion of a reflection potential is only about 6% greater than474

when no reflection potential is included. In contrast, the effect on the number flux is more475

pronounced with the number flux at the top of the ionosphere decreased by a little less476

than half when the reflection potential is included. From this we conclude that the effect477

of the reflection potential is felt more strongly through the enforcement of the current478

conservation condition (Equation 2) than in any added heating.479

Overall, we found that the presence of a high altitude potential drop has only a slight480

effect on the overall solution. Nevertheless, how and where the potential drop forms,481

and what consequences it may have at high altitudes, and how it varies is an interesting482
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question deserving of future study. In this work, however, we content ourselves with the483

demonstration that it has at best a marginal effect on our conclusions.484

4. Conclusion

We have presented a newly coupled model capable of treating superthermal electrons in485

the global polar wind solution. The STET model provides the solution for the superther-486

mal electrons population and the PWOM code provides the polar wind ion solution. The487

models interact through the ambipolar electric field, Coulomb collisions, and ionization488

(production of an SE must be paired with the production of an ion). The newly coupled489

model takes advantage of parallel computing in order to simultaneously obtain hundreds490

of field-aligned PWOM-STET solutions.491

In this paper, we focused on the role of photoelectrons in the polar wind. We used the492

newly coupled PWOM-STET code to examine single stationary field-lines under day and493

night side conditions of illumination, as well as multiple moving field lines to reconstruct494

the effect of photoelectrons on the global polar wind solution. Finally, we examined the495

effect of an imposed reflection potential on our conclusions.496

In summary we found the following:497

1. O+ dominated the solution in our simulations below 4000 km on the dayside and498

1800 km on the nightside. This corresponds to higher ion production and photoelectron499

fluxes on the dayside versus the nightside. We note, however, that the accuracy of the500

transition altitude will be strongly affected by the temperature at low altitudes. Future501

work is therefore needed to understand the qualitative difference between the electron and502

ion temperatures around 500 km in our calculation with the observations shown in Glocer503

et al. [2012].504
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2. Ion velocities show a clear day night asymmetry with higher velocities on the dayside505

as compared to the nightside. This finding is in accordance with Akebono observation506

demonstrating that polar wind velocity is higher in the dayside high-latitude region than507

the nightside [Abe et al., 1993].508

3. Convection in the high-latitude region creates structure in the global polar wind509

solution. This is because the field line encounters changing conditions of illumination and510

different neutral thermosphere configurations as it moves. The electrons, owing to their511

light mass, responds much faster to these varying conditions as compared to ions. The512

different response rate results in localized enhanced ion temperatures along the tongue513

of ionization going into the nightside as the electrons cool more quickly than the ions.514

Likewise, there are local patches of enhanced electron temperature where field lines move515

from night to day as the electrons heat up more quickly than the ions.516

4. Including Joule heating, the frictional heating associated with the horizontal motion517

of the field line, results in localized ion temperature enhancements in regions of strong518

convection. There is also an associated increase in ion densities and the O+ to H+ ratio519

at higher altitudes. This is consistent with the results Cannata et al. [1988] who also520

predicted such an increase using single field line simulations and imposed Joule heating521

rates.522

5. The inclusion of a high altitude reflection potential above the computational domain523

had only a slight effect on the overall solution.524

In conclusion, we note that this work represents the first inclusion of a fully kinetic525

treatment of the superthermal electron population into the global polar wind solution.526
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Our study focused primarily on the role of photoelectrons, and other processes such as527

auroral precipitation and wave-particle interactions are left to future studies.528
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Glocer, A., G. Tóth, Y. Ma, T. Gombosi, J.-C. Zhang, and L. M. Kistler (2009b), Multi-566

fluid Block-Adaptive-Tree Solar wind Roe-type Upwind Scheme: Magnetospheric com-567

position and dynamics during geomagnetic storms - Initial results, Journal of Geophys-568

ical Research (Space Physics), 114 (A13), A12203, doi:10.1029/2009JA014418.569

D R A F T May 27, 2017, 3:13am D R A F T

This article is protected by copyright. All rights reserved.



X - 30 GLOCER ET AL.: PHOTOELECTRONS IN THE QUIET POLAR WIND

Glocer, A., G. Toth, T. Gombosi, and D. Welling (2009a), Modeling ionospheric outflows570

and their impact on the magnetosphere, initial results, J. Geophys. Res., 114 (A05216),571

doi:10.1029/2009JA014053.572
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ROEnew.pdf

Figure 1. The region of existence for electrons with total energy of 90, 6, and 2 eV for the

case of an open field line with a uniformally distributed 5V potential drop from the top of the

ionosphere to the top of the simulation domain. The horizontal axis represents the pitch angle at

a reference altitude, and the vertical axis represents the distance along the field line; the top of

the vertical axis top of the computational domain and the bottom is the ionosphere. The arrows

illustrate particle trajectorys.
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SEfluxes_day_night_new.pdf

Figure 2. Photoelectron fluxes at 350 km altitude on the dayside (solid) and nightside (dashed).

For reference, AE observations under similar illumination condtions are included (*) from Lee

et al. [1980]. Dayside fluxes with the EUV fluxes (below 25 nm) multiplied by a factor of 3 are

shown with the dash-dot line.
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CompareDayNight_new.pdf

Figure 3. Comparison of the daytime (black) and nighttime (red) polar wind solution. Altitude

profiles of O+ (solid) and H+ (dashed) density, velocity, and temperature are shown along with

the electron temperature. Daytime polar wind solutions with the EUV fluxes (below 25 nm)

multiplied by a factor of 3 are shown in green.
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elec_combined.pdf

Figure 4. Polar cap potential pattern used in calculation (left) and combined convection and

corotation velocities (right). Streamlines are over-plotted.
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multicombined1a.pdf

Figure 5. Te− , TO+ , and TH+ solutions at constant altitudes (1,000, 4,000, and 7,000 km) in

SM coordinates with MLT=12 at the top of each plot. The latitudes represent invariant latitude.

Each grey ‘+’ symbol represents the foot-point location of one of the approximately 900 field

lines tracked in the calculation.
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multicombined2a.pdf

Figure 6. Same format as Figure 5, but plotting the log of nO+ and nH+ as well as nO+/nH+ .
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multicombined3a.pdf

Figure 7. Same format as Figure 5, but plotting the log of uH+ and uO+ .
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multicombined1a_joule.pdf

Figure 8. Including effects of Joule heating. Te− , TO+ , and TH+ solutions at constant

altitudes (1,000, 4,000, and 7,000 km) in SM coordinates with MLT=12 at the top of each

plot. The latitudes represent invariant latitude. Each grey ‘+’ symbol represents the foot-point

location of one of the approximately 900 field lines tracked in the calculation.
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multicombined2a_joule.pdf

Figure 9. Same format as Figure 8, but plotting the log of nO+ and nH+ as well as nO+/nH+ .

Including effects of Joule heating.
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multicombined3a.pdf

Figure 10. Same format as Figure 8, but plotting the log of uH+ and uO+ . Including effects

of Joule heating.
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TeRelection.pdf

Figure 11. Altitude profile of the electron temperature with (red) and without (black) an

imposed reflection potential.
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stetreflect.pdf

Figure 12. Altitude profile of the superthermal electron energy deposition to the thermal

plasma (top), and the net number flux of superthermal electrons (bottom).
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