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A method is presented for the on-orbit calibration of photodiodes for sun sensing in an attitude determination

system. The calibration estimates the scale factors and alignment angles of the photodiodes, resulting in a higher

attitude determination accuracy than achieved with the preflight calibration parameters. The calibration is

accomplished through the simultaneous estimation of the spacecraft attitude and calibration parameters. This

approach, as opposed to an attitude-independent method, enables the calibration of an arbitrary number of

photodiodes mounted in any orientation on the spacecraft and facilitates the use of an attitude-dependent Earth

albedomodel. Themethod is formulatedwithin both an extendedKalman filter and anunscented filter. The filters are

demonstrated by application to flight data from theRadioAuroraExplorer satellites and result in an average angular

improvement of 10 deg in sun vectormeasurements with the photodiodes. Attitude determination accuracies of below

1 deg in each axis are demonstrated using the calibrated photodiodes in combination with a low-cost three-axis

magnetometer and rate gyroscope.

I. Introduction

S UN sensors are the most widely used sensor type in attitude
determination systems [1]. They are used to measure the vector

from the spacecraft to the sun (herein referred to as the sun vector) in
the spacecraft body-fixed frame, and their angular accuracies range
from several degrees to less than an arcsecond. Photodiodes, which
generate current as a function of incoming light [2], are themost basic
type of sun sensor. A standalone photodiode provides ameasurement
of the angle between the sun vector and the direction normal to
the photosensitive plane, effectively measuring one component of
the sun vector. For multi-axis sun sensing with photodiodes, two
common schemes exist: 1) individual photodiodes can bemounted in
different orientations, either within a single sensor package [3] or
distributed over the spacecraft body [4], for up to three-component
sun sensing, or 2) multiple photodiodes and a mask can be combined
within a single sensor package for two-axis sun sensing. The angular
accuracy of the former scheme is on the order of degrees, and the
angular accuracy of the latter, which can be as good as arcseconds,
depends on the complexity of the sensor [5,6]. A photodiode-based
sensor with accuracy on the order of degrees is typically referred to as
a coarse sun sensor, whereas sensors with angular accuracies on the
order of tenths of degrees or better are referred to as fine sun sensors.
Fine sun sensors commonly use more advanced components than
photodiodes, such as CMOS sensors [7].
This work focuses on coarse sun sensors composed of individual

photodiodes mounted at different angles. This photodiode scheme is
extremely common on CubeSats and other small spacecraft [8–12]
because of its simplicity and low cost.‡ One configuration that is
typical of CubeSats is to mount the photodiodes orthogonal to each
other by placing one on each surface of the spacecraft [8,9,12].
However, this configuration does not provide three-component sun
sensing in all directions because the conical field of view of

photodiodes is typically less than 180 deg [9].A natural improvement
to this is to use additional photodiodes mounted in various orienta-
tions over the spacecraft body to achieve three-component sun
sensing in all directions. In addition to enabling three-component sun
sensing, this configuration providesmore information for the attitude
determination system, resulting in a potential angular accuracy
improvement. This photodiode scheme has been used on various
spacecraft [3,10,13], and a design method to determine optimal
photodiode orientations for sun sensing is given in [4].
There are two parameters critical for accurate sun sensing with

photodiodes: the scale factor, which relates the measured current to
the sun vector component, and the orientation of each photodiode on
the spacecraft. The scale factor is dependent on the characteristics
of both the photodiode and surrounding circuitry, and it will be
discussed further in Sec. III.A. Although the scale factor can be
estimated from preflight calibration, photodiodes are known to
degrade on orbit due to radiation, and previous flight experience
demonstrates that this has a significant effect on the scale factor [14].
Additionally, thorough preflight calibration requires a light source
that is calibrated to match the characteristics of sunlight in orbit. On-
orbit estimation of the scale factor provides the best estimate of the
on-orbit sensor characteristics and lowers the spacecraft development
time and cost by mitigating rigorous preflight calibration require-
ments. Similarly, the preflight orientation of the photodiodes is
known if sufficiently high tolerance procedures are used during
spacecraft integration, but any high tolerance procedures that add
cost to the integration defeat the low-cost benefits of photodiodes,
and the orientation may change during the launch regardless of the
initial tolerance. Therefore, the photodiode orientation is also esti-
mated in flight.
The contributions of thiswork are the development and application

of a new, on-orbit photodiode calibration method to estimate
the photodiode scale factor and orientation. Implementations of
the calibration within both an extended Kalman filter (EKF) and
unscented filter (UF) are presented and compared. This recursive,
attitude-dependent approach enables the inclusion of an Earth albedo
model, which is demonstrated to be an important aspect of the
calibration. In the application to flight data from the Radio Aurora
Explorer (RAX) satellites, an average of a 10 deg improvement
in accuracy of the photodiode-based sun vector measurement is
achievedwith the on-orbit calibration. In a previous conference paper
[15], only the EKF-based formulation was discussed, and the filter
was applied to a limited amount of flight data. In this paper, both
the UF- and EKF-based approaches are presented, a simulated
comparison is discussed, and the filters are applied to a broader set of
flight data.
The remainder of this paper is organized as follows. Existing

calibration techniques and the motivation for formulating the photo-
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diode calibration as a recursive attitude-dependent method is
discussed inSec. II. The formulation of the calibrationwithin both the
EKF andUF is discussed in Sec. III, and both filters are compared via
simulation and applied to flight data in Sec. IV. The impact on the sun
vector angular accuracy and the importance of including the Earth
albedomodel is also discussed in Sec. IV. A discussion of some of the
assumptions and techniques used in the calibration is presented in
Sec. V, and conclusions are given in Sec. VI.

II. Existing Calibration Techniques

In general, sensor measurements are corrupted by errors such as
scale factors, bias, and angular misalignments. Calibration is used to
estimate and subsequently compensate for the sensor errors, and it is
critical for accurate attitude estimation. Many calibration techniques
have been presented in the literature; this section is not meant to
include an exhaustive overview of existing calibration techniques,
but rather to summarize the most relevant types of methods in the
context of the new photodiode calibration presented in this paper.
The calibration process consists of modeling the sensor of interest

and estimating the parameters of the model using sensor measure-
ments from either ground-based testing or on-orbit operations.
Calibration using only on-orbit data is referred to as on-orbit
calibration, and it is advantageous over ground-based calibration
because it mitigates the time and resources required for preflight
calibration and accounts for changes to sensor characteristics once
on orbit.
On-orbit calibration techniques can be categorized as either

attitude independent or attitude dependent. Attitude-independent
calibration does not require attitude knowledge and is accomplished
by minimizing a scalar objective function that is dependent on the
calibration parameters. Typical scalar objective functions are the
angle between two vectors in the same frame or the magnitude of a
vector, with examples of these approaches found in [16–20]. Both of
these attitude-independentmethods can be applied to various types of
three-axis sensors. Attitude-dependent techniques are recursive
methods that use attitude estimates for the sensor calibration, and thus
simultaneously estimate attitude and sensor calibration parameters.
Examples of this approach include [21] and [22], which use an
extended Kalman filter and an unscented filter, respectively, to
estimate sensor misalignments, rate gyroscope scaling and bias, and
attitude.
Regarding sun sensors specifically, on-orbit calibration of coarse

sensors is not prevalent in the literature. Furthermore, the models of
fine sun sensors are dependent on the sensor design, so existing
calibration methods are typically applicable to only specific sensors
[5,6]. While both the attitude-independent and attitude-dependent
calibration approaches mentioned previously can be applied to on-
orbit sun sensor calibration, the direct application of these methods
requires a sun sensor that provides a three-component sun vector
measurement [23,24]. Since photodiodes provide ameasurement of a
single sun vector component, a three-component measurement is not
always available, making the application of thesemethods nontrivial.
The new, on-orbit calibration method presented in this paper has

been developed for standalone photodiodes in any orientation and
does not require the simultaneous illumination of multiple sensors,
whichwould be required for a three-component vector measurement.
This enables the calibration of an arbitrary number of illuminated
sensors and facilitates the use of an attitude-dependent Earth albedo
model. Earth albedo is the reflection of sunlight fromEarth’s surface,
and it can significantly degrade the accuracy of photodiode-based sun
sensing. Both of these aspects are discussed in more detail with the
calibration methodology in the next section.

III. Formulation of Attitude Estimation andCalibration
Filter

On-orbit photodiode calibration is achieved by estimating the
calibration parameters and spacecraft attitude simultaneously. We
formulate the estimation problem by extending existing recursive
attitude estimation methods to include the calibration parameters

as states, which is a similar approach to that of existing attitude-
dependent on-orbit calibration techniques that deal with star tracker
and rate gyroscope misalignment [21,22]. The calibration has been
implemented within both an EKF and UF. The EKF is a widely used
approach for nonlinear state estimation and has become a standard
method for satellite attitude determination [25,26]. The UF is a more
recent estimation method that uses a different propagation technique
than the standard EKF [27], and it can be used as an alternative,
potentially more accurate estimator for attitude estimation [26,28]. In
general, UFs can be advantageous over the standard EKF because the
expected error is lower, they can be applied to nondifferentiable
functions, Jacobian matrices are not required, and the UF is valid to
higher-order expansions than the standard EKF [28]. But the degree
of improvement over the EKF depends on the nature of estimation
problem, and UFs are more computationally intensive than the EKF,
particularly if parallel processing is not available. A comparison of
the photodiode calibration accuracywhen using an EKF and anUF is
discussed in Sec. IV.B.
Direct application of both the EKF and UF to attitude estimation is

nontrivial due to the orthogonality constraint of the attitudematrix, or
equivalently, the unity norm constraint when quaternions are used to
parameterize attitude; the norm constraint can be violated by the
linear measurement updates of the standard EKF. This shortfall has
been widely studied, and a common implementation of an EKF for
attitude estimation has become known as the multiplicative EKF
(MEKF). The termmultiplicative stems from the fact that quaternion
multiplication supplements the standard additive state update within
the EKF [25,29]. The multiplicative approach can also be used to
satisfy the quaternion norm constraint in unscented filtering, and the
specific implementation of thisUF for attitude estimation is called the
unscented quaternion estimator (USQUE) [28]. The photodiode
calibration is accomplished by extending theMEKF and USQUE for
the estimation of the calibration parameters along with spacecraft
attitude.
The remainder of this section is organized as follows. The

photodiode measurement model and Earth albedo are discussed in
Sec. III.A. This provides the foundation for extending theMEKF and
USQUE to include the photodiode calibration, which is presented in
Secs. III.B and III.C.While the derivation of theMEKF and USQUE
are beyond the scope of this text, the complete equations for each are
given in the Appendix and will be referenced in this section.

A. Photodiode Measurement Model

The foundation of the inclusion of photodiode measurements in
recursive estimation is their measurement model. The measurement
model for a photodiode illuminated by only the sun is given by
Eq. (1), where ~I is themeasured current output;EAM0 is the irradiance
of the sunlight§; I0 is the maximum current output of the photodiode;
Ecal is a scaling parameter that relates the current output to the
incident irradiance and is dependent on the specific photodiode and
surrounding circuitry; n is the 3 × 1 unit vector that defines the
direction normal to the photosensitive plane, herein referred to as the
photodiode normal direction; s is the 3 × 1 unit sun vector; and η is
the zero mean Gaussian measurement noise [8]. Even though both n
and s are unit vectors, they are not denoted with the common unit
vector notation of n̂ and ŝ because the hat symbol is reserved to
denote estimated quantities.

~I � EAM0I0
Ecal

nTs� η (1)

The quantitynTs is equivalent to cos�θ�, where θ is the angle between
the two vectors. Instead of nTs, cos�θ� is commonly used in
photodiode models, and photodiodes are sometimes referred to as
cosine detectors [1]. Phototiodes generate current anytime 0 < θ ≤
90 deg, but the output deviates from the cosine model of Eq. (1) at
high angles. The photodiode field of view (FOV) is the conical region

§The subscript AM0 denotes air mass zero, meaning zero atmospheres.
EAM0 is the solar irradiance at 1 AU with no loss due to Earth’s atmosphere.
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overwhich the cosinemodel is valid. The exact FOVvaries by sensor,
but a half-angle of 60–70 deg is typical.
Photodiodes in lowEarth orbit are also subject to illumination from

sunlight reflected by Earth, which is called Earth albedo [30]. The
irradiance of Earth albedo can be up to 30–40% of the solar
irradiance, resulting in a potentially significant degradation of a sun
vector measurement if it is not accounted for. Albedo is typically
treated as noise in attitude estimation, and this approach can be
successful particularly when other attitude sensors are available to
complement the photodiodes. But we have found that this approach
of simply increasing the measurement covariance is not sufficient for
photodiode calibration because the resulting state-error covariance
of the calibration parameters is too high; the confidence in the
calibration parameter estimates is not a significant improvement over
the precalibration state estimates. Therefore, we include a model of
albedo in the filter to remove its contribution from themeasurements.
The albedo model used was developed by Bhanderi [8,30,31] using
Earth reflectivity measurements fromNASA’s Total OzoneMapping
Spectrometer (TOMS), and the model has been verified through
comparison to flight data from the⊘ rstead satellite. The photodiode
measurement model with the inclusion of Earth albedo is

~I � I0
Ecal

�EAM0n
Ts� Ea� � η (2)

where the albedo irradiance Ea is given by Eq. (3).
Earth albedo is a function of the relative positions of the sun, Earth,

and satellite, and the Earth reflectivity varies with longitude, latitude,
and atmospheric conditions such as cloud coverage. To account for
the varying reflectivity in the albedo model, Earth’s surface is
partitioned into cells, and the reflectivity of each cell is the average of
measurements over a 1-year time period. The latitude and longitude
of the center of each cell is denoted by �ϕg; θg� ∈ D, where D is the
set of all cell locations. The incident Earth albedo irradiance on a
photodiode with normal direction n is

Ea �
X

Vsun∩Vsat

Ec�ϕg; θg�nTrg (3)

where Vsun ⊂ D and Vsat ⊂ D are the cells in the field of view of the
sun and satellite, respectively;Ec is the irradiance reflected by the gth
cell in the direction of rg, which is a function of the reflectivity of the
cell, direction of incoming solar irradiance, and direction to the
satellite; and rg is the vector from the satellite to the center of the cell.
In this work, the average Earth reflectivity data from the year 2005 is
used for the Earth albedo model, which is the latest available TOMS
data. A map of the average reflectivity over the 1-year duration is
shown in Fig. 1a, and the standard deviation of thosemeasurements is
shown in Fig. 1b. Although the reflectivity is nearly 100% over some
portions of Earth, the albedo is dependent on the reflectivity aswell as
the angle of incoming sunlight, and the maximum albedo over the
poles is between 30% and 40% of direct sun irradiance. Further
details of the albedo model development and calculation ofEc can be
found in the existing literature [8,31]. It is not written explicitly, but
Ea is a function of spacecraft attitude; the attitude is required to
compute n and rg in the same frame for Eq. (3).
The information available from a photodiode measurement for

attitude determination is the sun vector component along the
photodiode normal direction, nTs. This quantity can also be written
as a function of spacecraft attitude and the sun vector in the inertial
reference frame, which is a known function of time and satellite
position. This is given by Eq. (4), where jB indicates that the preced-
ing quantity is resolved in the satellite body-fixed frame, jR indicates
that the quantity is resolved in the inertial reference frame, and A is
the 3 × 3 proper orthogonal attitudematrix defining the orientation of
the body-fixed frame relative to the reference frame. The dependence
of the photodiode normal direction and spacecraft attitude on the
calculation of Earth albedo has also been noted explicitly in Eq. (5).

�nTs�jB � nT jBAsjR (4)

The measurement model that relates the photodiode measurement to
spacecraft attitude [analagous in Eqs. (A7) and (A35) of the MEKF
and USQUE] is obtained by substituting Eq. (4) into Eq. (2). The
result is givenbyEq. (5), where the j subscripts indicate that the terms
are specific to the jth photodiode and the substitution Cj �
EAM0I0;j∕Ecal;j has been used.Cj is the sensor scale factor thatwill be
estimated with on-orbit calibration. It is a dimensional scale factor
that is equivalent to themaximumcurrent output caused by irradiance
of only direct sunlight.

~Ij � CjnTj jBAsjR � Cj
Ea;j�nj; A�
EAM0

� η (5)

As discussed in Sec. I, Cj and nj in Eq. (5) are critical for accurate
attitude determination and are the calibration parameters that will be
estimated.

B. Integration into MEKF and USQUE

With the photodiode measurement model in hand, the MEKF and
USQUE are extended to include the photodiode calibration. The
MEKF andUSQUE estimate six states: the 3 × 1 attitude error vector
δp, which in combination with quaternions being propagated within
the filter quantifies spacecraft attitude, and the 3 × 1 rate gyroscope
bias β (see the Appendix). For photodiode calibration, we use these
same states and include the calibration parameters as additional
states. The photodiode normal directions nj are parameterized by
their corresponding azimuth and elevation, αj and ϵj, respectively.
This is given by Eq. (6) (there is an observability problem with this
parameterization that is discussed in Sec. III.C).

nj � � cos�ϵj� cos�αj� cos�ϵj� sin�αj� sin�ϵj� �T (6)

The azimuth and elevation are used rather than the three-component
normal vector because three components of a unit vector are not
linearly independent. The full state vector is then

x�6�3mp�×1 � � δpT βT CT αT ϵT �T (7)

wheremp is the total number of photodiodes included in the attitude
determination system and

C � �C1 · · · Cmp �T (8a)

Fig. 1 The mean and standard deviation of Earth reflectivity
measurements.
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α � � α1 · · · αmp �T (8b)

ϵ � � ϵ1 · · · ϵmp �T (8c)

The azimuth and elevation of each sensor is expected to remain
constant over time (assuming they are not mounted on actuated
surfaces). The scale factor may decrease over time due to radiation,
but since the degradation is much slower than the frequency of
measurements, process noise is sufficient to capture the degradation.
The dynamic models of the calibration states are therefore given by
Eq. (9), wherewC,wα, andwϵ are each mean zero Gaussian random
vectors with covariance matrices QC, Qα, and Qϵ, respectively.

_C�t� � wC (9a)

_α�t� � wα (9b)

_ϵ�t� � wϵ (9c)

EKFs use partial derivatives of the measurement model [see
Eq. (A4)]. The partial derivatives that make up the photodiode
portion of the sensitivity matrix H are

∂ ~Ij
∂δp
� CjnTj ��AsjR�×� (10)

∂ ~Ij
∂β
� 01×3 (11)

∂ ~Ij
∂Cj
� nTj AsjR (12)

∂ ~Ij
∂αj
� Cj

"− cos�ϵj� sin�αj�
cos�ϵj� cos�αj�

0

#T
AsjR (13)

∂ ~Ij
∂ϵj
� Cj

2
4− sin�ϵj� cos�αj�
− sin�ϵj� sin�αj�

cos�ϵj�

3
5TAsjR (14)

Equation (10) is derived using the same methods as other vector
measurements in theMEKF [29]. These partial derivatives ignore the
albedo contribution in Eq. (5), which is a reasonable approximation
since the sensitivity due to direct sunlight dominates the sensitivity
due to Earth albedo. These equations are used in the MEKF and
not USQUE since the UF does not require linearization of the
measurement model.
With the new states, measurement model, and partial derivatives in

hand, the calibration is integrated into the forms of the MEKF and
USQUE shown in the Appendix. Themeasurement model [Eq. (A7)]
and sensitivity matrix of the MEKF [Eq. (A4)] become

hk�x̂−k � �

2
66666666664

A�q̂−�r1jR
..
.

A�q̂−�rNjR
Ĉ−
1 n̂

−T
1 jBA�q̂−�sjR � Ĉ

−
1
Ea;1�n̂1 ;A�q̂−��

EAM0

..

.

Ĉ−
mp n̂

−T
mp jBA�q̂

−�sjR � Ĉ−
mp

Ea;mp �n̂mp ;A�q̂−��
EAM0

3
77777777775

����������������
tk

(15)

and

Hk�x̂−k � �

2
66666666664

�A�q̂�r1×� 03×3 03×mp 03×mp 03×mp

..

. ..
. ..

. ..
. ..

.

�A�q̂�rN×� 03×3 03×mp 03×mp 03×mp
∂ ~I1
∂δp̂ 01×3

∂ ~I1
∂Ĉ

∂ ~I1
∂α̂

∂ ~I1
∂ϵ̂

..

. ..
. ..

. ..
. ..

.

∂ ~Imp
∂δp̂ 01×3

∂ ~Imp
∂Ĉ

∂ ~IN
∂α̂

∂ ~IN
∂ϵ̂

3
77777777775

����������������
tk

(16)

where the partial derivatives are given by Eqs. (10–14). Only
illuminated photodiodes are used in the state update; the rows of hk
and Hk�x̂−k � that correspond to photodiodes for which the sun is
outside the FOVare omitted. Hence, the dimension of hk andHk�x̂−k �
may be different at each update. The logic used to determine if a
photodiode is sufficiently illuminated can be based on either the
illumination level of the photodiode and/or the estimated attitude and
photodiode normal direction combinedwith the reference sunvector.
From Eq. (9), the state propagation equations of the MEKF are

extended to

Ĉ−
k�1 � Ĉ�k (17a)

α̂−
k�1 � α̂�k (17b)

ϵ̂−k�1 � ϵ̂�k (17c)

and the equations for state-error covariance propagation are extended
to

Φ �

2
4Φ11 Φ12

Φ21 Φ22

Imp×mp

3
5 (18)

Gk �

2
4−I3×3 03×3

03×3 I3×3
I3mp×3mp

3
5 (19)

Qk �

2
6666666664

�
σ2vΔt� 1

3
σ2uΔt3

�
I3×3

�
1
2
σ2uΔt2

�
I3×3�

1
2
σ2uΔt2

�
I3×3 �σ2uΔt�I3×3

QC
Qα

Qϵ

3
7777777775

(20)

TheUF implementation is accomplished by extending theUSQUE in
the same manner as the MEKF was extended. There are now 12�
6mp sigma points due to the additional calibration states. The sigma
points are partitioned for the additional states and propagated as in
Eqs. (21) and (22).

χ k�i� ≡

2
666664
χ δpk �i�
χ βk�i�
χCk �i�
χ αk�i�
χ ϵk�i�

3
777775; i � 0; 1; ; 12� 6mp (21)
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χCk�1�i� � χCk �i�; i � 0; 1; ; 12� 6mp (22a)

χ αk�1�i� � χ αk�i�; i � 0; 1; ; 12� 6mp (22b)

χ ϵk�1�i� � χ ϵk�i�; i � 0; 1; ; 12� 6mp (22c)

Themean observation equations [Eqs. (A34) and (A35)] are extended
by appending the photodiode measurement equation as in Eq. (15),
and only photodiodes for which the sun is in the FOVare used in the
state update. The process covariance matrix is also extended in the
same manner as for the MEKF.
With the MEKF and USQUE extended to include the calibration

parameters, the process to implement each filter is the same as that
used to implement the original filters.

C. Observability of Photodiode Normal Directions

The azimuth and elevation angles have been used to parameterize
the photodiode normal directions. The azimuth/elevation system
used in Eq. (6) and subsequently in Eqs. (13) and (14) is shown in
Fig. 2a. It is a common system in which the azimuth is about the +z
axis and elevation is measured from the x-y plane. With this system,
the azimuth ofnwhen the elevation is�90 deg is undefined and thus
unobservable, preventing an accurate estimation of the normal direc-
tions of photodiodes mounted parallel to the z axis. To overcome this
unobservability, the azimuth/elevation system of Fig. 2b is used with
photodiodes that are intended to be mounted parallel or near parallel
to the z axis. In Fig. 2b, the azimuth is about the�y axis, and eleva-
tion ismeasured from the x-z plane. This overcomes the observability
problem for photodiodes along the z axis and is used only for those
photodiodes (it creates the same observability problem for photodi-
odes along the y axis). In the implementation of the calibration,
Eqs. (6), (13), and (14) are rederived to use this system for the z
photodiodes.

IV. Application and Results

Both theUF- andEKF-based approaches to photodiode calibration
have been tested through simulation, and their utility has been
demonstrated by application to flight data from the RAX-1 and
RAX-2 satellites, two CubeSats that include photodiodes for attitude
determination. The spacecraft are discussed in Sec. IV.A, and the
simulation results are presented in Sec. IV.B. The calibration is
applied to flight data in Sec. IV.C, and its impact on sun vector
angular accuracy and the resulting attitude determination accuracy is
presented in Sec. IV.D.

A. RAX Data

The calibration filter is applied to data from the Radio Aurora
Explorer satellites, RAX-1 and RAX-2. The spacecraft are 3U
CubeSats developed to study space weather irregularities in Earth’s
ionosphere [13,32,33]. RAX-1 launched November 2010 into a
650 km, 72 deg inclination circular orbit, and RAX-2 launched
October 2011 into a 102 deg inclination 400 × 820 km orbit. The
attitude determination sensors are commercial off-the-shelf compo-

nents and include an Analog Devices ADIS16405 inertial measure-
ment unit (which includes a three-axis gyroscope), a PNIMicroMag3
three-axis magnetometer, and Osram SFH2430 photodiodes. The
attitude determination subsystemofRAX-1 is described in [9]. RAX-
2 uses the same subsystem with the exception of the photodiode
configuration: RAX-1 includes photodiodes mounted parallel to the
six orthogonal sides of the spacecraft, as indicated by their azimuth
and elevation angles given in Table 1, and RAX-2 includes additional
photodiodes mounted at different angles to enable three-component
sun sensing for nearly every direction in the body frame. The
intended RAX-2 mounting angles, given in Table 2, were chosen
because they provide three-component sensing over nearly the entire
body frame while adhering to the CubeSat specifications that limit
the height of objects mounted on the satellite surfaces. RAX-2 also
includes solar cell coverglass on each photodiode, which was added
to reduce radiation-induced degradation of the sensors experienced
on RAX-1 [14].
The satellites are pictured in Fig. 3 with their photodiodes circled.

The photodiodes on RAX-1 are soldered to the side panels of the
spacecraft. On RAX-2, the angled photodiodes are mounted on
Delrin wedges, soldered to the solar panels, and staked to the space-
craft. On both satellites, redundant sensors were placed on the z
surfaces to avoid shadows from antennas. No high tolerance practices
were used in mounting the photodiodes; the wedges were laser cut,
and the photodiodes were mounted to the spacecraft by hand.
Therefore, it is expected that the photodiode orientations are not well
known, particularly for the angled sensors on RAX-2.
Both satellites use a passive magnetic attitude control system, a

common low-cost approach to attitude control of nanosatellites. This
system uses permanent magnets and magnetic hysteresis material to
align the spacecraft to the geomagnetic field and dampen rotational
kinetic energy within the first few weeks after deployment from the
launch vehicle. The satellites settle to a rotation rate of 1–2 deg ∕s
about the local magnetic field vector. The time between deployment
from the launch vehicle and steady-state dynamics about the local
magnetic field vector is typically referred to as tumbling. The RAX-1
and RAX-2 measured angular velocity following deployment into
orbit was approximately 20 deg ∕s. In general, sensor calibration
requires sufficient excitation of the sensors of interest. Since RAX
spins about themagnetic field vector evenwhen reaching steady-state
dynamics, all photodiodes are typically illuminated during a single
orbit, and the steady-state dynamics are sufficient for photodiode
calibration. Flight data from both the tumbling and steady-state
portions of flight are discussed in this section. For actively controlled
spacecraft, calibration maneuvers can be performed to achieve
sufficient excitation for sensor and actuator calibration.
Flight data used in this section were downloaded from the space-

craft for health assessment and sensor calibration, and the calibration
was performed during a ground-based analysis of the flight data. A
discussion of real-time calibration and calibration via postprocessing
the data is included in Sec. V.

B. Simulated Testing

Before application to flight data, the calibration filters were tested
and compared through application to simulated data. The simulated
satellite dynamics mimic the flight data: the initial conditions are
actual estimated attitude and angular rates from a portion of the flight
data, and the only torque included is the control torque provided by
permanent magnets, which is the dominant torque. Magnetometer

Fig. 2 Two different azimuth/elevation (az∕el) systems used in the
photodiode calibration.

Table 1 The intended azimuth and elevation angles of the
photodiode normal directions on RAX-1 (using the azimuth/
elevation system of Fig. 2a); the side panel is the surface

to which the sensors are mounted (coordinate system shown
in Fig. 3a)

Photodiode number 1 2 3 4 5-7 8-9

Side panel �x −x �y −y �z −z
α, deg 0 180 90 270 0 0
ϵ, deg 0 0 0 0 90 −90
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and photodiode measurements are simulated by adding zero mean
Gaussian noise to simulated body-frame magnetic and sun vector
components, and the rate gyroscope measurements are simulated
using the model of Eq. (A19).
The sensor noise parameters and initial angular rates used in the

simulations are shown in Table 3. The uncertainty of the photodiode
measurement is given involts because, in practice, voltage rather than
current is measured within the photodiode circuit. Voltage is directly
proportional to current and is used for the remainder of this paper.
The corresponding photodiode angular uncertainty depends on the
incidence angle and photodiode scale factor, and the output uncer-
tainty of 0.05 V corresponds to an angular uncertainty of between 1.0
and 5.7 deg for a scale factor of 3.0 V (the actual scale factors of
the RAX-1 and RAX-2 photodiodes are between 2.5 and 4 V, and a
range between 2.5 and 3.5 V is used in the simulations). The initial
angular rates are taken from a portion of the flight data after the
postdeployment angular rates have dissipated and the spacecraft
dynamics have settled about the geomagnetic field. Compared to the
tumbling portion of the flight, these initial conditions are aworst case
for sensor excitation, and the simulations demonstrate that this is still
sufficient for calibration. The sensor sampling frequency is 1 Hz for
both the gyroscope and attitude sensors. The tuning parameter λ of
the UF is set to λ � 1 since this value has been demonstrated to
provide accurate estimates in previous applications to attitude
determination [22,28]. Additionally, like the USQUE, we use a � 1
and f � 4. [28].
To compare EKF and UF performance, each filter was applied to

50 trials of simulated data with the initial state estimates set to
Gaussian random vectors with mean of the true states and standard
deviations given in Table 4. Two simulations of 50 trials each were
run to compare the filters under different levels of initial condition
accuracy. As seen in Table 4, simulation 1 uses relatively poor initial
estimates of the calibration states, while simulation 2 uses better
initial conditions. We will show in Sec. IV.C that the better initial
conditions of simulation 2 are more representative of the initial
conditions of the flight data. The simulated true values of the
photodiode scale factor were set to uniformly distributed random
values between 2.5 and 3.5 V, and the simulated true values of the

photodiode orientation were set the expected states for RAX-2,
shown in Table 2. Earth albedo was not included in the simulated
testing of the two filters because simply adding themodeled albedo to
the simulated measurements and compensating for it within the filter
does not affect the relative performance of the two filters. The true
accuracyof the albedomodel compared to the albedo during the flight
data sets is not known, and this is addressed in filter tuning that is
discussed in Sec. IV.C.
The error in each state estimate averaged over the 50 trials is shown

in Figs. 4 and 5. As seen in Fig. 4, with the initial conditions of
simulation 1, the UF provides significantly higher-accuracy state
estimates than the EKF. The differences in accuracy are quantified in
the caption of each plot. An additional aspect that is not shown in the
plots is that the EKF state estimation error falls outside of the state-
error covariance for a significant portion of the states and trials,
whereas the UF estimates are within bounds for all states and trials.
This shows that, under these initial conditions, the EKF is inconsis-
tent and does not provide reliable state estimates.
As seen in Fig. 5, with the better initial conditions of simulation 2,

the difference in state estimation accuracy between the two filters is
negligible. Additionally, both the EKF and UF provide state esti-
mates that are consistent with the state-error covariance. Therefore,
we conclude that if the initial conditions are sufficiently accurate, the
accuracies of the UF- and EKF-based calibrations are the same, but
under poor initial conditions, the UF outperforms the EKF. This is
consistent with accuracy comparisons between the UF and EKF for
various nonlinear estimation problems. Since the initial states of the
flight data are unknown, the accuracy of the initial conditions is also
unknown, and we apply both the EKF and UF to the flight data. We
will show that the initial conditions derived from the measurements
are sufficient for use with the EKF.

C. Application to Flight Data

Both the UF- and EKF-based methods are applied to estimate the
attitude, gyroscope bias, photodiode orientation, and photodiode

Table 2 The intended azimuth and elevation angles of the photodiode normal directions on RAX-2 (using the azimuth/
elevation system of Fig. 2a); the side panel is the surface to which the sensors are mounted (coordinate system shown in Fig. 3b)

Photodiode number 1 2 3 4 5 6 7 8 9 10 11 12 13–15 16–17

Side panel �x −x �y −y �z −z
α, deg 17 0 −17 −162 180 162 72 107 90 −107 −72 −90 0 0
ϵ;, deg −10 20 −10 −10 20 −10 10 10 −20 10 10 −20 90 −90

Fig. 3 The RAX satellites with visible photodiodes circled.

Table 3 Sensor error parameters and initial
angular velocity for the simulated data

Parameter Value

Magnetometer standard deviation 100 nT
Photodiode standard deviation 0.05 V
Photodiode FOV half-angle 70 deg
Angle random walk (σv) 4.89 × 10−4 rad∕s1∕2
Rate random walk (σu) 3.14 × 10−5 rad∕s3∕2

Initial angular rate

"−0.89
0.11

−2.05

#
deg ∕s

Table 4 Initial state estimate accuracy
for the simulated testing

State Standard Deviation

Simulation 1 Simulation 2

δp, deg 5 5
β, deg ∕s 5 5
C, V 0.5 0.2
α, deg 10 2
ϵ, deg 10 2

SPRINGMANN AND CUTLER 1813

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
ic

hi
ga

n 
- 

D
ud

er
st

ad
t C

en
te

r 
on

 D
ec

em
be

r 
13

, 2
01

7 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.G

00
01

75
 



scale factors using flight data fromRAX-1 andRAX-2. Two data sets
from RAX-1 and two data sets from RAX-2 are discussed in this
section. Each data set has a 1 Hz sample frequency and a duration
of approximately an orbit, and only the portion of the data during
which the spacecraft is in the sun is used with the filters (see Fig. 6).
The RAX-1 data sets began 1 December 2010, 08:30:46 UMT,
and 30 December 2010, 14:28:15 UMT, and are herein referred
to as RAX-1 data sets 1 and 2, respectively. The RAX-2 data sets
began 4 November 2011, 18:29:45 UMT, and 12 November 2011,
18:33:00UMT, and are herein referred to as RAX-2 data sets 1 and 2,
respectively. As a sample that is representative of each data set,
photodiodemeasurements fromRAX-2 data set 1 are shown in Fig. 6.
Initial state estimates are required for both estimators. The initial

estimate of the scale factor was taken to be the maximum measured
output of each photodiode while the spacecraft was tumbling. Recall
that this dimensional scale factor is equivalent to the maximum

current output caused by direct sunlight [see Eq. (5)], so the maxi-
mum measured output was a reasonable initial estimate. The initial
estimate of azimuth and elevation were the intended mounting
angles, which were given in Tables 1 and 2. The initial attitude esti-
mate was calculated from the measured magnetic and sun vectors
using the q method [26]. The magnetometers were first calibrated
using an on-orbit, attitude-independent method [20], and the sun
vector measurement for the initial attitude calculation used the initial
calibration parameters. The initial estimate of rate gyroscope biaswas
zero. The magnetic and sun reference vectors were exported from
Analytical Graphics, Inc. (AGI)’s Satellite Toolkit using two-line
elements and the SGP4 propagator to estimate the spacecraft position.
Since the filters use the rate gyroscope measurements directly in

the attitude propagation, an inherent assumption is that the angular
rate is constant between measurements. If the sampling frequency is
not sufficient to capture the dynamics, this assumption does not hold,
and the process covariance must be increased to account for the
uncertainty in the dynamics. The data sets shown in this section are
during the tumbling phase of the RAX-1 and RAX-2 missions, and
the 1 Hz gyro sampling frequency is not sufficient to completely
capture the dynamics. Thus, the process covariance is increased to
rely more heavily on the vector measurements than the gyroscope
measurements. This process of adjusting the covariance is referred to
as tuning. When working with flight data, filters typically need to be
tuned to provide accurate state estimates. The criteria for an accurate
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is 0.09 V at the end of the simulation, whereas the worst UF error
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Fig. 4 The average error in each state estimate over the 50 trials with the
initial state estimates of simulation 1. In each plot, the UF estimates are
shown in solid blue lines, and the EKF estimates are shown in dotted red
lines.
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Fig. 5 Theaverage error in each state estimate over the 50 trialswith the
initial state estimates of simulation 2. In each plot, the UF estimates are
shown in solid blue lines, and the EKF estimates are shown in dotted red
lines, but the estimates from the two filters are not distinguishable; the

difference between the EKF and UF errors is nearly zero.
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and near-optimal filter is that the state-error covariance must accu-
rately quantify the state estimation error. During simulated testing,
the true states are known (simulated), so the state-error covariance P
can be compared directly to the true estimation error. Since the true
estimation error is unknown when using flight data and there is no
other sensor available as an independent verification of the state
estimates, tuning is based on the measurement residuals. The resid-
uals are the differences between themeasured vector components and
the expected body-frame components calculated by rotating the
referencevectorswith the estimated attitude.Given the assumption of
Gaussian measurement and process noise, the residuals are expected
to be zero mean and within the predicted 3σ bounds of the combined
state error and measurement covariance. Starting with the initial
process andmeasurement covariances, the covariances are then tuned
to meet these criteria. The initial process covariance Q is obtained
from the assumed rate gyroscope parameters and simulated testing,
and the initial measurement covariance is composed of the individual
sensor uncertainties. The standard deviation of the PNI magnetom-
eter measurements after on-orbit calibration [20] is approximately
200 and 320 nT for RAX-1 and RAX-2, respectively, and from
preflight testing, the approximate standard deviation of the individual
photodiode measurements is 0.015 V. To account for uncertainty in
the Earth albedo model, an additional uncertainty corresponding to
50 W∕m2 is added to the photodiode measurement uncertainty. This

uncertainty was found toworkwell during filter tuningwith the flight
data. [The average Earth reflectivity is 30.4%, with the variation over
Earth’s surface shown in Fig. 1a. As seen in Fig. 1b, the standard
deviation in reflectivity measurements over 1 year is up to 30%. The
albedo (as opposed to reflectivity) is less than this due to the high
incident angles of sunlight at the poles. 30% of EAM0 is 123 W∕m2,
and the impact of albedo also depends on spacecraft attitude.
Therefore, the 50 W∕m2 that was found to work well through filter
tuning is on the same order of magnitude as the expected uncertainty
from variation in Earth reflectivity measurements.] Using the initial
estimate of the scale factors, 50 W∕m2 irradiance uncertainty
corresponds to a photodiode output of 0.13 V, an order of magnitude
greater than the individual photodiode uncertainty.
Plots of the state estimates over time from the tuned filter applied to

RAX-1 and RAX-2 data are shown in Figs. 7–12. These show the
calibration parameter estimates for three photodiodes in each data set,
and the behavior is representative of all the photodiodes on each
spacecraft. The state estimates resulting from both the UF and EKF,
as well as their 3σ bounds from the state-error covariance, are shown.
In each plot, the estimate is shown only when a measurement is
available for the state update.
In the RAX-1 state estimates (Figs. 7–9), we see that there is a

discontinuity in the state estimates at approximately 20 min elapsed.
This is due to a pause in the nominal 1Hz sampling frequency and gap
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Fig. 6 Raw photodiode measurements (voltage) from RAX-2 data set 1. For this data set, the times of the data used for calibration are 56–118 min.
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Fig. 7 Scale factor estimates and �3σ bounds for photodiodes from
RAX-1 data set 1.
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Fig. 8 Azimuth estimates and�3σ bounds for photodiodes fromRAX-1
data set 1.
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in the measurements.¶ The EKF takes longer to reconverge than the
UF for some states, which is particularly evident in Fig. 8b, but both
filters converge to consistent state estimates by 50 min elapsed
(20 min after the discontinuity). The scale factor estimates are not
exactly constant; oscillations in the estimates even after convergence
are due to the mismatch between Earth albedo and the model. (The
deviations from a constant estimate could also be due to temperature
dependence, but from a visual comparison of the measurements of
nearby temperature sensors to the state estimates, consistent correla-
tion between the scale factor estimate and temperature was not
evident. A thorough characterization of the temperature dependence
of these photodiodes was not preformed preflight, and this is an area
that could be addressed in future work.) From the plots, we see that
when the filters are converged the differences in the state estimates of
the EKF and UF are negligible.
In the RAX-2 state estimates (Figs. 10–12), we see that the

estimates converge to a near-constant value at approximately 80 min
elapsed time (20 min into the sun-illuminated portion of the data).
Like theRAX-1 estimates, the differences between the EKF- andUF-
based state estimates is negligible, and a slightly faster convergence
time is evident in the UF estimates.
In each plot, we see that the estimates converge to consistent

values. This as well as the residuals criteria discussed previously
indicate that the filter is providing accurate state estimates. We use
two metrics as an additional verification of the accuracy of the state
estimates. First, comparing the estimates of the azimuth and elevation
from the different data sets from each satellite, which we expect to be
constant over time, the estimated 3σ bounds overlap, which demon-
strates consistency in the estimates. Additionally, the effectiveness of
the calibration can be seen in comparing the measured sun vector
magnitude using the initial and final calibration parameters, which is
an attitude-independent verification metric. The magnitude of the
measured sun vector should be 1. Histograms of this vector magni-
tude** from the RAX-2 data sets, which were calculated with the albedo-corrected photodiode measurements and both the initial and

calibrated photodiode parameters, are shown in Figs. 13 and 14.
(RAX-2 data are used to show the attitude-independent verification
metrics because a three-component sun vector is required for the
attitude-independent metrics, and with the angled photodiodes on
RAX-2, sun vectors can be calculated for a much higher percentage
of data than RAX-1. But the improvement in vector magnitude
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Fig. 9 Elevation estimates and�3σ bounds for photodiodes fromRAX-

1 data set 1.
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Fig. 10 Scale factor estimates and �3σ bounds for photodiodes from
RAX-2 data set 1.
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Fig. 11 Azimuth estimates and�3σ bounds for photodiodes fromRAX-
2 data set 1.

¶This pause is specific to the RAX flight data and is an artifact of the flight
software. The pause inmeasurements is when the spacecraft is writing the data
to flash memory.

**The vector magnitude does not have a Gaussian distribution. The sum of
the squares of components with Gaussian distributions has a χ2 distribution.
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is evident in all data sets). In the first data set, the mean vector
magnitude improves from 0.925 to 0.993, and the standard deviation
decreases from 0.029 to 0.022 when using the on-orbit-estimated
parameters rather than initial parameters. In the second data set, the
mean improves from 0.932 to 0.999, and the standard deviation
decreases from 0.032 to 0.021.
The importance of including Earth albedo in the calibration is

evident by comparing the magnitude of the measured sun vector
calculated with the raw photodiode measurements to the magnitude
calculatedwith albedo-compensatedmeasurements. This is shown in
Fig. 15 for theRAX-2 data sets. There are clear deterministic trends in
the magnitude calculated from the uncompensated measurements
that have been removed by subtracting the modeled albedo contribu-
tion from the measurements. Since the albedo contribution is attitude
dependent, this demonstrates the need for simultaneous attitude esti-
mation and calibration as opposed to an attitude-independent calibra-
tion. These trends were also seen in an initial attitude-independent
attempt at calibrating the RAX-1 photodiodes [14], which required
three simultaneously illuminated sensors and did not account for
Earth albedo. The new recursive method presented in this paper
overcomes both the adverse effect of albedo and the need formultiple
illuminated sensors in the calibration.

D. Impact on Sun Vector Angular Accuracy and Attitude

Determination

The difference between the initial calibration parameters, which
were the intended mounting angles and the maximum measured
output of each photodiodewhile the spacecraft was tumbling, and the
estimates from on-orbit calibration is significant. In the RAX-2 data,
the improvement in the elevation and azimuth estimates ranged from
0–9 deg, and the improvement in scale factor ranged from 0.17 to
0.46 V, which is equivalent to 4.4–12.7% of the calibrated scale
factor. For RAX-1, the azimuth and elevation improvement ranged
from 0 to 4 deg, and the improvement in scale factor ranged from 0.09
to 0.29 V, which is equivalent to 3.4–10.2% of the calibrated scale
factor. The scale factor estimates from theRAX-1 data sets are shown
in Table 5. (There are nine photodiodes on RAX-1, but only five are
shown in the table. This is becausemeasurements from the redundant
photodiodes on the z surfaces were not downloaded for analysis.
Additionally, the−z photodiode is shadowed for a significant portion
of the measurements and is also affected by reflections from the
antenna when it is not shadowed, and therefore its measurements
were not included in the calibration). A decrease in the photodiode
scale factor as the satellite spends more time on orbit is evident. This
is hypothesized to be due to UV radiation. Photodiodes are known to
degraded due toUV radiation, and no protectivemeasures were taken
to prevent this on RAX-1. This highlights the utility of the calibration
in tracking sensor parameters on orbit. On RAX-2, a solar cell
coverglass was applied to the photodiodes, and the degradation of
RAX-1 is not evident.
Histograms of angular differences between the measured sun

vector using the initial and calibrated parameters for the RAX-2 data
sets are shown in Fig. 16. The mean improvements in the sun vector
angular accuracies are 9.1 and 10.2 deg from the two data sets, which
is quite significant given that the angular accuracy of photodiodes
is on the order of degrees. The poor alignment of the photodiodes is
not surprising given the manual process used to integrate them to the
spacecraft. The mean improvement in the sun vector angular accu-
racy for the RAX-1 data sets is 5.6 and 6.4 deg. In application to other
spacecraft, the degree of improvement resulting from the on-orbit
calibration will be dependent on the quality of the preflight calibra-
tion parameters.
The 1σ attitude estimation accuracies during the simultaneous

attitude estimation and photodiode calibration fromRAX-1 data set 1
and RAX-2 data set 1 are shown in Fig. 17. The three components are
the uncertainty in rotation about the x, y, and z axes of the body-fixed
frame.We see that the accuracy of the three components is better than
2 deg 1σ and 1 deg 1σ for RAX-1 and RAX-2, respectively, for most
of the duration that the spacecraft is in the sun. The higher uncertainty
between 90 and 100 min for RAX-2 is caused by the relative
alignment of the sun and magnetic vectors in the body frame. During
this time period, the vectors are nearly parallel, significantly reducing
the amount of information available for attitude determination. This
condition does not arise during the RAX-1 data set (the spacecraft are
in different orbits). Both of these data sets are taken during the
tumbling portion of the flight, but the angular velocities of RAX-1
and RAX-2 during these data sets is nearly the same, and the same
process covariance is used for each data set. The cause of the better
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Fig. 12 Elevation estimates and �3σ bounds for photodiodes from
RAX-2 data set 1.

0.8 0.9 1 1.1 1.2
0

50

100

150

200

250

300

350

Vector Magnitude

# 
of

 o
cc

ur
an

ce
s

0.8 0.9 1 1.1 1.2
0

50

100

150

200

250

300

350

Vector Magnitude

# 
of

 o
cc

ur
an

ce
s

Fig. 13 Histograms of the magnitude of the measured sun vector from
RAX-1 data set 1 using the initial (left) and calibrated (right) sensor
parameters.
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Fig. 14 Histograms of the magnitude of the measured sun vector from
RAX-2 data set 2 using the initial (left) and calibrated (right) sensor
parameters.
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attitude accuracy of RAX-2 compared to RAX-1 is the additional
photodiodes in the attitude determination system.
In the data sets used so far, the 1 Hz gyro sampling frequency was

not sufficient to capture the spacecraft dynamics, and the process
covariance matrix was inflated to account for the dynamics uncer-
tainty as discussed in Sec. IV.C. Higher-accuracy attitude estimation
was achieved when the gyro measurements sufficiently capture the
dynamics, and the process covariance did not have to be increased
significantly beyond that of Eqs. (A18) and (A23). This is demon-
strated by Fig. 18, which shows the attitude accuracy during a data set
from later in the RAX-2mission (9 December 2011) after the passive
magnetic control system had dampened the rotational kinetic energy
and aligned the spacecraft z axis with Earth’s magnetic field. We see
that the 1σ attitude accuracy in the x and y axeswas better than 0.5 deg
when the spacecraft was in the sun. The z axis (spin axis) had the least
accuracy because the spacecraft was spinning about the magnetic
vector, which minimized the amount of nonredundant information
that the gyroscope and magnetometer provided. The decrease in
accuracy of all three components at 72–105 min was when the
spacecraft entered eclipse and the photodiodemeasurements were no
longer available. This plot demonstrates the full potential of the low-
cost, commercial off-the-shelf attitude sensors used in conjunction
with the on-orbit calibration methods of this paper.

V. Discussion and Future Work

We have used a three-axis rate gyroscope and three-axis magne-
tometer in addition to the photodiodes for the photodiode calibration.
Since the calibration is a recursive method, either a rate gyroscope or
a dynamicmodel is required for fusionwith thevectormeasurements.
The use of a rate gyroscope instead of a dynamicmodel has become a
common approach for attitude estimation [25], but the use of a
dynamic model with no rate gyroscope has also been demonstrated
[34,35] and can be used for photodiode calibration with the formula-
tion presented in Sec. III. The calibration can also be accomplished
without a magnetometer or other vector sensor, but the state esti-
mation accuracywill beworse thanwith the additional attitude sensor
since the sun sensors alone provide only two-axis information
(the spin about the sun vector is the third axis). We included the
magnetometer since it is available and results in significantly better
accuracy compared to that using only the photodiodes.We have done
initial testing of the calibration filter with only the gyroscope and
photodiodemeasurements and have demonstrated convergence, but a
thorough study on the accuracy when using photodiodes as the only
vector measurement is left for future work.
Application of the EKF- and UF-based calibration to both simu-

lated and flight data showed that the UF is required when the initial
state estimates are relatively poor, but the accuracy of the EKF
matches that of the UF if the initial state estimates are sufficiently
accurate. The initial state estimates used with the flight data, which

for the attitude and photodiode scale factors were derived from the
measurements and for the photodiode orientationwere assumed to be
the designed values, were sufficiently accurate for use with the EKF.
Therefore, it is reasonable to assume that the EKF is sufficient for
photodiode calibration with other spacecraft of comparable or better
specifications. This would facilitate real-time implementation,
whereas the UF is not well suited for real-time implementation on
small spacecraft without significant parallel-processing capability. In
general, if the processing power is available to facilitate the UF, such
as during a ground-based analysis, the UF should be used over the
EKF since its performance is better over a broader range of initial
conditions.
In the application of this calibrationmethod to RAX, the flight data

are downloaded from the spacecraft and processed on the ground.
Real-time attitude estimation is not required on RAX, and down-
loading batches of data periodically throughout the mission is part of
normal RAX operations. Nonetheless, extended Kalman filters are
well suited for real-time implementation. Murrell’s version of the
EKF can be used to reduce the size of matrices required for inversion
to 3 × 3, and discrete attitude propagation can be used to reduce the
computational requirements [36]. The only aspect of the EKF-based
calibrationmethod that is notwell suited for online implementation in
its current form is the Earth albedo model. For online implemen-
tation, the albedomodel could be simplified [37] or precalculated and
tabulated onboard. Investigation into these options is left for future
work. Offline calibration can be advantageous since it allows for a
thorough inspection of the measurement residuals and tuning param-
eters, and real-time sensor correction can be accomplished even with
offline calibration by uploading the calibration parameters to the
spacecraft.
Two other areas for further investigation include the degradation in

state estimation accuracy as the number of photodiodes increases and
the use of a colored noise model. The maximum number of photo-
diodes used for the calibration was 17, dictated by the number of
photodiodes used on RAX-2. It is reasonable to assume that increas-
ing the number of photodiodes will begin to degrade the accuracy of
the state estimates due to information dilution. Additionally, given
that the uncertainty in Earth albedo varies over Earth’s surface
(see Fig. 1b), a colored noise model or a Gaussian noise model with
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Fig. 15 Magnitude of the measured sun vector over time for the two RAX-2 data sets using both the uncompensated photodiode measurements (red
circles) and the albedo-compensatedmeasurements (blue dots). Thesemagnitudeswere calculatedwith the estimated calibration parameters. The albedo-

compensated series of data is the same data as the calibrated histograms of Figs. 13 and 14.

Table 5 Scale factor estimates from the RAX-1 data sets

Photodiode number 1 2 3 4 5

Maximum measurement, V 3.02 3.12 3.00 2.98 3.15
Data set 1 estimate, V 2.84 2.95 2.90 2.89 3.00
Data set 2 estimate, V 2.76 2.92 2.81 2.79 2.86
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Fig. 16 Histograms of the angular difference between themeasured sun
vector using the initial and calibrated photodiode parameters from the
RAX-2 data sets. Themean from data set 1 is 9.1 deg, and themean from
data set 2 is 10.2 deg.

1818 SPRINGMANN AND CUTLER

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
ic

hi
ga

n 
- 

D
ud

er
st

ad
t C

en
te

r 
on

 D
ec

em
be

r 
13

, 2
01

7 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.G

00
01

75
 



time-varying covariance may provide improved results instead of the
Gaussian noise model of constant covariance used in this work. This
was not pursued since the current implementation already provides a
significant improvement in the sunvector estimation compared to the
use of preflight calibration. Both of these areas of study are left for
future work.
In addition to attitude determination, the photodiode calibration

can be used to track the orientation of actuated surfaces on a
spacecraft. For example, if photodiodes are placed on actuated solar
panels, then the filter presented in this paper can be used to estimate
the orientation of the actuated panels relative to the body-mounted
attitude sensors.

VI. Conclusions

A method for on-orbit photodiode calibration has been developed
to estimate the orientations and scale factors of photodiodes in an
attitude determination system. The calibration has been formulated
for use with either an extended Kalman filter or an unscented filter to
simultaneously estimate the spacecraft attitude and the calibration
parameters, and it can be applied to any number of photodiodes in an
arbitrary configuration on the spacecraft. The importance of the
attitude-dependent approach and the use of an Earth albedo model
was demonstrated. In application toRAX-2,which uses photodiodes,
magnetometers, and a three-axis rate gyroscope for attitude deter-
mination, the calibration improved the accuracy of the measured sun
vector by an average of 10 deg. This calibration enabled the most
accurate performance of the attitude determination system with the
given hardware. With the combination of calibrated photodiodes as
well as a low-cost magnetometer and gyroscope, attitude accuracies
of better than 1 deg 1σ have been demonstrated.

Appendix A: MEKF and USQUE Overview

In this Appendix, we provide the equations used on theMEKF and
USQUE. A complete derivation and explanation of the MEKF and
USQUE are beyond the scope of this paper, but we provide an
overview of each while assuming the reader is familiar with Kalman
filtering, unscented filtering, and spacecraft attitude estimation [25–
29,36]. The equations for both attitude estimation filters are given
here with sufficient detail for the reader to implement them, and this
provides the background information that is used in extending both
estimators for photodiode calibration.
Both EKFs andUFs can be used to estimate the states of the system

with the general form given by Eq. (A1), where xk is the state of the

system at time k, ~yk is the measurement vector at time k, f� � and h� �
are nonlinear functions, Gk is a gain, and wk ∼ N�0; Qk� and νk ∼
N�0; Rk� are random vectors that quantify model and measurement
uncertainty. Qk and Rk are referred to as the process covariance and
measurement covariance, respectively,

xk�1 � f�xk; k� �Gkwk (A1a)

~yk � h�xk; k� � νk (A1b)

A1 MEKF

The MEKF is a widely used approach to spacecraft attitude
estimation for vehicles with a three-axis rate gyroscope and at least
one attitude sensor [25,29,36]. The filter estimates six states: a 3 × 1
attitude error vector δp and the 3 × 1 rate gyroscope bias β. The
attitude error vector, which parameterizes error quaternions δq �
� δρ δq4 �, is combined with quaternions being propagated within
the filter to estimate spacecraft attitude. Various three-component
attitude error vectors can be used, such as the Gibb vector, and each
results in the same approximate relationship to the error quaternion,
given in Eq. (A2), that is valid to second order (sufficient for the EKF)
[29],

δq�δp� ≈
�

δp∕2
1 − δp2∕8

�
(A2)

The state vector is given by x � � δpT βT �T. Unlike the general
form of an EKF, which combines a dynamic model with sensor
measurements, the MEKF does not use a dynamic model. Instead,
the bias-corrected gyroscope measurements are used directly to
propagate the attitude kinematics, which alleviates the difficulties of
accurately modeling spacecraft dynamics [25].
The following procedure is used for attitude estimation with the

MEKF. First, the state vector estimate is initialized to x̂0 �
� 01×3 β̂T0 �T , the state-error covariance is initialized to P0, and the
quaternion estimate is initialized to q̂0. The attitude error vector is
initialized to zero because the attitude is quantified completely by the
quaternion estimate. Then, the Kalman gain is computed using
Eqs. (A3) and (A4). Throughout the equations, the superscripts− and
� denote quantities before and after the state update, respectively.
In Eq. (A4), A�q� is the attitude matrix corresponding to the
quaternion q, ri is the ith vector measurement, and × denotes the
skew-symmetric cross-product matrix. The state estimate and error
covariance are updated via the conventional EKFupdate of Eqs. (A5–
A7). After the state update, the attitude error portion of the updated
state δp̂�k is used to update the quaternion estimate using Eq. (A8).
Equation (A8) is from where the term multiplicative comes: the
attitude error that was updated via the traditional additive update was
passed to the quaternion estimate using quaternion multiplication.
Next, the bias estimate is used to correct the rate gyromeasurement as
in Eq. (A9), and the attitude estimate is then propagated using
Eqs. (A10–A12). Since the attitude error has been passed to the
quaternion estimate, the attitude error estimate is reset to zero as in
Eq. (A13). The bias estimate remains constant until the next time step
as inEq. (A14). Finally, the state-error covariance is propagated using
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Fig. 17 Attitude accuracy (1σ) achieved in applying the attitude estimation/calibration filter to data sets 1 and 2.
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Fig. 18 Attitude accuracy of a third RAX-2 data set, which was
collected 9 December 2011, 16:00:00 UMT.
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Eqs. (A15–A18), where Δt is the time increment until the next
available measurement. In Eq. (A18), σu and σv are characteristics of
the rate gyroscope, discussed in the next paragraph. After propaga-
tion to the next time step, the process is repeated with the next
available measurement starting with the Kalman gain computation of
Eq. (A3),

Kk � P−
k H

T
k �x̂−k ��Hk�x̂−k �P−

k H
T
k �x̂−k � � Rk�−1 (A3)

Hk�x̂−k � ≡
∂h
∂x

����
x̂−
k

�

2
664
�A�q̂−�r1×� 03×3

..

. ..
.

�A�q̂−�rN×� 03×3

3
775
��������
tk

(A4)

P�k � �I − KkHk�x̂−k ��P−
k (A5)

x̂�k � x̂−k � Kk� ~yk − h�x̂−k �� (A6)

h�x̂−k � �

2
664
A�q̂−�r1

..

.

A�q̂−�rN

3
775
��������
tk

(A7)

q̂�k � q̂−k �
1

2
Ξ�q̂−k �δp̂�k (A8)

ω̂�k � ~ωk − β̂�k (A9)

q̂−k�1 � Ω�ω̂�k �q̂�k (A10)

Ω�ω̂�k � ≡
�
cos�0.5kω̂�k kΔt�I3×3 − �ψ̂�k ×� ψ̂�k

−ψ̂�Tk cos�0.5kω̂�k kΔt�

�
(A11)

ψ̂�k ≡ sin�0.5kω̂�k kΔt�ω̂�k ∕kω̂�k k (A12)

δp̂−k�1 � 03×1 (A13)

β̂−k�1 � β̂�k (A14)

P−
k�1 � ΦkP

�
k ΦT

k �GkQkGTk (A15)

Φ �
�
Φ11 Φ12

Φ21 Φ22

�
(A16a)

Φ11 � I3×3 − �ω̂×�
sin�kω̂kΔt�
kω̂k � �ω̂×�2 f1 − cos�kω̂kΔt�g

kω̂k2
(A16b)

Φ12 � �ω̂×�
f1 − cos��kω̂kΔt�g

kω̂k2 − I3×3Δt

− �ω̂×�2 fkω̂kΔt − sin�kω̂kΔt�g
kω̂k3 (A16c)

Φ21 � 03×3 (A16d)

Φ22 � I3×3 (A16e)

Gk �
�
−I3×3 03×3
03×3 I3×3

�
(A17)

Qk �

2
64
�
σ2vΔt� 1

3
σ2uΔt3

�
I3×3

�
1
2
σ2uΔt2

�
I3×3�

1
2
σ2uΔt2

�
I3×3 �σ2uΔt�I3×3

3
75 (A18)

Awidely used model for a rate gyroscope is given by

~ω�t� � ω�t� � β�t� � ηv�t� (A19a)

_β�t� � ηu�t� (A19b)

where ~ω�t� is the continuous time measured angular rate and ηv�t�
and ηu�t� are independent mean zero Gaussianwhite-noise processes
with

Efηv�t�ηTv �τ�g � I3×3σ2vδ�t − τ� (A20a)

Efηu�t�ηTu �τ�g � I3×3σ2uδ�t − τ� (A20b)

where δ�t − τ� is the Dirac delta function [38]. In practice, σv and σu
are typically referred to as the angular random walk and rate random
walk, respectively.

A2 USQUE

TheUSQUE is an implementation of theUF developed for attitude
estimation [28]. Like the MEKF, it requires a three-axis rate gyro-
scope and at least one attitude sensor, and it maintains the quaternion
norm constraint using the same multiplicative approach. In this
section, the notation is largely the same as that used for the MEKF,
such asP representing state-error covariance, but the equations in this
subsection are unique to the USQUE and should not be combined
with the MEKF equations except where noted.
USQUE uses generalized Rodrigues parameters to define the

attitude error vector as in Eq. (A21), where a is a parameter from 0 to
1 and f is a scale factor. This is analogous to Eq. (A2) but is an exact
relationship and facilitates the use of any parameterization of the error
quaternion [28]. δp is equivalent to the Gibb vector when a � 0 and
f � 1. The authors of the USQUE use f � 2�a� 1� such that
kδpk � ϑ, where ϑ is the rotation angle of the attitude quaternions,

δp ≡ f�δρ∕�a� δq4� (A21)

The main difference between the UF and EKF lies in the manner in
which Gaussian random variables are quantified and propagated
through the dynamic model. In the EKF, the state-error covariance is
propagated linearly via a first-order linearization of the nonlinear
system. The UF quantifies the state distribution by using carefully
chosen sample points, called sigma points. The sigma points com-
pletely capture the mean and covariance of the state and are propa-
gated through the true nonlinear system [39]. Given an n × n state
covariance matrix P, a set of 2nσ points are generated from the

1820 SPRINGMANN AND CUTLER

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
ic

hi
ga

n 
- 

D
ud

er
st

ad
t C

en
te

r 
on

 D
ec

em
be

r 
13

, 2
01

7 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.G

00
01

75
 



columns of the matrices �
																			
�n� λ�P

p
, where

					
M
p

is shorthand

notation for a matrix Z such that ZZT � M. λ is a scalar parameter
that can be used to exploit knowledge about higher-order moments
for the given distribution, if available [27]. For more details, see [28]
and [39] and the references therein.
The procedure for attitude estimation with the USQUE is the

following. The estimated quaternion, estimated state, and state-error

covariance are first initialized to q̂�0 , x̂
�
0 � � 01×3 β̂�T0 �T , and P�0 ,

respectively. Next, the sigma points are calculated using Eqs. (A22)
and (A23). The process covariance can be accounted for as in
Eq. (A22) because it is purely additive [39].†† The sigma points are

partitioned as in Eq. (A24), where χ δpk is the attitude error portion and

χ βk is the gyro bias portion. The corresponding error quaternions and σ
point quaternions are calculated with Eqs. (A25) and (A26), respec-
tively. Thequaternions are subsequently propagated usingEqs. (A27)
and (A28), where Ω� � is given by Eq. (A11). The propagated error
quaternions are then calculated with Eq. (A29), and the sigma points
are propagated with Eqs. (A30) and (A31). The predicted state and
state-error covariance can now be calculated using Eqs. (A32) and
(A33). Using the predicted quaternion from Eq. (A27), the mean
observation is calculated with Eqs. (A34) and (A35). The output
covariance, innovation covariance, and cross-correlation matrix are
computed with Eqs. (A36–A38). The gain is then computed with
Eq. (A39), and the state and error covariances are updated with
Eqs. (A40–A42). The updated state is used to calculate the updated
error quaternionwith Eq. (A43), which is subsequenty used to update
the attitude estimate with Eq. (A44). Finally, the attitude error vector
δp̂�k�1 is reset to zero for the next propagation. A detailed derivation

and explanation of the USQUE can be found in [28] and the
references therein,

χ k�0� � x̂�k (A22a)

χ k�i� � σk�i� � x̂�k ; i � 112 (A22b)

σk←2n columns from�
																																					
�n� λ��P�k �Qk�

q
(A22c)

Qk �

2
64
�
σ2vΔt� 1

3
σ2uΔt3

�
I3×3 −

�
1
2
σ2uΔt2

�
I3×3

−
�
1
2
σ2uΔt2

�
I3×3 �σ2uΔt�I3×3

3
75 (A23)

χ k�i� ≡
�
χ δpk �i�
χ βk�i�

�
; i � 0; 1; ; 12 (A24)

δϱ�k �i� � f−1�a� δq�4k�i��χ
δp
k �i�; i � 1; 2; ; 12 (A25a)

δq�4k�i� �
−akχ δpk �i�k

2 � f
																																																
f2 � �1 − a2�kχ δpk �i�k

2
q

f2 � kχ δpk �i�k
2

;

i � 1; 2; ; 12 (A25b)

q̂�k �0� � q̂�k (A26a)

q̂�k �i� � δq�k �i� ⊗ q̂�k ; i � 1; 2; ; 12 (A26b)

q̂−k�1�i� � Ω�ω̂�k �i��q̂�k �i�; i � 0; 1; ; 12 (A27)

ω̂�k �i� � ~ωk − χ βk�i�; i � 0; 1; ; 12 (A28)

δq−k�1�i� � q̂−k�1�i� ⊗ �q̂−k�1�0��−1; i � 0; 1; ; 12 (A29)

χ δpk�1�0� � 0 (A30a)

χ δpk�1�i� � f
δρ−k�1�i�

a� δq−4k�1�i�
; i � 1; 2; ; 12 (A30b)

χ βk�1�i� � χ βk�i�; i � 0; 1; ; 12 (A31)

x̂−k�1 �
1

n� λ



λχ k�1�0� �

1

2

X2n
i�1

χ k�1�i�
�

(A32)

P−
k�1 �

1

n� λ
fλ�χ k�1�0� − x̂−k�1��χ k�1�0� − x̂−k�1�T

� 1

2

X2n
i�1
�χ k�1�i� − x̂−k�1��χ k�1�i� − x̂−k�1�Tg �Qk (A33)

ŷ−k�1 �
1

n� λ



λγk�1�0� �

1

2

X2n
i�1

γk�1�i�
�

(A34)

γk�1�i� �

2
664
A�q̂−�i��r1

..

.

A�q̂−�i��rN

3
775
k�1

(A35)

Pyyk�1 �
1

n� λ



λ�γk�1�0� − ŷ−k�1��γk�1�0� − ŷ−k�1�T

� 1

2

X2n
i�1
�γk�1�i� − ŷ−k�1��γk�1�i� − ŷ−k�1�T

�
(A36)

Pvvk�1 � P
yy
k�1 � Rk�1 (A37)

Pxyk�1 �
1

n� λ



λ�χ k�1�0� − x̂−k�1��γk�1�0� − ŷk�1�T

� 1

2

X2n
i�1
�χ k�1�i� − x̂−k�1��γk�1�i� − ŷ−k�1�T

�
(A38)

Kk � Pxyk �Pvvk �−1 (A39)

x̂�k � x̂−k � Kkvk (A40)

vk ≡ ~yk − ŷ−k � ~yk − h�x̂−k ; k� (A41)

††The authors of the USQUE derived a different treatment of Q that
approximates the integration of the process noise over the sampling interval,
but this has been shown to have a negligible impact on the performance of the
filter, so it is not used here [22,28].
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P�k � P−
k − KkPvvk KTk (A42)

δρ�k�1 � f−1�a� δq�4k�1 �δp̂
�
k�1 (A43a)

δq�4k�1 �
−akδp̂�k�1k2 � f

																																																
f2 � �1 − a2�kδp�k�1k2

q
f2 � kδp�k�1k2

(A43b)

q̂�k�1 � δq�k�1 ⊗ q̂−k�1�0� (A44)
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