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Objective: We discuss how to interpret coefficients from logit models, focusing on the
importance of the standard deviatier) Of the error term to that interpretation

Study Design: We show how odds ratios are computed, how they depend on the standard
deviation &) of the error termandtheir sensitivity to different model specification¥Ve also
discussalternative to odds ratios.

Principal *Findings. There is no single odds ratio; instead, any estimated odds ratio is
conditional on the data and the model specification. Odds ratios should not be compe®d acr
different studies using different samples from different populations. Nor shoujdbthe
compared-acress models with different sets of explanatory variables.

Conclusions;/ To communicate information garding the effect of explanatory variables on
binary {0,1}.dependent variableayeragenarginal effects argenerallypreferable to odds ratips

unless the data are from a case control study
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INTRODUCTION
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Researchers often struggle with how to estimate a model Wwittagy {0,1} dependent
variable and present the results in a meaningful way. The etioraestimation and
presentation@proaches tend to fall along disciplinary lines. Epidemiologists and clinical
researchers often estimate logit models and report odds ratios. Economists might estimate logit,
probit, or linear probability models, but they tend to report marginal efféttste is an
increasing recegnition that model specificatienparticularly the inclusion or exclusion of
additional'explanatory variables affects the interpretation of the results from +ioear
models, even when the explanatory variables are independent of each other (e.g., Yatchew a
Griliches,1985; Mroz and Zayats 2008; Mood 2010).

Thissisrin contrast to linear regression models, whigenclusion or exclusion of truly
independent variables affects only the standard errors of the coefficieintiseir magnitude or
marginal effects. To be clear, throughout this paper we are referring toltr@dnor exclusion
of additional explanatory variables that are independent of the variabkedyalnethe equation.

If the additional variables amdrrelated with the previously included variab&sch as
confoundersthen leaving thse additional variables out of the model can creatiogeneitypias,
which is a different problem. With endogenettye estimated coefficientsill be biasedand
inconsistentas will allmarginal effects, odds ratios, and any other statistic derived from the
estimated-parameters

This paper focuses specifically thre effect of additional explanatory variables the
estimation and interpretation ofids ratios. Odds ratios have some convenient properties: they
are simplesto €alculate; they are applicable to both continuous and discrete explanatory variables
of interest.Inssome cases, such as case control stuthiey are indispensabléf the sign of the
effect is what the research wants to test, then odds ratios are suffidmever, depending on
the research question, the researcher may also care about the magnitude of the effect, and the
magnitude.of.odds rati@ge easy to misinterpreEor example, they sometimes are
misinterpreted-athe effect of a unit change in the explanatory variable on the probability that
the dependent variable is equal to one versus yetanathematically they diverge significantly
from risk ratios,when the baline risk exceeds about ten percentage p(Brsenland 1987;

Sackett, Deeks, Altman 1996; Altman, Deeks, Sackett 1998; Schwartz et al. 1989;20@0;
Kleinman and Norton 2009; Tajeu et al. 2012).
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More recent critiques have identified a more sesiproblem with odds ratios. Allison
(1999) explained why odds ratios cannot be compared across samples. Mood (2010) extended
this work nicely to show that odds ratios cannot be interpreted as absolute, efecan they
be compared across models orass groups within model$Severalauthors have pointed out
that odds raties will change if variables are added to the model, even if those additional variables
areindependent fronthe other variables (Gail et al. 198gtchew and Griliches, 198Bj{li son
1999; Mo6d2010). Mroz and Zayats (2008) alszussed the effect omitted variablesnthe
interpretationof odds ratios iagit models.

Thefirst section othis papederives odds ratios in a way that explicitly shows the
importance of the standard deviatier) Of the error ternin a logitor probitmodel. We then
discusdiveimplications of estimating coefficients in a logit (or probit) model that are
normalized bys. For any given data set and dependent variable, and any given explanatory
variable of.interest, there is no single odds ratio. There are many oddso@idisipnal on
whatotherexplanatory variableseincluded in the estimated modelinless accampanied by a
detailed description of the explanatory variables included in the model, odds aathas be
compared across different model specifications or across different study samples, for example, in
metaanalyses.When comparing odds ratios across models that progressively add covariates to
test for rebustness, the odds ratios are expected to increase. In suthes&ymportant issues
of interpretation are in addition to concerns about the misinterpretation of dddsasatisk
ratios. Thefinalsection of the paper discusses the advantages of some alternatives to odds ratios
including marginalnd incrementatffectsand riskratios

LOGIT AND PROBIT MODELS
Derivation:of Odds Ratio

Wesstart-by deriving the odds ratio in a way that makes explicit the relapdmstween
the estimated-logit parametegdand the error terrp;. Suppose that a continuous latent variable
y; can besmodeled as a linear functiorkKoéxplanatory varidbs (covariates)y;, for k =
1,...,K for individualsi = 1 ... N. The equation fop; can be written as

Vi = Po + Pixai + Baxai + o+ + PriXki T & (1)
If we allow the explanatory variables, including the constant term, to be ref@eé gy the

vectorx; , then equation 1 can be represented in matrix notation as
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yi =% + e 2
However, the researcher observes onlyetkidanatory variales and dinary {0,1}
variabley;, which indicates whether’ exceeds the threshotd zero.

2 { 1lify; >0
0 otherwise

3)

Tolmake statements about the probability hat 1 (or equivalentlyy;” > 0), we need

i

to express.thprobability in terms of an error term with a known distribution. Substituting
x;B + ¢ fory; allows us to write the probabilithaty; > 0 in terms ofthe probability thathe
error term‘takson a range of values.

Pr(y; > 0|x;) = Pr(x;f + & > O|x;) = Pr (g > —x;f|x;) (4)
If the error.term has mean zero and is symmetric (which is true for both the standard logistic and
standard normal distributions) then

Pr(y; =1|x,) = Pr(y; > 0|x;) = Pr(g; < x}B|x;) (5)

Equation 5 holds for ambitrary scaling of € and B (e.g., €/3 and /3). Thus,because
the distribution.of € is unknown, thePr(y; = 1|x;) cannot be evaluategithoutan additional
step(Greene'and Henser, 2010). To address that protientypical solution is to divideothe
and P by the standard deviation of €: ¢/6 andB/o. Thosetransformatios makesPr(y; = 1|x;)
a cumulativesdistribution function (CDF) ofseandard logistic (logit) or normal (probityariable
which is easy to calculate for logistic and normal distributions.

Forthe probit model, the standard deviatiol af = 1. The cumulative distribution

function for.the probit model is

Pr(ym="1|normal, x;) = Pr (% < Xj 9 = (x; g) (6)

Forthe logit model, the standard deviatioregé = m/+/3. The cumulative distribution function

for the logit.model is

.. i ' 1
Pr(y; = 1|logistic, x;) = Pr (% < x g) = m (7)

This derivation explicitly shows the important rolesoin making any statements about
probabilities:

Many researchers prefer to estimate logit rather than probit models becawseddd-
ratio interpretation of the logit coefficients. The odds for individaae expressed as the ratio

of the probabilityp; to 1 — p;, wherep; = Pr(y; = 1|logistic, x;).
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1
odds = P — o)
1-p; exp (—xgg)

1+exp (—xgg)

= exp (x2) ®)

The odds ratio is the ratio of the odds in equation 8 for two different values of an
explanatory-variable. This is easiest to derive foinaryvariable. For example, consider a
study in which.the dependent variable is the probability that the subject dies lygfé@® and
the primary‘explanatory variabbf interest is whether the person smoked (at all) in the years
prior to age 65." Letmoke,; be an indicator for smoking status ghg,,.. be the corresponding
coefficient. The odds of mortality by age @&5individuali was a smokefsmoke;; = 1) and the

odds if individuali was a non-smokesfoke,; = 0) are

.Bo‘l'ﬁsmokesm()keli"'ﬂzxzi"""ﬁKxKi) (9)

odds for smoker = exp ( =

ﬁo"‘ﬁzxzi"‘"'ﬁkxki) (10)

odds*fernon-smoker = exp ( p

Therefore,.the odds ratio is the ratio of the odds, which simplifies to the exptegntia

coefficient.

OR = odds ratio = —ddsforsmoker exp (%) (11)

odds for non-smoker

The 16g.0dds is the logarithm of the odds ratio, in other words, the coefficient
(normalized.by.the anhdard error).

Bsmoke
Log odds= (T) (12)
Although most textbooks and published papers write the odds ratio as the exponentiated
coefficient, in this casexp (Bsmore), We purposefully leave im. The crux of the issues raised

by this paper-arise because logit (and probit) models do not estimate the coeffidiestisad

they estimat@/o.

Sgma

Next we"discuss in more detail wimats and how the estimat¢ty o is affected by the
estimated*'modelln generalg is the standard deviation of the error term. It is a measure of the
variation in the latent dependent variable that remains unexplained aftesioncbf the
explanatory variables (covariates). Howewetannot be estimated directly because the

continuousy™ on which an estimate of ¢ could be based also exists only in theory. Onlyy =1
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andy = 0 are observedIn logit (and probit) models onlyhe ratioB /o is identified (although it
is still usefulto postulate a model containing these parameters to show the relationship among
models with different parameters)

Although.this paper focuses on hews related to changes in model specification, there
is another waysin which can change without chgimg any explanatory variables.ofsider a
model where.the.continuous underlying latent varigbles continuous birth weightin a linear
regression model, the magnitudesofiepends on both the scale, or unityb{grams or ounces
in this example) and the fraction of the variance in the dependent variabkahadunted for
by the explanatory variables in the model. Fortunately, changes in ¢ associated with changes in
the scale of the latent dependent variableffset by changes in estimated coefficients (B); that
is, the interpretation and statistical significamee linear regression model is not dependent on
whether birth weight is measured in metric or imperial units.

However, in a logit or probit modehe analyst observes onlpaary indicator for
whether thesbaby has low birth weight or not. Therefore, in a logit or probit model, the /fati
is invariant to changes in scale of the latent dependent variable.

As mentioned above, the logit and probit moglstulate error distributions with
different values, o6 (the standard normal distribution has a variance of 1, the standard logistic
distribution-has.a variance of /3). This explains why the estimated logit and probit
coefficients are diffeent. The normalizations are different. A rule of thumb is that logit
coefficientstareslarger by a factor of about 1.6.

Changes in o resulting from adding or removingcovariatego the modebre more
problematic. Any change in the covariates that improves the model fit makealler ang3 /o
bigger. Conversely, omitting variables that should be included in the model (becauséetttey af
the dependentwvariable) increasesThis is true even if the additional variablesiatependent
from the explanatory variables thatealready in the model. Unlike changes in the scale of the
latent dependent variable, changes in the covariates included in the modelghangeaning
that logit (and probit) coefficient estimates are not invariamddel specification.

In mathematical terms, the derivative of the odds ratio with respedstoot zero. The
derivative of the odds ratio for variabte with respect to a percentage change,idenoted

do/o,is:
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dloR] _ _ (ﬁ) e(’%) __ (ﬁl) OR (13)

da o o
g

This expression always opposite in sign t@,. Forapositivep,, an increase in (e.g.,

due to dropping variables from the model specification) will reduce the odds rai®. T
expression does not depend onéleles of theothercovariates, and so is the same for all
observations in'the dataset. However, it does depemdhich covariates are included in the
model specification. Thisfeature isbotha strengttand a weaknessA strength of the odds ratio
is its invarianee.witlespect to thealues of the other explanatory variables, but that strength
also is a weakness because there is no averagargbservation® attenuate the effect of

dividing the coefficients by ¢ as discussed in the section on Alternatives

IMPLICATIONS
Several implications follow from understanding that logit models estifatenstead of
p. First, there is no single odds ratio. An odds ratio is not an absolute number, Akeodds
ratio estimatedfrom a multivariate logit modetanditional on thesampleand ornthe model
specification (Allison 1999; Mood 2010). A study that amnglaimsto estimatehe odds ratio,
even in‘a:single dataset, is misguided. The odds ratio is primarily useful to shagntaeds
statistical significance of an effect, but the same can be said about the estimated cqgfticient
Second, an estimated odds ratio does have a specific interpretation, but the correct
interpretation is far more complex than commonly believed or reported (Mood 204k@ss
accompanied:=by an explanation of the model specification, a statement like, “The estimated odds
ratio is 1.5 isfactually incorrect. A more accurate, but imprecise pgatewould be An
estimated‘odds ratio is 1.5.” A correct precise intégign might be, “The estimated odds ratio
is 1.5, conditional on age, gender, race, and income, but a different odds ratio would be found if
the modeincluded a different set of explanatory variablé@$e 1.5estimated odds ratshould
not be comparetb odds ratios estimated from other data sets with the same set of explanatory
variables, ote0dds ratios estimated from this same data set with a diffeeenf explanatory
variables’
Third, it is not possible to compare odds ratios from diffesardies that use different
data set®r even sub-populations withihe same datasetven if they have the same model

specification (Allison 1999; Mood 2010)Any observed differences in coefficients across data
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sets could be due to differences in residual variatiaor to differences in effecfs, or both.
These two effects are confounded because the estimated coefficient is th@ifaatio

Fourth, in some studies, authors compare odds ratios from models that progredsively a
more and more explanatovgriables. The reason for making these comparisons is to see if the
coefficient (er0dds ratio) changes with the addition of more explanaoigbles. Authors
implicitly assume that if the odds ratio remains the same, that the estimated odids eatio
specific*variablds robust to the inclusion of additional explanatory variables which might
represent'confoundergiowever, unless the attidnal variables explain none of the variance in
the dependent variable, their addition to the model will decreasel the odds ratio will
increase. ;Therefore, even when the model is robust to different model speasictite
estimated odds ratios will chang@s more variables are added to the mopdahnges in the
odds ratio do not isolate or identify the presence or absence of confounder variables.

Fifth, this understanding of the importancerdh /o enhances the already strong
criticism ofreportingodds ratios on the basis of misunderstanding by others (Greenland 1987,
Sackett, Deeks, Altman 1996; Altman, Deeks, Sackett 1998; Kleinman and Norton 2009; Tajeu
et al. 2012). Most prior arguments have focused on the difference between risknatoakls
ratios, and=how people mistakenly interpret odds ratios as risk ratios (Saeledts, Bnd Altman
(1996) also'discuss other points). However, the correct interpretation of oddsatsti requires
an understanding of the specification of the malokiproduced the odds ratio. This makes the
correct interpretation of an odds ratio and comparability across studies egen ha

Thesefive implications are not widely appreciated in the literature. Papers frequently
report findings‘othe odds ratio, aif it were an absolute number that could be estimated without
explicit conditioning on the model and covariates. Having made these points, we now turn to

alternative ways of reporting and interpreting results from logit models.

ALTERNATIVES

Howsshould researchers report and interpret results when the dependent variable is
binary? Theanswer depends on the research question. There is no single right way for al
studies. Nonlinear models are inherently complicated. Although odds ratios comneonly ar

reported, the magnitude of an odds ratio dependsersampleand model specification.
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Researchers, however, have several alternatives to odds ratios for modblsavittilependent
variables. Mood (2010) has a comprehensive discussion ofaltes.

One popular alternative to the odds ratio is the marginal or incremental(stfettimes
these are called partial effectf)an explanatory variable on the probabithgt y; equalsl
versus 0. The,marginal effedas defined as the effeof atiny change in a singleontinuous
explanatory. variabl®;; on the probability thag; = 1, ordPr(y; = 1|x;)/0dx,;. The
incremeéntalefféct idefined as the effect of a discrete change from zero to one of a binary
explanatory variable on the probability that= 1:

Incremental effect = Pr(y; = 1|x;,xy; = 1) — Pr(y; = 1]|x;,x; = 0) (14)

Thesmarginal effect is lesensitive tachanges in the model specificatithran the odds
ratio. First,his"has been proved rigorously for the case of inddgreromitted variables for the
logit, probit, and multinomial logit models (Lee 1982; Yatchew and Griliches 1985; Woadridg
2010).

Second, unlike the odds ratio, the changigé@marginal effectME) with respect to a
change ingsigma has parts thah be either positive or negative, depending on the baseline
probability where the change is evaluatdthese positive and negative effestaycancel out
when computing an average marginal effect across the safmptehe logit model the marginal

effect of ascontinuouwvariablex, is

Logit __ 0Pr(y;=1|x;) B
ME; 0" = S0 = () b x (1) (15)
The derivative of the marginal effect for observaiiovith respect to a percentage change ia

a[MEiL"g“]

[La
[

= ME[**" xIn (J;p) (2p - 1) - 1] (16)

which can bepositive or negative, depending on the valpge of p; is less than abo@.176 or
greater than abo@ 823,thenthe term in brackets positive, otherwise it isegative. Therefore,
the averagenarginal effectwhich isaveraged oveihe values op; for all observations i
samplemaynot be that sensitive to changesrinHowever, in specific situations one could
have all the predicted probabilities above or below these bodimssame is true of
incremental effects in the logit model.

In contrast, because the odds ratioXas invariant with respect to the values of the other

explanatory variables, there is no such averaging effect.
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The same is alsioue forboth marginahnd incremental effects the probitmodel. For

the probit model the marginal effectxf is

oPr(yi=1lx;) _ (%) X ¢ (x' g) (17)

0x1j
whereg (%) is'the normal probability density function. The derivative of the marginal effect for
observation with respect to a percentage change osan be written either as a function of the
probability p; or the index function.

a[MEiProbit]

2

= MEFTobit [(x 5)2 - 1] (18)

which can be positive or negative, depending on the val(w’éf). If p; is less than about

0.159 or greater than about 0.841, then this derivative is positive, otherwise it iseneggain,
because we usualbare about average marginal effects, what matters is how marginal effects
change over the whokample Changes i also have little effect on the average marginal
effectfor the probit model.

Wecan:see that the response functions for logit arldtprmdels are virtually the same,
by graphing the cumulative distribution functions (CDF, appropriately scaled) atfjeitistear
index funetion (see Figure 1). The logit CDF has slightly fatter tails, but teeedite is small.
The linearprobabilit response function is similar to the logit and probit functions only in a
narrow range, unless of course a more flexible functional form is used.

Third, we conducted a simulation to demonstrate how changing the model specification
changes the"odds ratio in a predictable wayhbstno effect on the marginal effects for the
linear probability model, anblarely alters thaverage marginal effects for either logit or probit
models. In the simulated data selet continuous dependent variaplis a linearfunction of a
dummy variabler; and four continuous variables throughx,. For these illustrative examples
(N =10,000),.the variables of interest are the dummy variap)eafd the first two continuous
covariatesX,.andx,). The covariates are independent of each other. When independent
variablesxg:andx, are added to the simple model specification, the coefficients in the linear
probability moadel remaiessentially the same, as expediszE Table 1) The corresponding
probit and logi models show that, unlike the linear probability model, the coefficients change
when adding variables- becauses becomes smaller, the coefficients in the full model

specification are larger. The corresponding marginairmsrémental effects remain virdlly
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identical (see Tabl#). In contrast, the odds ratios are vastly differdrgty increase by orders of
magnitude.

When the research question is about how a change in a continuous independent variable
affects the probability, we recommend preasegntheresults in terms ahemarginal orthe
average marginal effects. Virtually all statistical software packages compute odds ratios either as
an option omsthe default output from a logit modeKaracaMandic, Norton, and Dowd (2012)
and Ai and"Norton (2003) discuss the computation of marginal effects ilinean-modelsand
Dowd, Greene,"and Norton (2014) explain how to compute the standard errorsliokaon-
functions of estimated coefficients, including marginal effects in non-linedets

We.want to emphasize several points about the magnitudes of odd ratioargirl
effects, because researchers usually care about the magnitude of a policy effect, not just its sign.
The magnitude of the odds ratio is the same for all observatidressame is not true for
marginal effects, which vary across observations depending on the values of theevaria
Average marginal effects for subgroups can differ from each other, and this couid lea
different pelicy:conclusions for different groups. This peiathat marginal effects vary by
subgroup but'that odds ratios do netis so importanin the context of heterogeneous treatment
effects andwpersonalized medicittgat we show it with a simple example with real data.

We"use a sample of 16,278 nonelderly adults (age 18 to 64) from the 2004 Medical
Expenditure Panel Survey to predict whether they currently take any prescripigen \dfe
estimate alogit. model thabntrols for age, gender, and whether the person is uninsured. Those
three vaiables are highly statistically significant, with the probability of taking any prescription
drugs being*higher for persons who are older, female, and insured (see Table 2). Consider how
to report the magnitude olie effect of age. The estimated coefficient is 0.0388, the odds ratio is
1.04, and the overall average marginal effect is 0.0078. However, the marginal effect of one
additionalwyear.of age is not constant, and it varies not only by age, but also across tipefour t
of persons«(men and women, insured and uninsured). The differences can be seen in Figure 2,
which showthat the variation in marginal effects is up to thokkacross the age ranfm
these four types. Evemith the agecoefficient consained to be constant across all grodpsre
are still differences in marginal effects because the logit model assumes a nonlinear relationship
betweerthe covariates and the probability that the dependent variable equals one. Uninsured

men are presunbdy the least likely to take prescription drugs when young, and so their
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consumption will increase fastest during adulthodtie magnitude of the effect on the predicted
probability corresponding to a given odds ratio is a function of both the predicted probalbility a
the oddgatio, with the largest effects around predicted probability 0.5.

This simple example illustrates that the magnitude of the marginal effect of a variable
depends on.the subgroup (the conditiorsaly Policy conclusions therefore cowdfer for
different subgroeups and this important interpretation never wmitévealed from a standard
discussion‘of‘odds ratios.

Another'way to drive home the point that magnitudes matter is to goaplmarginal
effectsdepend on the log oddB (o) and on the baseline probability (e.g., the probability of
mortality far ammon-smoker)Marginal effects are largest when the probability is close te one
half, and are proportional to the magnitude of the log odds (see Figure 3). Conversely, if th
marginal effects known, the corresponding log odds increase as the probability moves to the
extremes of zero and one (see Figure 4).

The.researcher should report the magnitude of the results that best answers the research
guestion. Returning to altenative ways of expressing the resultshe research question is
about the ratio“of probabilities, then risk ratios may be preferable to odds ratieafons of
interpretation (Kleinman and Norton 2009; Norton et al., 20¥8jile the incremental effect is
adifference'between two probabilities, the risk rafar an explanatory variable is the
probability thaty; = 1 givenx; = 1 divided by the probability thaty; = 1 givenx, = 0. Forthe
logit model,, the risk ratidor x,; is a function of all the explanatory variables:

—Bo+B1%i+B2xo i+ +BrixXri\]

Pr(y;=1|x,;=1) — [1+exp( S 2<er K Kl)] (19)

Pr(y;=1|x;;=0) -ﬁ0+32xzi+“'+ﬁ1<ix1<i)]_1
g

riskratio =

[1+exp(

A linear probability model can be useful if the goal is werall average marginal effect
(Angrist 2001)."Howeverhe linear probability modedan produce predictions outside of the
feasible range™of [0, 1], negative variances of the error terms, and coefficient estimates that are
heavily influenced by outlierslf the sample size is large enough, in principle one could estimate
alinear grobability model (ordinary least squares with an index function that is linear in the
coefficients)with afunctional form that is sufficiently flexible to overcome this problem and to
mimic the results fronany otheiflexible probability model.

It is worth emphasizing that there are some models where the odds ratio interpietation

preferred, in spite of thissues described in this paper. In a eas#rol studysubjectawvith a
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diseasare matchetb subjectsvithout the diseasm order to identify important risk factors
(causes of effects)However, one cannot compute marginal effettbe risk factoron the
probability of having the disease directly from the model without imposing additional
assumptions because the probability of having the disease in the sample does ntitemirror
probability of-having the disease in the population. The group fixed effects sweep out not only
common factors to the group, but also any hope of measuring a baseliioe tlad group

within the'model The researcher is left with the odds ratio interpretaiomust assume the
baseline rate'from other data sourcess®lthat to approximate the marginal effect

The Chamberlain conditional fixed effeddgit modelis widely used in economide
sweep out,group-level fixed effects (but also any observations with no withip-gaoiation in
the dependentwvariable). This model also appropriately uses an odds ratio iriie@npréta
compute predicted probabilities or marginal effedtsfiked effectdogit model requiresnaking
additional assumptionas with case&ontrol studies Because the fixed effects soaft much of
the otherwise unexplained variatienwill decrease and the estimai@gdos will increase. This
increase i /ais consistent with its interpretation in a model that is conditional on fixed effects:
the odds ratio*for the variable of interest is the effect after holding consaagtatherfactors
leaving a'much more homogeneous comparison graupmilar effect appears in random
effects modelsOne advantage of the Chamberlain conditional fixed effects logit model is not
having to estirate the group fixed effects, also called incidental parameters, but one
disadvantage. is not being able to estimate a baseline rate.

Finally,"measures that are the ratio of estimated coefficients, such as marginal rates of
subsitution (including willingness to pay and values of tinag¢ not affected by because that
parameter drops out of the ratio (Train, 2009). Train also discusses how one could conduct a
metaanalysis while allowing the to differ in each sub-study. The ratio of the variances would
need to be"estimated, in addition to all fhgarameters, to make the appropriate adjustment (see
BenAkivaand"Morikawa (1990), Swait and Louviere (1993), and Train (2009) for details).

CONCLUSIONS
Given the voluminous literatura health services research, epidemiology, clinical
research, and other social sciences that estimates and reports odds ratios without proper

discussion of conditioning, arbitrary normalization of parameters, or heterogeneityis a
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long way to go tomprove best practice and translation of results. The correct interpretation of
odds ratios acknowledges that the magnitude of the odds ratio is conditional on the dag¢a and t
model specification. When more independent variables are included in tieg thecerror
variance is reduced and the odds rétiep(5/0)) increases. An odds ratio estimated from one
multivariateslegit model cannot be directly compared to odds ratios estimatedfother
sample from.the.same data set, frotier data sef®rfromusing a different model specification.
There are alternatives to odds ratios that do not share the property chssengitive to
inclusion of additional variablesAverage narginalor incrementaéffects and risk ratios are
preferred ways /ahterpreting the results from logistic regressinadels when the model is not a
case control orifixed effects modeClear communication of the meaning of the estimated
parameters generally requires changing habits and using average marginal effects, unless
estimating a case control model.
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Tablel: Comparison otoefficient estimatesnarginal effects, and odds ratios thelinear

probability, logit andprobit modeldor two differentmodel specifications.

LPM Logit Probit
Variables Simple  Full Simple  Full Simple Full
Constant B/o 5062  .5039 0.032  0.109 0.020 0.057
(.0063) (.0044) (0.032 (0.062 (0.019 (0.039
X4 B/o .0478 .0485 0.244 0.827 0.145 0.468
(.0089) (.0064) (0.045 (0.089 (0.029 (0.048
IE 0.0482 0.0459 0.0476  0.0465
OR 1.276 2.285
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X B/o 1081 .1037  0.551 1.8424  0.331  1.033
(.0043) (.0032) (0.024) (0.059)  (0.014) (0.031)

ME 0.1085 0.1021 0.1084 0.1024
OR 1.734 6.312
Xy B/o .1968 .2014 1.000 3.655 0.603 2.046
(0037) (.0031) (0.026) (0.089)  (0.015) (0.048)
ME 0.1972 0.2025 0.1977 0.2027
OR 2.719 38.66
X3 B/o .0963 1.678 0.938
(.0032) (0.058) (0.031)
e BJo 2959 5.40 3.018
(.0030) (0.12) (0.066)
RMSE 0.45 0.32
R® 0.20 0.59
Pseudo R? 0.17 0.74 0.17 0.74

Notes:=10,000 observations of simulated data, based on the formula for the underlying
latent dependent variablg® = 0.5x; + x; + 2x, + x5 + 3x, with covariates normally
distributed, except,; which is a dummy variabldE = incremental effect; ME =

matrginal effect; OR = odds ratio; RMSE = root mean squared eRobust standard

errors aren parentheses.

Table 2: Logit model results to predict probability of taking any prescription drsigs; MEPS
data from 2004.
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Variables Logit

Constant B/o -1.205
(0.062)
Age B.o. 0.0388
(0.0014)
ME 0.0078
OR 1.0396
Female B/o 0.842
(0.035)
IE 0.170
OR 2.320
Uninsured B/o -1.256
(0.043)
IE -0.253
OR 0.285
Pseudo R? 0.12

Notes: 16,278 observations of Medical Expenditure Panel Surveyl8atancremental effect;

ME = marginal effect; OR = odds ratio. Robust standard errors are in parentheses.

Figure 1.

This article is protected by copyright. All rights reserved



Scaled Response Functions for Logit, Probit, LPM
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Figure 3.

Marginal Effects as a Function of P and Log Odds (/o)
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Log Odds as a Function of P and Marginal Effects
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Scaled Response Functions for Logit, Probit, LPM
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