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Chapter 1: Introduction1 

Despite the vast variabilities in body size and shape, all metazoans start from a 

single zygotic cell. Metazoans achieve their complex and diversified body plans through 

coordinated amplifications in cell number and differentiation. The number of cell divisions 

or cell cycle is tightly controlled in order to obtain proper tissue and organ size. Terminal 

differentiation in most cell types is associated with a permanent exit from cell division. 

The coordination between cell cycle exit and terminal differentiation is crucial for proper 

development and organogenesis and the failure to stop dividing could result in 

uncontrolled proliferation, such as cancer. Therefore, it is pivotal to understand the 

underlying mechanisms governing cell cycle exit during terminal differentiation. In order 

to figure out how cell cycle exit is regulated, it is important to understand how cell cycle 

is regulated in actively proliferative tissues.  

 

1.1 Cell cycle 

Cell cycle is a series of ordered events where a mother cell duplicates its genetic 

materials, chromatin, and divides, producing two daughter cells with the same DNA 

content. Depending on the stages of DNA replication and separation, cell cycle can be 

                                                            
1 Some of the elements from this chapter are modified from Ma, Y., Kanakousaki, K., & Buttitta, L. (2015). 
How the cell cycle impacts chromatin architecture and influences cell fate.  Frontiers in Genetics, 6, 19, doi: 
10.3389/fgene.2015.00019. 
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further separated into 4 phases: Gap1 phase (G1), DNA synthesis phase (S), Gap2 (G2) 

phase and Mitosis (M). In G1, cells respond to environmental stimuli, make the decision 

of whether to proceed into S phase, assemble pre-replication complexes on origins where 

DNA replication will start and activate the expression of genes needed for subsequent S 

phase. In S phase, replication complexes pass through the whole genome and replicate 

the DNA. In G2, cells assess the integrity of replicated DNA and prepare for M phase 

entry by producing mitotic proteins. M phase is the final stage of cell cycle, where 

chromatin is condensed into chromosome and partitioned into two daughter cells by 

cytokinesis. The four phases of cell cycle are exquisitely regulated to ensure the faithful 

transmission of complete set of chromatin into daughter cells. In actively proliferating 

tissues such as early embryos, cells quickly go through G1-S-G2-M-G1 transitions to 

amplify cell populations.  

 

1.2 Engine of the cell cycle: cyclins and Cyclin-dependent kinases 

Given the periodic nature of the cell cycle, early researchers speculated that the 

regulators of cell cycle should also oscillate, at the time the biochemical details on cell 

cycle processes such as DNA replication were unknown. In 1983, Tim Hunt and his 

colleagues observed the gradual accumulation and abrupt disappearance of a protein 

during each cell division in sea urchin embryos. They named this protein cyclin [1]. The 

identification of the first cyclin preluded a series of important discoveries of the well 

conserved cell cycle regulation by cyclins and Cyclin-dependent kinases (Cdks). 
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Cdks are a class of specific serine/threonine kinases and their activation depends 

on the binding of their cognate cyclin partners. Cyclin determines Cdk substrate specificity 

as well as the subcellular localization of cyclin/Cdk complex. Due to the periodic 

degradation of cyclins, the activity of cyclin/Cdks also oscillates during the cell cycle and 

each cyclin/Cdk complex functions in a specific time window. The major cyclin/Cdks and 

their functioning periods are: CycD/Cdk4 or Cdk6 (CycD/Cdk4-6) in early G1; CycE/Cdk2 

in G1-S, CycA/Cdk2 in S phase, CycA/Cdk1 in G2-M and CycB/Cdk1 in M phase (Fig. 

1.1). 

CycD/Cdk4-6 is activated by mitogenic signaling such as EGF/Ras and promotes 

G1-S transition [2–4]. The canonical model is that CycD/Cdk4-6 hypo-phosphorylates 

Retinoblastoma protein (RB), inhibitor of cell cycle gene transcription [5]. The 

phosphorylation of RB reduces its binding affinity to transcriptional factor complex 

E2F/DP. E2F/DP is the master transcriptional factor complex for cell cycle genes. The 

release of RB enables E2F/DP to activate cycE and cdk2 expression, while CycE/Cdk2 

can further hyper-phosphorylate RB, leading to its complete inactivation [6, 7]. This 

positive feedback loop between E2F/DP and CycE/Cdk2 prompts the accumulation of 

CycE/Cdk2 to pass the threshold required for DNA replication initiation and S phase entry.           

However, in this prevailing model the role of CycD/Cdk4-6 in inactivating RB has 

been challenged recently. It is reported that in early G1, CycD/Cdk4-6 exclusively mono-

phosphorylates RB and the mono-phosphorylated form of RB is still functional [8]. The 

result of this report suggests that CycD/Cdk4-6 promotes G1-S transition through 

alternative mechanisms instead of RB inactivation. This can be potentially achieved by 
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the role of CycD/Cdk4-6 in sequestering CycE/Cdk2 inhibitors p21 and p27, promoting 

cellular growth and directly interacting with specific transcriptional factors [9–11].  

CycA is able to bind both Cdk2 and Cdk1, allowing it to function in more than one 

phase of the cell cycle [12]. Similar to CycE/Cdk2, CycA/Cdk2 promotes the onset of DNA 

replication in S phase [13]. Later in S phase CycA/Cdk1 starts to accumulate and 

regulates the completion of S phase by promoting late origin firing [14]. In G2, CycA/Cdk1 

prevents the degradation of CycB and causes the accumulation of CycB/Cdk1 [15]. Once 

the level of CycB/Cdk1 passes a certain threshold, this complex promotes M phase entry 

by initiating nuclear envelope breakdown, chromatin condensation and mitotic spindle 

assembly [16–21]. The sequential activities of CycA and CycB ensure the smooth 

transition from G2 to M. Notably, in Drosophila CycA is the only essential mitotic cyclin 

and CycA seems to only pair with Cdk1 [15].  

Cdk1 plays an essential role in M phase entry and its activity is modulated by 

kinase Wee, Myt1 and phosphatase Cdc25. Wee and Myt1 phosphorylate the Thr14 and 

Tyr15 residues of Cdk1, respectively, which inhibit Cdk1 activity [22]. The inhibitory 

phosphorylation on Cdk1 can be removed by phosphatase Cdc25. CycB/Cdk1 can in turn 

phosphorylate Wee, Myt1 to inhibit their function and also phosphorylate Cdc25 to further 

activate Cdc25 phosphatase function. The positive feedback loop between CycB/Cdk1 

and Cdc25 eventually promotes M phase entry [23].  

 

1.3 Antagonists of cyclin/Cdks: Cyclin-dependent kinase inhibitors 
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Cyclin-dependent kinase inhibitors (CKIs), as the name implies, bind and suppress 

cyclin/Cdk complexes. Based on their structure and targets, CKIs have been divided into 

two families. The INK4 (inhibitors of CDK4) family proteins exclusively bind to the 

monomeric form of Cdk4 and Cdk6 and constrain CycD/Cdk4-6 complex by competing 

with Cyclin D for Cdk binding. Four INK4 proteins have been discovered in mammals 

(p16INK4a, p15INK4b, p18INK4c and p19INK4d), however, they have no homologs in Drosophila 

or yeast. The other Cip/Kip family proteins function more broadly and they suppress 

multiple cyclin/Cdk complexes such as CycE/Cdk2 and CycA/Cdk2. The Cip/Kip CKIs 

interact with both cyclins and Cdks and this family includes three members in mammalian 

cells (p21Cip1, p27Kip1 and p57Kip2) and only one in Drosophila (Dacapo) [24]. Of the 

Cip/Kip CKI family proteins, p21 is the first and best characterized [25–27]. p21 is induced 

by p53 when cells are subject to γ irradiation. It suppresses CycE/Cdk2 activity and blocks 

G1/S transition as part of the DNA damage response [28]. The expression of p21 can 

also be developmentally regulated, independent of p53 [28]. p21 plays a critical role in 

cell cycle arrest and the deregulation of p21 has been found in multiple cancer types [29]. 

Although p21 suppresses CycE/Cdk2, the level of p21 can be regulated by CycE/Cdk2 in 

turn. CycE/Cdk2 phosphorylates p21 at Ser130, promoting its ubiquitination and 

subsequent degradation [30]. 

 

1.4 Proteolytic control of the cell cycle 

Transitions between cell cycle phases depend on the abrupt degradation of cell 

cycle regulators. Most cell cycle regulators are targeted for degradation through the 

ubiquitin–proteasome system. Two large ubiquitin protein ligase complexes are 



6 
 

responsible for the proteolytic control of cyclins: SCF (Skp1/cullin/F-box protein)-related 

complexes and anaphase-promoting complex or cyclosome (APC/C) [31]. 

The SCF complex functions in multiple stages of the cell cycle and is composed of 

three core components: Skp1 (scaffold), Cul1 (scaffold), Rbx1 (containing RING finger 

and binds to ubiquitin conjugating enzyme). The substrate specificity is determined by 

another component called F-box protein. There are several F-box proteins, each 

recruiting specific set of targets and they are interchangeable in binding to the Skp1 

subunit of the complex. Three F-box proteins are primarily responsible for the targeting 

of cell cycle regulators: Skp2, Cdt2 and Fbw7. Skp2 mediates the degradation of 

CycE/Cdk2 inhibitors p21Cip1, p27Kip1 and p57Kip2 in the G1 phase to promote G1/S 

transition [31]. Cdt2 is mostly responsible for degradation in S phase and targets 

replication related proteins such as Cdt1 (a replication licensing factor), PCNA (DNA 

polymerase processivity factor), E2F and DNA polymerase η [32, 33]. The proteolytic 

control on these S phase regulators ensures that DNA replication only occurs once in one 

cell cycle [34, 35]. Fbw7 targets CycE as well as MYC, JUN and Notch for degradation 

[36, 37]. Due to its ability to degrade these proto-oncogenes, Fbw7 is also a tumor 

suppressor and is found to be mutated in numerous cancer types [37]. Notably, the 

efficiency of substrate ubiquitination by SCF complex is controlled by the binding affinity 

of F-box proteins and their substrates, which is further affected by the phosphorylation 

status of substrates. Typically, SCF targets are phosphorylated by Cdks, linking the 

proteolytic pathway with Cyclin/Cdks activity at specific cell cycle phase [34, 35]. 

APC/C is a giant ubiquitin-protein ligase, containing 11-13 subunits. The activator 

subunits are essential for the ubiquitination function of APC/C and two activators, 
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Cdc20/Fizzy and Cdh1/Fizzy-related are particularly important in cell cycle regulation. 

APC/CCdc20 is responsible for the degradation of mitotic cyclins and is primarily active in 

mitosis. The binding of Cdc20 requires phosphorylation on multiple sites of APC/C core 

complex by Cdk1. Once activated, APC/CCdc20 initiates the degradation of CycA and CycB. 

The destruction of mitotic cyclins occurs after peak Cdk1 activity, so this temporal delay 

prevents premature degradation of mitotic cyclins in early mitosis. In addition, when the 

level of Cdk1 activity drops, APC/CCdc20 is deactivated and Cdc20 dissociates from APC/C 

core complex. Through this negative feedback loop between mitotic cyclins and 

APC/CCdc20, mitotic cyclins initiate their degradation, promote cells to exit from mitosis 

and finally deactivate APC/CCdc20 [31, 38–40]. 

After exit from mitosis, cells need to enter G1 with low cyclin/Cdk activity so that 

growth factors and environmental signals can impinge on the decision to enter the next 

cell cycle. The low Cdk activity in early G1 is enforced by high APC/CCdh1 activity [41]. 

Cdh1 can bind to APC/C core complex regardless of APC/C phosphorylation status. 

However, phosphorylation on Cdh1 itself by Cdks prevents Cdh1 from binding to APC/C. 

At the end of mitosis, the destruction of mitotic cyclins and dissociation of Cdc20 from 

APC/C enable Cdh1 to be dephosphorylated and replace Cdc20. In early G1, APC/CCdh1 

targets residual mitotic proteins such as Plk1 and Aurora A as well as Cdc20 to ensure a 

temporal gap before the next mitosis [41]. On the other hand, APC/CCdh1 also targets 

Skp2, thus blocking the degradation of p21 and p27 to keep the level of CycE/Cdk2 

activity low [41–43]. The activity of APC/CCdh1 persists until G1/S transition when Cdh1 is 

deactivated by increasing G1 cyclin/Cdks [44].  
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1.5 Transcriptional control of the cell cycle 

Similar to the regulation at the protein level, the transcription of cell cycle regulators 

also oscillates to ensure successful cell cycle progression. As briefly mentioned in the 

previous section, cell cycle gene expression is controlled by the interplay of transcription 

factor complex E2F/DP with its suppressor RB family proteins.  

E2F/DP is a transcription factor complex and a master regulator of the cell cycle. 

It activates hundreds of cell cycle genes that execute important functions in different 

phases of the cell cycle, including cyclin/Cdks such as CycE, CycA, CycB, Cdk1 and 

Cdk2; DNA replication factors such as DNA polymerase α and proliferating cell nuclear 

antigen (PCNA); and also mitotic regulators such as Aurora A, Aurora B and Mad2 [45–

48].  

E2F/DP is a heterodimeric complex and contains one E2F family member protein 

and one DP family protein. In mammals, nine E2F proteins (E2F1, E2F2, E2F3a, E2F3b, 

E2F4-8) from eight E2F genes and three DP proteins (DP1, DP2/3, DP4) have been 

identified [49, 50]. All the E2F proteins share a highly conserved DNA binding domain. 

The high affinity binding of E2Fs to DNA requires partnering with DPs except for E2F7-8, 

which have an additional DNA binding domain [49]. The E2Fs can be generally divided 

into three groups based on their function as transcriptional activator or repressor. E2F1–

E2F3a are strong transcriptional activators and are generally responsible for E2F target 

gene expression. Binding of RB repressor blocks their transactivation domain in the 

carboxy terminus of E2F, thus preventing the recruitment of basal transcription factor 

TFIID as well as co-activators [51]. E2F3b–E2F5 are passive repressors and the binding 

of RB family members can convert them into repressing E2F target gene expression. E2F 
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6–8 are considered as constitutive repressors of transcription and they repress gene 

expression independent of RB family members [49, 52].  

The activity of E2F/DP transcriptional factor complex is heavily regulated by RB 

family members. Retinoblastoma protein (RB) is a negative regulator of the cell cycle and 

was the first tumor suppressor identified. This family contains two other members: p107 

and p130. This family members are often referred to as pocket proteins because all three 

contain a conserved “pocket” domain that interacts with the LXCXE motif found in viral 

proteins and chromatin remodelers. The RB family proteins function as proliferation 

inhibitors through binding with E2F/DP and each of them preferentially associates with 

different subset of E2Fs: RB preferentially binds to E2F1-5 while p107 and p130 primarily 

associate with E2F3b-5 [49, 52]. 

Compared to mammals, the E2F/DP and RB families in Drosophila melanogaster 

are more streamlined. Drosophila has only one activator E2F (dE2F1), one repressor E2F 

(dE2F2), one DP and two pocket proteins, retinoblastoma family-1 (RBF1) and RBF2 [52]. 

Chromatin immunoprecipitation (ChIP) and genetic experiments in Drosophila have 

shown that dE2F1 and dE2F2 share almost all the binding sites on the genome, 

suggesting that the output of E2F target genes transcription is controlled by the interplay 

between dE2F1 and dE2F2 [48].  

The transcriptional regulation of E2F/DP/RB on E2F target genes can be mediated 

by multiple chromatin modifiers or remodelers as co-factors. When free from pocket 

protein binding, activator E2F/DP is able to recruit histone acetyl transferase enzymes 

such as p300/CBP, GCN5, TRAPP and Tip60 and induce the hyper-acetylation on H3 

and H4, which promotes gene expression [53–56]. When pocket protein is associated 



10 
 

E2F/DP, the pocket protein can recruit a variety of chromatin modifiers or remodelers to 

E2F target genes through the interaction between pocket domain and LXCXE motif. 

These co-repressors include BRM/BRG1, PcG, histone deacetylase 1 (HDAC1), PRMT5, 

SUV39H, HP1, mSin3B, DNMT1 and L3MBTL1 [57–68].  

As mentioned earlier, the repression of RB on E2F/DP is dependent on the 

phosphorylation status of RB. RB protein contains 16 consensus Cdk phosphorylation 

sites. The unphosphorylated RB has high E2F binding affinity while hyper-phosphorylated 

RB cannot stably associate with E2F/DP. Individual mutation of the RB phosphorylation 

sites does not compromise RB’s ability to block the cell cycle, suggesting that the 

interaction between RB and E2F is controlled at multiple sites [69, 70]. In early G1, 

CycD/Cdk4 mono-phosphorylates RB. Then the gradually accumulated CycE/Cdk2 

hyper-phosphorylates RB, leading to the dissociation of RB from E2F/DP in late G1. The 

initial step of RB phosphorylation by CycD/Cdk4 is necessary because CycE/Cdk2 cannot 

use unphosphorylated RB as substrate [71]. Through the sequential activities of 

CycD/Cdk4 and CycE/Cdk2, cells are able to integrate mitogenic signaling with cell cycle 

decisions and constrain massive cell cycle transcription until late G1 when cells are 

committed to enter S phase [72]. Lastly, at the end of mitosis, protein phosphatase 1 (PP1) 

or PP2A dephosphorylates RB so that E2F/DP is repressed again and cells can enter G1 

properly [73, 74]. 

 

1.6 Three states of G0 
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G0 is a cellular state where cells leave the cell cycle with G1 DNA content and rest 

in a post-mitotic state. Depending on the range of reversibility to re-enter the cell cycle, 

G0 can be divided into three states. Easily reversible G0, quiescence, is often considered 

as extended G1. In this state cells are temporarily arrested and readily responsive to 

external stimuli. It is commonly seen in nutrient starved tissue culture cells or resting stem 

cells. Upon mitogenic signaling such as adding back serum or wound healing stress such 

as tissue damage, cells will rapidly proliferate again. The irreversible G0, senescence, is 

permanent and not responsive to proliferative cues. This type of G0 normally occurs in 

aging tissues and is often referred to cellular senescence. Cellular senescence is 

considered to be triggered by chronic DNA damage response or telomere attrition, and is 

usually accompanied by morphological and metabolic changes [75, 76]. Senescence can 

also be induced by oncogene overexpression. By preventing proliferation senescence 

serves as a defense mechanism and turns the brake on during early stages of 

tumorigenesis [77]. The third type of G0 is prevalent during development. It occurs along 

with terminal differentiation and is selectively reversible. The G0 state is the final state for 

most differentiated cell types and in some cases is critical for cells to execute their 

specialized functions. The ability of terminal differentiated cells to re-enter the cell cycle 

is variable and dependent on both cell type and organism. For example, mammalian 

neurons and muscle cells have minimal, if any, proliferative potential while liver cells 

readily re-enter the cell cycle upon tissue damage. Some organisms possess high 

proliferative ability to re-enter the cell cycle in their terminally differentiated tissues, such 

as axolotl appendage [78] and zebrafish retina [79] while others such as most mammals 

do not. 
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1.7 Establishment of G0 through inhibiting Cdk activity 

When a cell finishes mitosis, how does it decide whether to proceed with another 

cell cycle or enter G0? Work from tracking the proliferation-quiescence decision in single 

mammalian cells has provided insights that upon exit from mitosis, the cells that have 

higher residual level of Cdk2 activity from the previous cell cycle will commit into 

proliferation immediately while cells with low Cdk2 level will enter a G0-like state [80]. 

This work highlighted the central role of Cdk activity in determining G1 vs G0 entry and in 

fact, most reported G0 regulations converge towards Cdk activity control.  

The level of the CKIs p21 and p27 is high in quiescent cells [80, 81]. Degradation 

of p21 or p27 promotes the G0 to G1 transition and cell cycle entry [80, 82, 83] while 

overexpression of p21 or p27 in some proliferating cells is sufficient to induce cell cycle 

arrest [80, 84]. p21 and p27 also contribute to G0 in terminal differentiation. For example, 

p21(-/-) mice have enhanced hippocampal neuron proliferation [85]. p27(-/-) mice 

enlarged body size with more cells in most tissues [86]. Notably, mutation of either p21 

or p27 alone does not prevent cell cycle exit. It has been reported that even when all three 

Cip/Kip CKIs are compromised together, the interneurons of spinal cord still exit the cell 

cycle [87]. Studies in Drosophila also show similar results, where the loss of the sole 

Cip/Kip CKI, dacapo has minimal effects on G0 [88, 89]. These observations indicate that 

redundant mechanisms exist to regulate G0 in terminal differentiation.  

APC/CCdh1 complex has been shown to play an essential role in regulating G0 state 

in multiple species. CDH1 mutant yeast fail to enter quiescence during nutrients starvation, 
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while inactivation of APC/C subunit Apc2 in quiescent mouse hepatocytes induce cell 

cycle re-entry [41, 90]. In addition, Cdh1 could collaborate with other cell cycle inhibitors 

such as RB to promote G0 in terminal differentiation. In RB/Cdh1 double mutant 

Caenorhabditis elegans, cell cycle arrest is disrupted in the muscle cells [91]. Similar 

observation has been reported in Drosophila wings and eyes, where overexpression 

E2F/DP activator complex which potentially titrates away RB repressors in cdh1 mutant 

cells is able to bypass the robust cell cycle exit [92]. The regulation of G0 through Cdh1 

may be achieved by targeting Skp2 for degradation, thus maintaining p21 and p27 level 

and inhibiting CycE/Cdk2 activity [41–43]. Cdh1 also targets the DNA replication complex 

licensing factor Cdc6 for destruction, and this perturbation of the replication complex 

assembly factor may contribute to G0 as well [41]. 

 

1.8 Establishment of G0 through transcriptional repression  

G0 entry is accompanied by the repression of cell cycle gene expression [84, 92–

94]. The RB family proteins are indispensable in silencing E2F targets and studies in 

mammalian cells have unveiled that RB proteins are utilized differently under different 

contexts. In G1, p107 and RB are abundant and associate with the E2F/DP complex to 

silence cell cycle genes. In quiescent cells, p130 is highly expressed while RB is 

maintained at very low protein levels and p107 is almost undetectable [46, 95, 96]. In 

mammals, the majority of E2F complexes in G0 are thus formed by p130 and E2F4. 

Together with several other proteins including homologs of the C. elegans multi-vulval 

class B (MuvB) gene products, they form a transcriptional repressor complex called 

DREAM (DP, Rb-like, E2F, and MuvB) and repress E2F target genes during G0 [7, 96]. 
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The DREAM complex plays an important role in G0 control and perturbation of the 

DREAM complex disrupts G0 both in quiescent mammalian tissue culture cells and 

differentiated chondrocytes [96–98]. This complex is evolutionarily conserved and in 

Drosophila it consists of RBF1/RBF2, dE2F2, dDP, p55/CAF1, Myb and Myb-interacting 

proteins, called dREAM [52, 99] (Fig. 1.2).  

 

1.9 Chromatin organization at multiple levels 

Since the earliest observations of cells undergoing mitosis, it has been clear that 

there is an intimate relationship between the cell cycle and chromatin structure. 

Chromatin undergoes robust condensation and decondensation during the cell cycle, and 

transcriptional and post-transcriptional regulation of chromatin modification is controlled 

in a cell cycle-dependent manner. Chromatin structure is organized at multiple levels (Fig. 

1.3) [100]. The smallest unit of chromatin structure, nucleosome, is formed by 147bp of 

DNA wrapping around a histone octamer, which consists of 2 copies each of H2A, H2B, 

H3 and H4. The nucleosome structure is stabilized by linker protein H1 and adjacent 

nucleosomes are linked by free DNA fragment. This classic “beads on a string” structure 

constitutes the basic 10 nm chromatin fiber. Along the chromatin fiber nucleosomes are 

arranged in groups with varying nucleosome number [101, 102]. 

Chromatin is further modified through post-translational modifications (PTMs) of 

histone proteins or covalent modifications of nucleotides [103–105]. These modifications 

on chromatin are converted into transcriptional instructions by the interplay of modification 

“writers,” “erasers” and “readers” residing, often together, in a multitude of chromatin 
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remodeling complexes that interact directly or indirectly with transcription factor 

complexes [106]. Based on the gene composition, expression status and enrichment of 

PTMs and other chromosomal proteins, chromatin is generally divided into euchromatin 

and heterochromatin. Euchromatin is associated with active transcription and enriched 

with active histone modifications such as Histone H3 trimethylation at Lysine 4 (H3K4me3) 

or Lysine 79 (H3K79me3). Heterochromatin is associated with gene repression and can 

be further divided into constitutive heterochromatin and facultative heterochromatin. 

Constitutive heterochromatin is commonly located at centromeres, transposons and 

repetitive sequences and marked by H3K9 me2/me3 and Heterochromatin Protein 1 

(HP1). This type of chromatin is associated with long term and stable repression. 

Facultative heterochromatin is enriched in H3K27me3/Polycomb group proteins binding. 

Genes silenced in facultative heterochromatin are still able to be reactivated and switched 

into a euchromatic state. 

Besides local linear interaction between neighboring nucleosomes, the chromatin 

fiber is also spatially packed and forms higher-order topologically associating domains 

(TADs) at the scale of kilobases to megabases. The level of packaging is dependent on 

chromatin status. For example, active chromatin region with enriched H3K4me2 or 

H3K79me3 is loosely packed and PcG-repressed chromatin is compact and has higher 

level of chromatin intermixing [107]. The compressed topology of PcG repressed 

heterochromatin seems to be facilitated by polycomb group proteins, which self-

polymerize into clusters and contributes to long distance interaction with loci tens of Mb 

away [108]. In addition to the difference in folding and packaging, active chromatin and 

repressive chromatin seem to be mutually exclusive in spatial organization [107]. 
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Recently studies using super resolution microscopy in human cells have revealed that a 

single chromosome can be segmented into two large compartments with active chromatin 

and inactive chromatin respectively [109]. This compartmentalization of chromatin could 

presumably increase the local concentration of chromatin modifiers or remodelers as well 

as transcriptional machinery, and enhance gene regulation efficiency.  

 

1.10 Global chromatin restructuring during mitosis 

Chromatin restructures in every round of cell cycle and the most dramatic 

morphology changes of chromatin occur in mitosis. To ensure the fidelity of separating 

identical genetic information into two daughter cells, chromatin undergoes substantial 

compaction into mitotic chromosomes. Mitotic chromosomes are easily recognizable 

based on their morphology, however, the details of their three-dimensional structure have 

remained enigmatic. Recent use of advanced Chromosome Conformation Capture 

methods such as 5C and Hi-C in human cell lines performed at timepoints across the cell 

cycle, have revealed that mitotic chromosomes exhibit a common structure shared in 

multiple cell types [110]. Mitotic chromosomes appear to be organized as a linear array 

of chromatin loops of variable size, which are then tightly compressed together 

longitudinally. The common structure of mitotic chromosomes seems striking, given the 

cell type-specific subdomains and features of interphase chromatin structure, such as 

topologically associating domains (TADs) [111]. This suggests that some cell-type 

specific chromatin architecture is lost during mitosis and higher-order chromatin 

structures form de novo after mitosis. This might be facilitated by the fact that many 

chromatin remodeling complexes and transcriptional complexes are dissociated from 
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chromatin during mitosis. Thus entry into G0 may be an important event in stabilizing 

nuclear architecture specific to cell types.  

DNase sensitivity has been used to probe chromatin accessibility during different 

stages of the cell cycle. Somewhat surprisingly and in contrast to the Hi-C data mentioned 

previously, DNase sensitivity is widely preserved from interphase to mitosis [112]. During 

interphase, DNAse sensitivity generally corresponds to transcription factor binding sites 

and active gene proximal promoters. By contrast in mitosis, gene expression ceases, 

higher order chromatin domains are lost and many transcription factors are ejected. So 

why and how are most DNase sensitive regions maintained during mitosis? First to be 

precise, there are a few alterations to accessibility in mitosis. For example, distal 

regulatory elements that bind transcription factors are somewhat more likely to lose 

accessibility during mitosis compared to gene proximal promoters. Second, chromatin 

modifications and some chromatin modifiers are retained on the mitotic chromosomes 

and can help to preserve local chromatin structure, even if higher order structures are 

disrupted, as suggested by the Hi-C data.  

 

1.11 Chromatin contribution to G0  

The cell cycle impacts chromatin structure, while in turn chromatin organization 

and modification influences the cell cycle. As briefly mentioned in the previous section, 

the RB component of the G0 silencing complex DREAM is able to recruit chromatin 

modifiers or remodelers as co-repressors. These chromatin modifiers include histone 

methyltransferase SUV39H, histone deacetylase HDAC1, DNA methyltransferase 
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DNMT1, nucleosome remodeler BRM and nucleosome compacting factor L3MBTL1 [99]. 

This variety of chromatin modifiers or remodelers implies that chromatin structure can be 

modified at different levels to contribute to G0. 

A study comparing proliferating yeast to quiescent yeast showed that quiescence 

entry is associated with a globally repressive chromatin structure along with a global 

shutoff of transcription. The histone deacetylase RPD3 is responsible for these changes 

and rpd3 mutant yeasts have defects in quiescence entry and transcriptional silencing 

[94]. This study proposed a promising role for RPD3 in G0 control, however, the function 

of RPD3 in other species or in contexts of terminal differentiation is unclear. The ATPase 

component of SWI/SNF nucleosome remodeling complex Brm has been shown to 

regulate the G0 entry during skeletal myogenesis in mice, potentially through silencing 

Ccnd1 [113]. Consistent observations have been reported in C. elegans, where 

compromising SWI/SNF complex disrupts the cell cycle exit in muscle precursor cells. In 

addition, simultaneous inactivation of SWI/SNF with other G1/S inhibitors such as RB, 

Cdh1 causes tumorous proliferation [114].  

Histone methylation H3K27me3, H3K9me3 as well as H3K9me3 binding protein 

HP1 have been shown to be enriched at several Rb/E2F target genes and maintain their 

irreversibly repressed state during terminal differentiation in muscle [115–117]. The 

enrichment seems to be RB dependent. Post-mitotic removal of RB leads to de-

repression of cell cycle genes, cell cycle re-entry and reduced deposition of H3K27me3 

or H3K9me3/HP1 [116, 117]. However, whether these chromatin marks actively 

contribute to initiating G0 is still unclear. I have rigorously examined their contribution in 

establishing G0 during terminal differentiation in chapter 3.  
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1.12 Drosophila wings as a model system for cell cycle exit in terminal 

differentiation 

Due to the short life cycle, conserved and simplified gene homologs system and 

availabilities of genetic tools to monitor and manipulate gene expression, Drosophila 

melanogaster has served as a powerful model organism for studying various biological 

processes.  

The terminal differentiation of most Drosophila tissues occurs during 

metamorphosis, which is triggered by a discrete pulse of steroid hormone ecdysone at 

the third larval instar stage (L3). The attainment of critical weight of L3 animal initiates the 

production of ecdysone [118]. Ecdysone is produced in the prothoracic gland, then 

released into the haemolymph and finally converted by peripheral tissues to its active 

form, 20-hydroxyecdysone (20E) [119]. After binding to the heterodimer of two nuclear 

receptors, ecdysone receptor (EcR) and ultraspiracle (USP), 20E is able to trigger 

cascades of tissue specific gene expression that drive coordinated morphological and 

physiological changes in metamorphosis. Besides the pulse of 20E at the onset of 

metamorphosis, there is a second pulse with higher amplitude and longer duration in the 

mid-metamorphosis to further drive metamorphosis progression [120]. 

During metamorphosis wings undergo a series of morphogenetic changes through 

the temporal coordination between wing terminal differentiation program and cell cycle 

exit (Fig. 1.4). The major events include: pupa cuticle formation along with a temporary 

cell cycle arrest at G2 around 6h after puparium formation (APF); elongation and 
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apposition of dorsal and ventral epithelial layers with vein refinement during the 

synchronized final cell cycle till 24h APF; wing hair formation and deposition of adult 

cuticle after the permanent cell cycle arrest [121–126]. 

Taking advantage of the temporal and well characterized coordination between 

terminal differentiation and cell cycle exit in Drosophila wings, I examined chromatin 

accessibility (chapter 2) and higher order chromatin organization (chapter 3) changes 

during cell cycle exit under development context. My work revealed that chromatin 

accessibility and gene expression changes are coordinated during the transition from a 

proliferating to postmitotic state. I further identified the specific chromatin accessibility 

changes that are regulated by terminal differentiation and cell cycling status, respectively 

(chapter 2). I also revealed that higher order chromatin organization such as 

heterochromatin clusters during cell cycle exit. I rigorously tested the role of 

heterochromatin associated modifications in cell cycle exit and found that compromising 

heterochromatin mediated gene silencing does not disrupt cell cycle exit. Instead, 

heterochromatin clustering is a consequence of cell cycle exit (chapter 3).  
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Figure 1.1 Major Cyclin/Cdks driving cell cycle progression.  
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Figure 1.2 Expression of E2F target genes in G1 and G0 is controlled by the switch 

between E2F1/DP activator and dREAM repressor complex in Drosophila. 
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Figure 1.3 Chromatin is organized at different levels.  
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Figure 1.4 Fly wing differentiation and cell cycle activities are coordinated with the 

ecdysone pulses in metamorphosis.  
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Chapter 2: Crosstalk between Terminal Differentiation and Cell 

Cycle Exit is Mediated through the Regulation of Chromatin 

Accessibility 

 

2.1 Abstract 

During terminal differentiation many cells will exit the cell cycle and enter into a 

prolonged or permanent G0 state. Cell cycle exit is usually initiated through the 

repression of cell cycle gene expression by formation of a transcriptional repressor 

complex. However, nucleosome remodeling complexes have also been shown to 

contribute to stable repression of cell cycle genes and promote cell cycle exit. Here we 

examine the relationship between chromatin accessibility, cell cycle exit and terminal 

differentiation. We find that chromatin accessibility and gene expression changes are 

coordinated with the transition from a proliferating to postmitotic state. To identify which 

changes are a consequence of cell cycle exit, we genetically disrupted cell cycle exit 

and examined chromatin accessibility and gene expression. This uncovered mutual 

cross-talk between the wing terminal differentiation program and the cell cycle 

machinery. We find that the accessibility of important gene regulatory elements at a 

small group of rate-limiting cell cycle genes is developmentally controlled and enforces 

prolonged G0. In turn, disrupting cell cycle exit impacts gene expression and 

accessibility at a subset of hormone-induced transcription factors during wing 
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development leading to delays in the activation of a portion of the wing terminal 

differentiation program.  

 

2.2 Introduction 

Terminal differentiation in most cell types is accompanied by the transition of 

cells from a proliferative to a postmitotic state, usually accompanied by a prolonged or 

permanent G0. The state of G0 has been proposed to be essential for terminal 

differentiation through promoting the expression of late differentiation genes [1, 2]. It has 

been well characterized that the transition from proliferation to G0 is enforced by the 

silencing of cell cycle gene transcription [3]. In Drosophila, for example, in proliferating 

cells the dE2F1/dDP transcription activator complex binds to promoter proximal E2F 

binding motifs at hundreds of cell cycle genes, including cyclins, Cyclin-dependent 

kinases, replication proteins and mitotic regulators, to promote their expression. Upon 

entry into G0, silencing occurs through the formation of a transcriptional repressor 

complex consisting of dDP, RB family members Rbf1 or Rbf2, dE2F2, p55/CAF1, Myb 

and Myb-interacting proteins [4, 5], termed dREAM.  

 Formation of dREAM complex is dependent upon a reduction in cyclin/Cdk 

phosphorylation of RB, therefore it can be induced through developmental activation of 

Cyclin-dependent kinase inhibitors, developmental downregulation of Cyclins and Cdks 

or the upregulation of cyclin destruction through the APC/C [6–9].  

Several studies have shown that the Rb component of DREAM complex can 

recruit chromatin remodelers to silence cell cycle genes and promote G0 [10–15]. This 

suggests that changes in chromatin accessibility is involved in the shutdown of cell 
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cycle gene expression. However, it remains unclear whether chromatin accessibility is 

involved in maintaining the silencing of cell cycle genes. If so, what is the contribution of 

differentiation pathway? In addition, it is still unclear what is the genome-wide impact of 

G0 perturbation in terminal differentiation, both at the transcription and chromatin level.  

To address these questions, we focused our study in the terminal differentiation 

process of Drosophila wings. The terminal differentiation of most Drosophila tissues 

occurs during metamorphosis, which is driven by pulses of steroid hormone ecdysone. 

We characterized the genome-wide transcriptome and chromatin accessibility 

landscape through RNA-seq and FAIRE-seq over 6 developmental time points. We 

found that during wing differentiation, chromatin accessibility and gene expression 

changes are coordinated with the transition from a proliferating to postmitotic state. By 

delaying or bypassing the cell cycle exit through overexpression of cell cycle regulators, 

we identified a mutual crosstalk between terminal differentiation and cell cycle exit: 

differentiation pathway controls the accessibilities of a subset of rate-limiting cell cycle 

genes enhancers, while cell cycling delays the temporal response to ecdysone signaling.  

 

2.3 Results 

2.3.1 Gene expression dynamics of wing during metamorphosis 

During metamorphosis wings undergo morphogenetic changes coordinated with 

cell cycle alterations, loss of regeneration capacity and activation of a wing terminal 

differentiation program [16–18]. These events are temporally coordinated by systemic 

hormone pulses which trigger metamorphosis and drive its progression, leading to 

coordinated morphogenesis and differentiation of organs [19, 20]. Although the 
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hormone pulses are systemic, through a combination of direct and indirect regulation 

they result in activation of unique gene expression programs in different tissues [19, 21–

23]. For the wing, major events during metamorphosis include; eversion coordinated 

with a temporary cell cycle arrest in G2 and pupa cuticle formation, elongation and 

apposition of dorsal and ventral surfaces, coordinated with a relatively synchronized 

final cell cycle and vein refinement and permanent cell cycle arrest which precedes wing 

hair formation and deposition of adult cuticle [21, 24–27]. Underlying these processes 

are coordinated changes in gene expression. We and others have examined the gene 

expression changes in the wing during metamorphosis [3, 25]. However no previous 

timecourse has spanned from early metamorphosis to cuticle deposition. To fill this 

knowledge gap, we carried out RNA-seq experiments on wildtype Drosophila wings 

comparing the late wandering third instar larva stage prior to metamorphosis (L3), to 

stages during metamorphosis at 6h, 18h, 24h, 36h and 44h after puparium formation 

(APF). Over 9,000 genes exhibit dynamic expression changes during wing 

metamorphosis. To better identify temporal patterns of gene expression, we carried out 

k-means clustering based on the RNA fold changes compared to L3, and found 18 

distinct clusters that best separate different expression patterns (Fig. S2.1A). Gene 

expression is very dynamic during metamorphosis and at almost every stage there are 

groups of genes reaching their peak expression. Our cluster separation is able to pull 

out groups of genes that are coordinately regulated. For example, RNA cluster 4 

contains genes highly expressed at 6h and enriched in biological process of cuticle 

development from gene ontology (GO) analysis (Fig. S2.1B). The expression pattern of 

this gene group agrees with the formation of the pupal wing cuticle at this stage [24]. By 
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comparison, RNA clusters 7 and 10 are composed of genes that decrease expression 

after 18h, and are highly enriched in cell cycle genes. This is consistent with our 

previous work showing that cell cycle gene expression plummets by 24h when cells 

transition to a postmitotic state [3, 28].  

 

2.3.2 Dynamics of open chromatin during metamorphosis 

To examine whether the accessibility of chromatin is also dynamic during 

metamorphosis, we carried out Formaldehyde-Assisted Isolation of Regulatory 

Elements sequencing (FAIRE-seq) in parallel with our RNA-seq. We identified a total of 

20,329 high-confidence open chromatin regions (peaks). We first compared the 

similarity of open chromatin profiles across our wing developmental time course by 

examining Pearson correlation coefficients. The open chromatin landscape is gradually 

changing during metamorphosis and early proliferative stages are distinct from late 

postmitotic stages in chromatin accessibility (Fig. 2.1A). By calculating the fold change 

in peak accessibility between stages, we found that only 5,516 peaks are static (27%) 

and have <2-fold changes between any two timepoints. While the remaining 14,813 

peaks (73%) appear dynamic, exhibiting >2-fold changes between two or more 

timepoints. To further visualize their dynamics during metamorphosis, we divided the 

rpkm value of each FAIRE peak by its maximum rpkm value from the 6 stages, and then 

plotted the fraction in the form of heatmap (Fig. 2.1B). To distinguish between different 

dynamic patterns, we separated the peaks into 18 k-means clusters. We discovered 

that the dynamic peaks can be divided into 3 broad categories: a temporally sharp 

category that transiently opens at only one stage; a temporally broad category that 
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remains accessible for several sequential stages and a category of peaks that oscillate, 

from open to closed to reopened.  

 

To visualize the temporal dynamics of peaks, we next compared dynamic peaks 

between stages to define them as opening or closing at the next sequential stage (Fig. 

2.1C-D, Fig. S2.2). This revealed that most of the peaks for each stage are shared with 

immediately neighboring stages (Fig. S2.2A). The timepoint with the most dynamic 

changes is 6h while the second most dynamic is 24h. Both of these stages are 

associated with cell cycle arrests. We previously showed that at 6h, wings undergo a 

temporary G2 arrest induced by high levels of the transcription factor Broad suppressing 

the critical G2-M regulator cdc25c or string. This synchronizes the subsequent final cell 

cycle [28]. At 24h cells in the wing finish the final cell cycle in a relatively synchronized 

manner and enter into a postmitotic G0 state [29]. This suggests that a developmentally 

controlled program of coordinated chromatin accessibility changes links changes in the 

cell cycle with differentiation during metamorphosis.  

To identify the genome location of the dynamic and static peaks, we first 

analyzed their distance to nearest transcription starting site (TSS) (Fig. S2.2B-C). Both 

dynamic and static peaks are highly enriched in 1-5 kb away from TSS. However, the 

next enriched category for dynamic peaks is 5-10 kb and for static peaks is 0.5 kb. To 

further identify the locations of peaks by gene structure, we analyzed their distribution in 

coding sequence (cds), introns, promoter proximal regions (-500 bp to +150 bp of the 

TSS), UTRs, non-coding genes (nc genes) and intergenic regions (Fig. 2.1C-D). We 

observed that dynamic and static peaks have similar distributions with most of them 
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located in introns, intergenic and promoter proximal regions. This is consistent with 

previous work showing that FAIRE-seq enriches for DNA regulatory elements [30, 31]. 

Similar to another report using FAIRE in Drosophila embryos, we find that putative 

regulatory elements for the wing are mostly located within introns, especially the first 

intron and1-5 kb upstream of the TSS. This is also consistent with the locations of 

Drosophila enhancers identified using a functional accessibility-independent approach, 

Starr-Seq [32]. 

 

2.3.3 Dynamic chromatin is mostly correlated with gene activation 

Functional regulatory elements may become accessible to activators or 

repressors. To determine whether FAIRE peak dynamics correlate positively or 

negatively with gene expression changes, we assigned each FAIRE peak to its nearest 

gene and carried out pair-wise comparisons between each stage and its next two 

sequential stages for >2-fold changes in chromatin accessibility correlated with >2-fold 

gene expression changes using our RNAseq data (Fig. S2.3). When we plot peak 

accessibility change vs. assigned gene expression changes, we generate four 

quadrants: FAIRE peaks opening with corresponding gene expression increasing 

consistent with an activation function; FAIRE peaks opening with gene expression 

decreasing consistent with a repressive function; FAIRE peaks closing with gene 

expression increasing consistent with the loss of a repressor binding; FAIRE peaks 

closing and gene expression decreasing consistent with the loss of an activator binding 

(Fig. 2.2A).  
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We observed that the majority of dynamic FAIRE peaks fall into the category of 

peaks opening with the corresponding gene expression increasing. This suggests that 

the majority of gene expression changes in the differentiating wing are driven by 

transcriptional activators gaining access to their binding sites. The second largest group 

of FAIRE peaks close and are associated with loss of expression. Suggesting that loss 

of access for transcriptional activators also plays a major role in gene repression during 

terminal differentiation.  

We next compared the temporal changes between RNA and FAIRE (Fig. 2.2B, 

Fig. S2.4 - S2.5). We first calculated the average change at a given timepoint from a 

specific RNA cluster and then plotted the trajectory of average RNA changes across the 

6 timepoints. For comparison, we also plotted the temporal changes of FAIRE peaks 

that are assigned to the genes in this RNA cluster (Fig. 2.2B, Fig. S2.4). We did similar 

analysis to FAIRE clusters, too (Fig. S2.5). We found that the temporal changes of RNA 

and FAIRE can be well coordinated (Fig. 2.2B). We also noticed that there are large 

variations of FAIRE changes within the same RNA cluster. So we looked into the 

dynamic FAIRE peaks belonging to the same RNA cluster and analyzed their 

distributions by their original FAIRE cluster assignment (Fig. 2.2C). For the RNA 

clusters with dramatic and synchronized changes, their FAIRE peaks preferentially 

localize in one FAIRE cluster. For example, FAIRE peaks of RNA cluster 2 or 4 are 

enriched in FAIRE cluster 17. RNA cluster 2 and 4 are enriched in genes for cuticle 

development and they reach their peak expressions at 6h. While FAIRE cluster17 

represents the dynamic chromatin that opens at 6h as well. Together our results 

suggest that the dynamic of gene expression and open chromatin is highly coordinated 
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and most of the dynamic regulatory elements in fly wings are associated with gene 

activation.  

 

2.3.4 Regulatory elements for genes involved in wing differentiation open during 

metamorphosis 

A major event during wing terminal differentiation is the formation of the cuticular 

exoskeleton. The wing cuticle is a multilayered structure and its formation requires the 

proper expression of cuticle proteins, cuticle deposition genes, and ZP domain proteins 

which link the apical surface of wing cells to the overlying cuticle [25]. When we 

examined cuticle formation-associated genes, we found a distinct subgroup highly 

expressed at 6h and 36h (Fig. 2.3B). The cuticle genes expressed at 6h are likely to be 

involved in the pupa cuticle formation which begins just after 6h. The cuticle genes 

expressed at 36h indicates an early starting point of adult wing cuticular exoskeleton 

formation and this extends to 44h and beyond [25]. We also noticed that different 

groups of cuticle genes reach their peak expression at different stages, suggesting 

several waves of sequential regulation may drive cuticle gene expression. The 

accessibilities of FAIRE peaks near cuticle genes (Fig. 2.3C) are highly accessible at 

44h, 36h and 6h, consistent with the high expression at those time points. To determine 

whether FAIRE peaks can regulate gene expression, we examined an open chromatin 

region near the cuticle gene Cpr51A driving Gal4 expression with UAS-GFP (Fig. 2.3D). 

This region is highly accessible at 44h and we observed that this GFP reporter is highly 

expressed in almost all the wing cells at 44h. These results indicate that we are able to 

identify dynamic regulatory elements that drive cuticle genes expression.  
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2.3.5 Repression of most cell cycle genes is established and maintained through 

promoter proximal regulatory elements 

Cells in pupal wings exit the cell cycle at 24h APF, which accompanies 

temporally synchronized repression of cell cycle genes [6, 28]. We examined the 

expression of ~300 cell cycle genes (Fig. 2.3E) and observed a temporary repression 

during the G2 arrest at 6h, followed by reactivation at 18h for the final cell cycle, and 

silencing during cell cycle exit at 24h.  

We examined the chromatin accessibility profiles for these cell cycle genes and 

found that most of them exhibit a compact gene structure with smaller introns and 

relatively short intergenic upstream sequence (Fig. 2.3A). Most FAIRE peaks 

associated with these genes are found to be proximal to the TSS, consistent with the 

previously reported distribution for functional enhancers at “housekeeping” genes [33]. 

Surprisingly, putative regulatory elements at cell cycle genes exhibit a moderate 

increase in accessibility at timepoints when cells are postmitotic (24-44h) despite the 

temporally regulated shutoff of their associated genes at 24h.  

We carried out a de novo motif discovery on the promoter proximal FAIRE peaks 

for cell cycle genes using MEME (Fig. 2.3G). The most highly enriched motifs match 

Motif 1, a core promoter element bound by M1BP to promote RNAPolII pausing [34, 35], 

the Dref-binding element DRE, a core promoter/enhancer known to be associated with 

cell cycle genes [3, 36]  and a motif matching the binding site for the heterodimer 

transcription factor complex E2F/DP.   
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One possibility for the increase in accessibility at cell cycle genes when gene 

expression is silenced could be Pol II pausing via M1BP. While Pol II pausing at cell 

cycle genes has been reported in ESCs, in this context it poises expression to promote 

proliferation rather than to reduce expression [37]. Another possibility for the increase in 

accessibility is stable binding by a transcriptional repressor complexes. The repression 

of cell cycle genes in postmitotic cells requires the repressive Rb/E2F2/DP complex and 

multiple studies have reported that depletion of Rb leads to the partial de-repression of 

cell cycle genes [29, 38, 39]. However it has remained unclear whether Rb-dependent 

repression is required to initiate repression of cell cycle genes to promote cell cycle exit, 

or maintain repression in cells that have already become postmitotic. To investigate this 

we took advantage of a PCNA-GFP transcriptional reporter that includes known E2F 

binding sites contained within FAIRE peaks that remain accessible after cell cycle exit 

[40]. At 44h, a timepoint when the postmitotic state has been maintained for 20h, the 

reporter is silenced. To test whether this silencing can be reversed, we activated 

expression of E2F1/DP (hereafter E2F) or E2F+CycD/Cdk4 to phosphorylate and 

inactivate Rbf specifically after cells have already established a postmitotic state at 28h 

(Fig. 2.3H). Expressing either E2F or E2F/CycD/Cdk4 was able to re-induce PCNA-GFP 

expression in postmitotic cells, demonstrating that RB/E2F-dependent repression is 

required to maintain silencing of cell cycle genes in Drosophila.  

 

2.3.6 Enhancers of complex cell cycle genes are dynamic  

In contrast to the majority of cell cycle genes, a few key, rate-limiting cell cycle 

genes are controlled by long, complex regulatory elements upstream of their TSS or in 



45 
 

long introns. For example, cycE, dacapo, stg and e2f1 fall into this group (Fig. 2.3I). We 

find several FAIRE peaks in regulatory regions for these genes that overlap with 

previously characterized functional regulatory elements [41, 42]. Here we discovered 

that the accessibility of these regulatory elements is temporally dynamic during 

metamorphosis, in a manner coordinated with the cell cycle changes. Accessibility at 

these elements is low during the G2 arrest at 6h, then rises at 18h and 24h and closes 

after 36h. To examine whether the dynamic accessibility of these elements impacts 

temporal gene expression, we tested regions from the stg and e2f1 loci driving a 

Gal4/UAS-destabilized GFP to capture gene expression shutoff [43]. Our destabilized 

GFP reporters showed dynamic expression correlated with the accessibility of the 

elements. Our results suggest that dynamic chromatin accessibility at enhancers of 

complex cell cycle genes drives temporal expression changes during metamorphosis.  

 

2.3.7 The closing of enhancers at complex cell cycle genes is independent of cell 

cycle exit 

We observed that chromatin dynamics at specific cell cycle genes and their 

expression are coordinated with cell cycle changes during metamorphosis. However, 

cell cycle changes during metamorphosis are inherently coupled with the hormone 

signaling that drives developmental timing [28]. We therefore wondered whether the 

temporal changes in chromatin accessibility at complex cell cycle genes such as cyce, 

e2f1 and stg are driven by cell cycle alterations or by the hormone-driven 

developmental timing program.  
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 To address this question, we took advantage of conditions where cell cycle exit in 

the pupal wing can be either temporarily delayed or bypassed for a prolonged period 

without preventing metamorphosis or terminal differentiation [6, 29, 44]. In brief, 

overexpression of the activator E2F complex (E2F1+DP) during the final cell cycle 

delays cell cycle exit and causes 1 extra cell cycle during the 24-36h widow, while 

overexpression of E2F + CycD/Cdk4 during this same period causes multiple rounds of 

extra cell division and effectively bypasses cell cycle exit until well after 50h. To 

accomplish this we used the Gal4/UAS system in combination with a temperature-

sensitive tub-Gal80 (Gal80TS) to limit the expression of these factors from 12h -24 or 

44h APF. This allows metamorphosis to initiate properly, yet still effectively delays or 

bypasses G0 (Fig. S2.6). We dissected 24h or 44h pupal wings under the delayed (E2F) 

or continued cycling (E2F+CycD) conditions and performed genomewide RNA-seq and 

FAIRE-seq analysis (Fig. 2.4B). Importantly, at 44h when the E2F expressing wings are 

postmitotic, the E2F+CycD wings are still cycling, allowing us to differentiate effects of 

E2F overexpression from those of cell proliferation. E2F or E2F+CycD expression was 

sufficient to alter the expression of several hundred genes at 24h and over 1,500 by 44h 

(Fig. S2.7A). Despite the dramatic changes in gene expression, there were strikingly 

few changes in FAIRE peak accessibility, with only a handful of peaks increasing 

accessibility at the 24h timepoint and up to 287 peaks increasing accessibility at the 44h 

timepoint (Fig. S2.7B). GO term enrichment analysis under both conditions revealed 

that the upregulated genes are highly enriched for those associated with the cell cycle 

while downregulated genes are highly enriched for genes involved in cuticle 

development.  
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Despite the upregulation of hundreds of cell cycles at both 24 and 44h (Fig. 2.4C), 

we observed relatively little effect on their accessibility, other than a mild decrease 

under E2F overexpression (Fig. 2.4D).  We compared the FAIRE peak accessibility of 

simple cell cycle genes such as orc6 and pcna to complex cell cycle genes cyce and stg 

when cell cycle exit was delayed or disrupted. The accessibility of the regulatory region 

of pcna and orc6 is relatively unchanged and the closing of cyce and stg enhancers 

proceeds with normal timing despite the delay or bypass of cell cycle exit (Fig. 2.4E). 

This demonstrates that the closing of enhancers at complex cell cycle genes is 

developmentally controlled and independent of cell cycling status.  

 

2.3.8 Ectopic E2F activity impacts a subset of genes involved in wing terminal 

differentiation 

In contrast to the minimal effects on chromatin accessibility at cell cycle genes, 

the largest impact of delaying or disrupting cell cycle exit on chromatin was the loss of 

accessibility at over 1,000 genomic sites at 44h (Fig. S2.7B). This could be caused by 

either chromatin remodeling to close accessible sites at 44h or a failure to open sites 

that should become accessible. To address which of these scenarios is correct, we 

examined the dynamics of peaks influenced by E2F or E2F+CycD during the wildtype 

time-course (Fig. S2.8A). Notably, peaks that are less accessible under conditions that 

disrupt cell cycle exit are normally closed at 36h but highly accessible at 44h. This 

suggests that disrupting cell cycle exit results in a failure to open a specific subset of 

regulatory elements between 36h and 44h.  
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 To determine whether this failure to open specific elements is due to ectopic E2F 

activity or ectopic proliferation itself, we next compared chromatin accessibility changes 

between E2F and E2F+CycD wings at 44h (Fig. 2.4F). While we observed differential 

effects on the expression levels of several hundred genes involved in the cell cycle, 

ribosome biogenesis and cuticle development, we observed almost no changes in 

chromatin accessibility between these two conditions. This is remarkable considering 

that wings expressing E2F at 44h are not cycling while wings expressing E2F+CycD 

continue to proliferate. This demonstrates that the failure to open chromatin at a subset 

of genes at 44h when cell cycle exit is disrupted is likely due to the ectopic E2F activity 

and not the ectopic proliferation. 

The genes that fail to open when cell cycle exit is disrupted are enriched for roles 

in cuticle formation and deposition and wing terminal differentiation. Consistent with this, 

expression levels of genes involved in wing cuticle formation are reduced when cell 

cycle exit is disrupted (Fig. 2.5A), and their chromatin accessibility at potential 

enhancers is reduced (Fig. 2.5B, C). Together, our results indicate that ectopic E2F 

activity compromises the opening and activation of a portion of the wing terminal 

differentiation program. 

To determine whether ectopic E2F activity impacts wing cuticle formation, we 

expressed E2F or E2F+CycD in the dorsal layer of the wing epithelium beginning at 12h 

APF using Apterous-Gal4/Gal80ts. We examined the cuticle formation at 64h by 

transmission electron microscopy (TEM) (Fig. 2.5D). Pupal wings are normally 

composed of two thin monolayers of epithelial cells, and expression of E2F or 

E2F+CycD lead to an obvious thickening of the epithelium due to extra ectopic cells in 
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the dorsal side. The cuticle layer on the dorsal side of the wing was much thinner than 

normal, and the effect was compartment autonomous as the ventral wing cuticle was 

unaffected. We next examined the deposition of chitin, the key component of insect 

cuticle through calcofluor staining (Fig. 2.5E). Chitin staining in the dorsal wing where 

E2F or E2F+CycD was expressed was much weaker than the ventral. Thus, ectopic 

E2F expression delays and disrupts adult wing cuticle formation.  

 

2.3.9 Disrupting cell cycle exit alters chromatin dynamics at specific ecdysone 

target genes 

In addition to effects on wing terminal differentiation genes, we also observed 

that disrupting cell cycle exit impacted the expression of several ecdysone target genes. 

Genes such as Blimp-1, Hr3 and crol were expressed at significantly higher levels at 

44h when cell cycle exit was disrupted while the expression of E74EF, E75B and 

E71CD was reduced (Fig. 2.6A). During the normal timecourse Blimp-1, Hr3 and crol 

exhibit peak expression at 36h and plummet by 44h, while E74EF, E75B and E71CD 

normally peak at 44h. Thus the disruption of cell cycle exit likely leads to a delay in the 

shutoff of Blimp-1, Hr3 and crol and delayed upregulation of E74EF, E75B and E71CD. 

When we investigated chromatin accessibility at these genes, we found that specific 

enhancers for Blimp-1 and Hr3 failed to close at 44h when cell cycle exit was disrupted 

while specific enhancers at E75B and E74EF failed to open (Fig. 2.6B,C). Our results 

are consistent with a model where ectopic E2F activity or disrupting cell cycle exit leads 

to delays in chromatin remodeling at specific ecdysone target genes delaying their 

proper expression dynamics. 
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We reasoned that these alterations in transcriptional regulators downstream of 

ecdysone signaling could lead to the alterations in chromatin accessibility for the 

downstream wing terminal differentiation genes we observe when cell cycle exit is 

disrupted. Consistent with this, we found the Blimp-1 binding motif to be significantly 

enriched in FAIRE peaks that are differentially regulated under conditions that disrupt 

cell cycle exit (Fig. S2.8B). Several genes important for cuticle development such as 

Cda5, Cpr50Ca, Cpr47Ec and TwdlT harbor high scoring Blimp-1 binding sites and are 

potential direct Blimp-1 targets (Fig. S2.8C). However, their peaks exhibit temporal 

dynamics consistent with a model where Blimp-1 either binds closed chromatin at 36h 

and facilitates subsequent chromatin opening at 44h or where high Blimp-1 binding at 

36h somehow maintains closing that is lost when Blimp-1 levels plummet at 44h (Fig. 

2.6E). The temporal and spatial resolution of our FAIRE timecourse is not sufficient to 

distinguish between these two scenarios. Interestingly, we also found a high scoring 

Blimp-1 site in E74EF, suggesting its temporal regulation is also dependent on Blimp-1. 

We considered the possibility that our genetic disruption of cell cycle exit could 

have non-autonomous effects that might impact the timing or production of the 

ecdysone signal itself leading to alterations in chromatin remodeling at specific targets. 

We therefore tested whether our manipulations of cell cycle exit impacted ecdysone 

targets non-autonomously. To address this, we expressed E2F+CycD specifically in the 

posterior compartment of the pupa wing using the Engrailed-Gal4/Gal80ts system and 

examined Blimp-1 protein levels through immunostaining (Fig. 2.6D). Blimp-1 levels 

normally peak at 36h and plummet by at 44h. We found that when we disrupted cell 

cycle exit in the posterior wing, Blimp-1 protein levels in the posterior were reduced at 
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36h but higher at 40-42h consistent with the delay in Blimp-1 activation we observed by 

RNAseq. Importantly, Blimp-1 levels were unaffected in the anterior wing, 

demonstrating that disrupting cell cycle exit impacts the timing of ecdysone target gene 

expression in a compartment-autonomous manner (Fig. 2.6D).  

In summary, ectopic E2F activity and delaying cell cycle exit alters chromatin 

dynamics at specific ecdysone targets such as Hr3 and Blimp-1 in a cell autonomous 

manner. This in turn leads to delays in chromatin remodeling at their targets and altered 

expression dynamics of downstream wing terminal differentiation genes.  

 

2.4 Discussion 

Terminal differentiation and the transition from proliferation to cell cycle exit are 

usually coupled during development. In this study we comprehensively characterized 

the gene expression and gene regulatory mechanisms underlying these two processes 

by examining the transcriptome and open chromatin landscape changes during cell 

cycle exit. Our study reveals that during wing differentiation, chromatin accessibility and 

gene expression changes are coordinated. Regulatory elements can be accessible 

through binding of transcriptional activators or repressors, however, the relative 

contribution of activating vs. repressive regulation during differentiation is elusive.  Here 

we reveal that transcriptional activation is the major contributor to dynamic gene 

expression changes during terminal differentiation (Fig. 2.2). The preferential usage of 

dynamic regulatory elements for gene activation is not Drosophila wing specific. Other 

differentiation contexts such as early zygotic genome activation in Drosophila embryos 

[45], Arabidopsis flower development [46] and human cortical neurogenesis [47] have 
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reported similar findings. Therefore, the preferential usage of activating gene regulatory 

elements may be a conserved feature of temporally regulated differentiation programs. 

 

We discover surprising regulations of differentiation program on cell cycle genes 

expression both from transcription level and chromatin level. We have previously shown 

that the ecdysone pulse at the onset of metamorphosis temporally activates br at 6h 

[28]. br binds to stg upstream regulatory elements and suppresses stg expression. The 

low level of stg leads to the cells in the 6h APF wings to arrest in G2. This temporal 

arrest in G2, which synchronizes cells for the final cell cycle, is soon released at 18h 

when the wave of br expression goes away.  Here our study reveals that the repression 

on stg is not only exerted by directly inhibiting the transcription, but also enforced 

through the closing of regulatory elements (Fig. 2.3I). In addition, we also reveal that stg 

is not the only cell cycle gene silenced by closing chromatin accessibility, and we 

observed the temporal closing of e2f1 regulatory elements as well (Fig. 2.3I), indicating 

a common repression on complex cell cycle genes at the chromatin level. There is also 

developmentally controlled repression on simple cell cycle genes. During normal cell 

cycle regulation such as fast proliferating L3 wings or S2 cells, transcriptional activities 

at G2 phase for some G2/M cell cycle genes still occur, such as aurora A, APC4 and 

Separase [48]. However, at the in vivo G2 arrest at 6h APF, we observed synchronized 

repression on almost all the cell cycle genes including aurora A, APC4 and Separase, 

indicating that developmental specific mechanisms are involved in regulating cell cycle 

genes other than conventional cell cycle regulation machineries.   
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Control on complex cell cycle genes at the chromatin level by developmental 

pathway is further manifested at the late pupal stages. The enhancers of complex cell 

cycle genes such as cycE, stg and e2f1 close after robust cell cycle exit at 36h (Fig. 2.3I, 

2.4E). The closing of these enhancers potentially prevents the reactivation of the 

complex cell cycle genes and reinforce the robust cell cycle exit. We rigorously 

investigate whether the enhancers closing is controlled by the cell cycle exit through 

bypassing the G0 with E2F/CycD/Cdk4 overexpression. Surprisingly, we reveal that the 

accessibility of cell cycle genes enhancers is developmentally controlled and 

independent of cell cycling status (Fig. 2.4). Our study directly illustrates how 

developmental pathway can impinge on cell cycle genes at the chromatin level. It is 

worth to mention that although the enhancers are not accessible when we bypass cell 

cycle exit at 44h, ectopic E2F/CycD/Cdk4 activities are still able to utilize the regulatory 

sites at the open TSS and activate gene expression (Fig. 2.4C). However, the 

enhancers are probably required for a maximal activation and we observed reduced 

level of expression compared to 24h (Fig. 2.4C). In addition, there is still repressive 

mechanism to block cell cycle genes expression at the TSS because most of the simple 

cell cycle genes have reduced transcriptional activities as well. Altogether, our results 

reflect robust mechanisms the developmental program utilize to enforce the transition 

from proliferating to postmitotic state during terminal differentiation.  

The developmental control on cell cycle genes is very likely to be exerted through 

ecdysone pathway. The level of ecdysone pathway activities has been shown to affect 

cell proliferation during eye development and optic lobe neurogenesis in fly and moth 

[49–51]. Also, we previously showed that br direct controls the stg expression at 6h. 
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Whether br controls the expression of other cell cycle genes is still unknow. In addition, 

br is only expressed at 6h and it is an unexplored question that what are the ecdysone 

targets that control the enhancers closing of complex cell cycle genes in the late pupal 

stages. Our study has shed lights on the developmental control on cell cycle program, 

and provided a stepping stone for future research on the interplay between 

differentiation and proliferation.  

Remarkably, our study also demonstrates that the relationship between 

developmental pathway and cell cycle regulation is bi-directional and cell cycling status 

influences the temporal response to ecdysone induced pathways. When we simply 

delayed cell cycle exit from 24h to 36h or even later, we also delayed the expression of 

36h ecdysone targets to 44h and the downstream ecdysone targets were further 

affected accordingly. The impacts of cell cycle on ecdysone target genes are both from 

transcriptional and chromatin level. Therefore, the correct timing for cell cycle exit is 

critical for the temporal activities of ecdysone pathway (Fig. 2.6). Notably, delaying cell 

cycle exit also compromises the acquisition of differentiation related structure such as 

cuticle formation (Fig. 2.5). In fact, over-proliferation has been shown to impact the 

proper differentiation in multiple organisms [14, 51] and the differentiation stage or 

differentiation grade has been served as an important parameter in histopathological 

classification of tumor malignancies [52]. Thus, our study provides further direct 

evidence for the importance of cell cycle exit during terminal differentiation.  

Finally, our research proposes a potential role of Blimp-1 in regulating 

differentiation activities at the mid to late metamorphosis. Blimp-1, directly induced by 

ecdysone, is a transcriptional repressor and has been well studied in silencing ftz-f1 at 
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the onset of metamorphosis [53, 54]. Here we show that Blimp-1 is also highly 

expressed at 36h APF wings and then soon silenced afterwards. Notably, we found that 

dynamic chromatin regions that are opening at 44h are enriched for Blimp-1 binding 

sites. Some of the regions are potential regulatory elements for cuticle genes and most 

interestingly, E74EF (Supp. Fig. 2.8). Since these regions are closed when Blimp-1 is 

present and only open after Blimp-1 goes away, we propose that Blimp-1 blocks the 

accessibilities of the dynamic regulatory elements. Interestingly, we also identified 

Blimp-1 binding sites at a dynamic open region at ftz-f1 locus. This region is transiently 

open at 6h when Blimp-1 is absent and ftz-f1 is expressed, reminiscent of the pattern for 

E74EF at 44h. Future work is needed to examine the regulation of chromatin 

accessibilities by Blimp-1.  

In summary, we characterize the crosstalk between differentiation program and 

cell cycle program during metamorphosis and we provide direct evidence for their 

mutual impacts, which are mediated through chromatin accessibilities and gene 

expression.  

 

2.5 Materials and Methods 

2.5.1 Fly stocks and genetics 

FAIRE and RNA seq samples with genetic manipulations: 

w/ y, w, hs-FLP; tub>CD2>GAL4, UAS-GFP/ +; tub-gal80TS/ + 

w/ y, w, hs-FLP; tub>CD2>GAL4, UAS-GFP/ UAS-E2F1, UAS-DP; tub-gal80TS/ + 

w/ y, w, hs-FLP; tub>CD2>GAL4, UAS-GFP/ UAS-CycD, UAS-Cdk4; tub-gal80TS/ 
UAS-E2F1, UAS-DP 
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Crosses were set up in 25 °C. Second instar larva (L2) were heat shocked in 37 °C for 

42 min, then kept in 18 °C. White prepupal were collected and kept in 18 °C until12h 

APF. Then pupal were shifted to 28 °C until 24h APF or 44h APF for dissection. 

TEM, chitin and Ph3 staining: 

w/y, w, hs-FLP; Ap-GAL4, UAS-GFP/ +; tub-gal80TS/ + 

w/y, w, hs-FLP; Ap-GAL4, UAS-GFP/ UAS-E2F1, UAS-DP; tub-gal80TS/ + 

w/y, w, hs-FLP; Ap-GAL4, UAS-GFP/ UAS-CycD, UAS-Cdk4; tub-gal80TS/ UAS-E2F1, 
UAS-DP 

Crosses were set up and kept in 18 °C. White prepupal were collected and aged to 12h 

APF, then shifted to 28 °C until 24h APF, 44h APF (PH3 staining) or 64h APF (TEM and 

chitin staining). 

Blimp-1 antibody staining: 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ +; tub-gal80TS/ + 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ UAS-CycD, UAS-Cdk4; tub-gal80TS/ UAS-E2F1, 
UAS-DP 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ Blimp-1RNAi (BL 57479), UAS-DP; tub-gal80TS/ + 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ +; tub-gal80TS/ whiteRNAi 

Crosses were set up and kept in 18 °C. White prepupal were collected and shifted to 

28 °C until 36h APF or 40-42h APF for immunostaining. 

PCNA reporter 

PCNA-EmGFP/ y, w, hs-FLP; +; act>CD2>gal4, UAS-RFP/+ 

PCNA-EmGFP/ y, w, hs-FLP; UAS-E2F1, UAS-DP /+; act>CD2>gal4, UAS-RFP/+ 

PCNA-EmGFP/ y, w, hs-FLP; +/UAS-CycD, UAS-Cdk4; act>CD2>gal4, UAS-RFP/ 
UAS-E2F1, UAS-DP  

Crosses were set up and kept in 25 °C, then 26h pupal were heat shocked in 37 °C for 

12 min and left in 25 °C until 42h APF for dissection. 

Gal4 reporters 
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Transgenic flies were crossed with UAS-GFP (cpr51A region, VT016704) or UAS-

dsGFP (stg region, BL 45208 and e2f1 region, VT045332) in 25 °C. Then larval or 

staged pupal were dissected and immunostained for GFP. 

 

2.5.2 Sample preparation and data analysis for high-throughput sequencing 

FAIRE samples and RNA samples were prepared as described previously [55–

57]. FAIRE-seq sequencing reads were aligned to the dm6 reference genome using 

Bowtie2 [58]. FAIRE-seq peak calling were performed using MACS2 [59] and PePr [60] 

with q-value threshold at 0.01, and only common peaks from both programs were 

utilized for further analysis. Z-scores were calculated using the mean and standard 

deviation per chromosome arm. High fidelity peaks were chosen from peaks with 

maximal Z-score larger than 2. FAIRE-seq line plots were generated using deepTools 

[61]. FAIRE-seq were visualized using Integrative Genomics Viewer [62]. DNA-binding 

motifs used for enrichment analysis were obtained from FlyFactorSurvey [63]. Motif de 

novo discovery, comparison with known motif and motif enrichment analysis were using 

the MEME tool, TOMTOM tool and AME tool in MEME suite [64]. Annotation of FAIRE 

peaks were carried out by assigning peaks to nearest TSS in R package ChIPpeakAnno 

[65]. RNA-seq sequencing reads were aligned to the dm6 reference genome using 

STAR [66], and further counted using HTSeq [67]. RPKM values of RNA-seq were 

calculated through Cufflinks [68].  Differentially expressed genes were defined as those 

having RPKM >1 in at least one stage and changing by at least twofold between 

pairwise time points. GO analysis was performed using DAVID (Database for 
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Annotation, Visualization, and Integrated Discovery) [69]. All the statistical comparisons 

are carried out in Deseq2 [70].  

 

2.5.3 Immunostaining and Microscopy 

Immunostaining procedures were carried out as previously described [44]. 

Primary antibodies used in this study include: Anti-phospho-Ser10 histone H3, 1:2000 

rabbit (Millipore #06-570) or mouse (Cell Signaling #9706); Anti-GFP, 1:1000 chicken 

(Life Technologies A10262) or 1:1000 rabbit (Life Technologies A11122); Anti-Blimp-1, 

1:500 rabbit (Active motif 61054). DNA was labeled by 1 ug/ml DAPI in 1× PBS, 0.1% 

Triton X for 10 min and chitin was stained by 50 ug/ml Fluorescent Brightener 28 

(Sigma-Aldrich, F3543) in 1× PBS, 0.1% Triton X for 10 min. Images of were obtained 

using a Leica SP5 confocal (chitin staining) or Leica DMI6000B epifluorescence system.  

 

2.5.4 Transmission electron microscopy 

Tissue was incubated in Karnovski’s fixative for at least 1hr at room temperature, 

then overnight at 4 degrees. Samples were washed with 20x volume Sorenson’s buffer 

3x, before post-fixing in 2% osmium tetroxide in Sorenson’s buffer for 1hr at RT. Tissue 

was again washed 3x with 20x volume Sorenson’s buffer, then dehydrated through 

ascending concentrations of acetone and embedded in EMbed 812 epoxy resin. Semi-

thin sections were stained with toluidine blue for tissue identification. Selected regions 

of interest were ultra-thin sectioned 70 nm in thickness and post stained with uranyl 

acetate and Reynolds lead citrate. They were examined using a JEOL JEM-1400 Plus 

transmission electron microscope (TEM) at 80 kV. 
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Figure 2.1 Chromatin accessibility dynamics during metamorphosis. (A) Open chromatin 
regions (peaks) in wings were identified by FAIRE-Seq on timepoints prior to (L3) and during 
metamorphosis 6h, 18h, 24h, 36h and 44h APF. Heatmaps of Pearson correlation coefficients 
across this timecourse reveal differences between the proliferative and postmitotic stages (red 
dotted line). (B) Dynamic open chromatin peaks were organized into 18 k-means clusters, 
displayed as a heatmap representing the fraction of the maximum FAIRE rpkm value. (C, D) 
Radar charts display the distribution of dynamic (C) and static (D) peaks between neighboring 
stages in cds, intron, non-coding genes (nc genes), proximal promoter (-500bp to 150 bp of 
TSS), UTRs and intergenic regions as percentages of the total peaks. For dynamic peaks, 
“closing” is defined as peaks that decrease in accessibility by >2-fold at the next stage, 
conversely “opening” indicates peaks that increase in accessibility by >2-fold at the next stage. 
Peaks without significant changes between subsequent timepoints were defined as “static”.  
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Figure 2.2 Most chromatin accessibility changes are associated with gene activation 
rather than repression during metamorphosis. (A) We assigned dynamic FAIRE peaks to 
the nearest expressed gene and correlated peak changes (opening or closing) with observed 
gene expression changes (increasing or decreasing) measured by RNAseq at each subsequent 
timepoint. This revealed four classes of FAIRE peak/RNA expression correlations; 
opening/increasing consistent with gene activation, closing/decreasing consistent with loss of 
activation; opening/decreasing consistent with binding of a repressor and closing/activation 
consistent with a loss of repression. We show the number of dynamic FAIRE peaks that fall into 
each quadrant as a heatmap. The majority of dynamic FAIRE peaks open during 
metamorphosis and are associated with increased expression of the nearest gene. (B) Genes 
were clustered based upon RNA expression patterns across metamorphosis. Two clusters 
showing a high positive correlation between RNA signal (average log2 fold change from L3) and 
accessibility of their assigned FAIRE peaks (average maximum FAIRE rpkm value) are shown. 
The full dataset correlating RNA expression with accessibility of their assigned FAIRE peaks for 
all clusters is provided in the supplement. (C) To visualize the temporal coordination between 
RNA expression dynamics and chromatin accessibility dynamics, we organized genes into 18 
co-regulated RNAseq clusters by k-means analysis (x-axis) and plotted the distribution of FAIRE 
peaks assigned to each gene across the FAIRE k-means clusters (y-axis). The bubble size 
indicates the number of FAIRE peaks within each FAIRE cluster that are assigned to a gene 
within the indicated RNAseq cluster. Large bubbles show the overlap of temporally co-regulated 
RNAs with co-regulated chromatin accessibility changes.  
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Figure 2.3 Temporal regulation of the wing differentiation program and cell cycle 
changes. (A) The length (in bp) of genes (left), introns, 5’ and 3’ UTRs (right) for all protein 
coding genes, wing differentiation genes and cell cycle genes. The majority of FAIRE peaks 
occur within introns (Fig. 2.1). Most cell cycle genes have a compact structure with few, short 
introns, while differentiation genes contain large introns, providing potential dynamic regulatory 
elements. (B, E) Heatmap of gene expression for differentiation genes (B) and cell cycle genes 
(E), plotted by the % of maximum RNA rpkm value. Both groups of genes show dynamic 
expression during metamorphosis. (C, F) Line plots of average FAIRE signal of the 6 stages for 
differentiation genes (C) and cell cycle genes (F). Differentiation genes show an increase in 
FAIRE peak accessibility at timepoints when gene expression is high (6, 36 and 44h). By 
contrast, cell cycle genes show an moderate increase in accessibility at timepoints when gene 
expression is repressed (24, 36, 44h) (D, I) A Gal4 reporter containing the indicated (blue line) 
portion of the Cpr51A regulatory region drives UAS-GFP in late wings (44h) when the regulatory 
elements are accessible. (G) Motif discovery was performed on FAIRE peaks for cell cycle 
genes using MEME and compared to known motifs using TOMTOM. Potential regulatory 
elements for cell cycle genes are highly enriched for E2F binding motifs, DRE promoter 
sequences and the PolII pausing-associated motif1. (H) A GFP reporter containing the indicated 
regulatory element for the simple cell cycle gene, pcna is silent at the postmitotic stage of 44h, 
but can be re-activated postmitotically when E2F or E2F+CycD/Cdk4 is expressed. Stg and 
e2f1 are complex cell cycle genes with large dynamic regulatory regions. Gal4 reporters 
containing the indicated portions of their regulatory regions drives UAS-degradable-GFP to 
capture their regulatory dynamics. Expression correlates with accessibility for these regions. 
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Figure 2.4 Enhancer accessibility of complex cell cycle genes is developmentally 
controlled and independent of cell cycling status. (A, B) Genotype and scheme of 
experiments to disrupt cell cycle exit during metamorphosis. E2F activation delays cell cycle exit 
to 36h while E2F+CycD/Cdk4 bypasses cell cycle exit until after 50h. (C) Expression of cell 
cycle genes is increased when we delay or bypass cell cycle exit (log2 fold change for cell cycle 
genes vs. controls expressing GFP). (D) Line plots of average FAIRE signal for cell cycle genes. 
Accessibility at most cell cycle genes is slightly decreased when cell cycle exit is delayed or 
bypassed. (E) Regulatory elements for simple cell cycle genes (orc6, pcna) remain accessible 
independent of cycling status. Complex cell cycle genes (cyce, stg) lose accessibility at 
regulatory regions independent of cycling status. (F) MA-plots of RNA and FAIRE changes 
between conditions that delayed cell cycle exit (E2F) and those that bypass exit 
(E2F+CycD/cdk4) at 44h. Abundant changes in expression of cell cycle genes, ribosome 
biogenesis and cuticle formation genes are observed, while chromatin accessibility is nearly 
identical between conditions where cells enter a delayed G0 vs continue cycling.  
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Figure 2.5 Compromising cell cycle exit impacts chromatin accessibility and gene 
expression at a subset of wing terminal differentiation genes. (A) log2 fold changes in RNA 
and (B) line plots of average FAIRE signal for genes involved in cuticle formation and 
differentiation. Delaying or preventing cell cycle exit reduces their expression and chromatin 
accessibility. (C) Selected cuticle protein genes exhibiting a failure to open potential regulatory 
elements at 44h when cell cycle exit is delayed or bypassed. (D, E) TEM (D) and chitin staining 
(E) of 64h wings that delayed or bypass cell cycle exit in the dorsal wing epithelium using 
Apterous-Gal4/Gal80ts to activate E2F or E2F+CycD/Cdk4 expression during the final cell cycle. 
Extra cellular matrix formation and chitin deposition are disrupted when cell cycle exit is 
compromised.  
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Figure 2.6 Bypassing cell cycle exit disrupts chromatin dynamics at ecdysone target 
genes and alters their expression. (A) Scatterplot of ecdysone responsive genes in 44h wings 
under conditions that bypass cell cycle exit vs. controls with normal exit. Genes with significant 
changes in expression are labeled in red. (B, C) Chromatin regions of Blimp-1, Hr3, E74 and 
E75 fail to close or open at 44h when cell cycle exit is compromised. (D) Blimp-1 antibody 
staining of wings at 36h and 40-42h wings with normal cell cycle exit (Ctr) or bypassed cell cycle 
exit in the posterior (using engrailed-Gal4/Gal80ts). Compromising cell cycle exit delays the 
activation of Blimp-1 in a compartment autonomous manner. (E) Peaks that fail to open at 44h 
from selective cuticle development genes harbor high scoring Blimp-1 binding sites, suggesting 
them as potential direct Blimp-1 targets. (F) Model of the crosstalk between cell cycle program 
and differentiation program. 
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Figure S2.1 Gene expression is dynamic during metamorphosis. (A) Heatmap of RNA log2 
fold change vs L3 for the indicated stages. The pattern of RNA changes during metamorphosis 
is separated into 18 k-means clusters. (B) Line plots of the log2 fold change vs L3 for the 
indicated RNA clusters. Each gene is represented by a single gray line and the average of all 
genes for the given cluster is plotted in red line. GO term enrichments are also shown along with 
their adjust P-values. During metamorphosis differentiation related genes such as cuticle 
development are activated while cell cycle genes are repressed.  
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Figure S2.2 Open chromatins are enriched in regions of 1-5 kb to TSS and most of the 
open chromatins are shared between immediately neighboring stages. (A) Pie charts of 
the proportion of dynamic peaks and static peaks for each stage. (B, C) Radar charts display 
the distribution of dynamic (B) and static (C) peaks between neighboring stages in different 
distances to TSS as percentages of the total peaks.  
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Figure S2.3 The majority of dynamic open chromatin is associated with gene activation 
rather than gene repression. Scatterplots of FAIRE peaks and corresponding genes with 
significant changes between 2 sequential stages. Significance is defined by 2-fold changes and 
adjust P-value less than 0.05.  
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Figure S2.4 Coordination of RNA and Faire changes grouped by RNA cluster. Trajectories 
of average changes between genes and their corresponding FAIRE peaks over the 6 stages for 
each of the 18 RNA clusters. Boxplot of the Pearson correlation coefficients between RNA and 
FAIRE for each RNA cluster is shown.  
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Figure S2.5 Coordination of RNA and Faire changes grouped by FAIRE cluster. 
Trajectories of average changes between FAIRE peaks and their corresponding genes over the 
6 stages for each of the 18 FAIRE clusters. Boxplot of the Pearson correlation coefficients 
between RNA and FAIRE for each FAIRE cluster is shown.   
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Figure S2.6 Two stages of G0 exist in differentiating wings. E2F or E2F/CycD/Cdk4 (bypass) 
was overexpressed in the dorsal layer of wing epithelia under the control of Apterous-
Gal4/Gal80ts from 12h APF. 24h and 44h wings were immunostained against phospho-histone 
H3 (ph3). The number of PH3 spots of each wing is counted and 5 wings for each genotype are 
quantified.  P-values were determined by an unpaired t-test; **** <0.0001, ***<0.001. 
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Figure S2.7 RNA and FAIRE changes when G0 is compromised by E2F or E2F/CycD/Cdk4. 
MA-plots of RNA (A) and FAIRE (B) changes of 24 and 44h wings compared to control. Genes 
and peaks that are significant in changes with 2-fold difference and adjusted P-value less than 
0.05 are labeled in red.  
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Figure S2.8 Compromising G0 disrupts the temporal dynamics of open chromatin. (A) 
Heatmap shows the temporal dynamics during normal development for the peaks that are more 
accessible or less accessible at 44h wings with E2F or E2F/CycD/Cdk4 overexpression, plotted 
as a fraction of the maximum FAIRE rpkm value. Compromising G0 by E2F or bypass leads to 
the failure of proper closing of 36h peaks as well as the opening of 44h peaks. (B) Blimp-1 motif 
is enriched in the dynamic peaks disrupted by E2F or bypass through AME analysis. (C) List of 
genes containing peaks that fail to open at 44h with high scoring Blimp-1 binding sites. (D) 
Chromatin accessibility changes at E74EF and ftz-f1 locus with Blimp-2 binding sites shown. (E) 
Expression changes of Blimp-1, ftz-f1 and E74EF during normal development. 
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Figure S2.9 Validation of Blimp-1 reagents. (A) Blimp-1 antibody staining in wildtype L3, 6h 
and 36h wings corresponds to the gene expression changes of Blimp-1. (B) Expressing Blimp-
RNAi in the posterior wings by engrailed-Gal4/Gal80ts from 0h APF reduces the level of Blimp-1 
protein at 36h wings.  
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Chapter 3. Chromatin Organization Changes During the 

Establishment and Maintenance of the Postmitotic State1 

 

3.1 Abstract 

Genome organization changes during development as cells differentiate. 

Chromatin motion becomes increasingly constrained and heterochromatin clusters as 

cells become restricted in their developmental potential. These changes coincide with 

slowing of the cell cycle, which can also influence chromatin organization and dynamics. 

Terminal differentiation is often coupled with permanent exit from the cell cycle, and 

existing data suggest a close relationship between a repressive chromatin structure and 

silencing of the cell cycle in postmitotic cells. Heterochromatin clustering could also 

contribute to stable gene repression to maintain terminal differentiation or cell cycle exit, 

but whether clustering is initiated by differentiation, cell cycle changes, or both is unclear. 

Here we examine the relationship between chromatin organization, terminal 

differentiation and cell cycle exit. We focused our studies on the Drosophila wing, where 

epithelial cells transition from active proliferation to a postmitotic state in a temporally 

controlled manner. We find there are two stages of G0 in this tissue, a flexible G0 period 

where cells can be induced to re-enter the cell cycle under specific genetic manipulations 

																																																								
1	This chapter is reprinted from Ma, Y. & Buttitta, L. (2017). Chromatin organization changes during the 
establishment and maintenance of the postmitotic state. Epigenetics Chromatin. 2017 Nov 10;10(1):53. doi: 
10.1186/s13072-017-0159-8, with minor modifications. 
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and a state we call “robust”, where cells become strongly refractory to cell cycle re-entry. 

Compromising the flexible G0 by driving ectopic expression of cell cycle activators causes 

a global disruption of the clustering of heterochromatin-associated histone modifications 

such as H3K27 trimethylation and H3K9 trimethylation, as well as their associated 

repressors, Polycomb and heterochromatin protein 1(HP1).  However, this disruption is 

reversible. When cells enter a robust G0 state, even in the presence of ectopic cell cycle 

activity, clustering of heterochromatin associated modifications are restored. If cell cycle 

exit is bypassed, cells in the wing continue to terminally differentiate, but heterochromatin 

clustering is severely disrupted. Heterochromatin-dependent gene silencing does not 

appear to be required for cell cycle exit, as compromising the H3K27 methyltransferase 

Enhancer of zeste, and/or HP1 cannot prevent the robust cell cycle exit, even in the face 

of normally oncogenic cell cycle activities. Thus, heterochromatin clustering during 

terminal differentiation is a consequence of cell cycle exit, rather than differentiation. 

Compromising heterochromatin-dependent gene silencing does not disrupt cell cycle exit.  

 

3.2 Background 

Cellular differentiation is the acquisition of cell-type specific characteristics, driven 

by changes in gene expression. Changes in gene expression are largely controlled by 

transcription factors, which can be facilitated or impeded by chromatin modifications, 

binding site accessibility and chromatin organization. A reciprocal relationship exists 

between chromatin organization, modification and gene expression, and several studies 

have shown that chromatin organization and modifications can change during 

differentiation. For example, during neural differentiation silenced genes move to 
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repressive compartments in the nucleus [1–3]. In certain contexts of differentiation global 

nuclear compartments can become dramatically re-organized to facilitate specialized 

functions [4]. At a more local level, chromatin modifiers can be recruited to specific genes 

involved in differentiation to facilitate their expression and limit the expression of genes 

involved in other cell-type programs that must be kept off [5]. Thus dynamic changes in 

chromatin organization and modification can have critical consequences on proper 

differentiation during development. 

There is also an intimate relationship between the cell cycle and chromatin 

organization and modifications. Chromatin in actively cycling cells is highly dynamic. 

During S-phase, new histones are incorporated onto nascent DNA requiring re-

establishment of histone modifications [6]. During mitosis, nuclear organization including 

intra and inter-chromosomal contacts are lost and many chromatin modifiers are ejected 

from chromatin to facilitate proper chromosome condensation and segregation [7, 8]. In 

addition the activity of histone modifiers can be regulated in a cell cycle-dependent 

manner [9–14]. During differentiation cells often transition from rapid proliferation to 

slower cycling, which can be followed by cell cycle exit or entry into G0 coordinated with 

terminal differentiation. Thus the modification and organization of chromatin in the 

nucleus can be impacted by the differentiation process itself, but also by the changes in 

cell cycle dynamics during differentiation. For example, chromatin compacts and 

heterochromatin clusters as cells in the embryo cycle more slowly and become lineage 

restricted [15]. In Drosophila loci within constitutive heterochromatin show increased 

association in terminally differentiated postmitotic cells [16] and facultative 

heterochromatin-forming Polycomb bodies cluster as cells differentiate and the cell cycle 
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slows during embryogenesis [17]. Methods such as inducing developmental arrest have 

been used in attempt to disentangle the influence of cell cycle changes from differentiation 

process [16], but these approaches cannot fully uncouple terminal differentiation from the 

accompanying cell cycle exit and it has remained unclear whether changes in 

heterochromatin clustering and dynamics are due to differentiation, the accompanying 

cell cycle changes, or both. The influence of cell cycle changes during differentiation adds 

a layer of complexity to our understanding of the relationship between chromatin 

organization and modifications and differentiation. 

Here we directly address the relationship between heterochromatin organization, 

chromatin modification and cell cycle exit using the temporally controlled cell cycle exit in 

the Drosophila wing [18–20]. In our experiments, we take advantage of tools that can 

effectively uncouple cell cycle exit and differentiation to ask whether heterochromatin 

clustering is a consequence of cell cycle exit or differentiation. In addition we examine 

changes in chromatin modifications caused by the delay of cell cycle exit and examine 

the impact of disrupting heterochromatin-dependent gene silencing on cell cycle exit.  

 

3.3 Methods 

3.3.1 Fly stocks and genetics 

Disruption of G0 in the posterior wing: 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ UAS-E2F1, UAS-DP; tub-gal80TS/ + 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ UAS-CycD, UAS-Cdk4; tub-gal80TS/ UAS-E2F1, 

UAS-DP 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ +; tub-gal80TS/ UAS-CycE, UAS-Cdk2 
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w/y, w, hs-FLP; en-GAL4, UAS-GFP/ UAS-CycD, UAS-Cdk4; tub-gal80TS/ + 

w/y, w, hs-FLP; en-GAL4, UAS-GFP/ UAS-CycA; tub-gal80TS/ + 

Disruption of G0 in clones: 

w/ y, w, hs-FLP; tub>CD2>GAL4, UAS-GFP/ UAS-CycD, UAS-Cdk4; tub-gal80TS/ UAS-

E2F1, UAS-DP 

Disruption of H3K27me3: 

w/y, v; en-GAL4, UAS-GFP/ +; tub-gal80TS/ UAS-E(z)RNAi (Bloomington 33659) 

Disruption of HP1: 

w/y, v; en-GAL4, UAS-GFP/ +; tub-gal80TS/ UAS-Su(var)205RNAi (Bloomington 33400) 

Disruption of HP1 with Y10C: 

w/w, Y10C; en-Gal4, UAS-RFP/ +; +/ UAS-Su(var)205RNAi (Bloomington 33400) 

All the crosses containing gal80TS were maintained in 18°C to suppress Gal4 in early 

development. To disrupt G0 with cell cycle regulators, white prepupae were collected and 

shifted to 28°C to indicated time points. For E(z) knockdown experiments, L3 larva were 

shifted from 18°C to 28°C to induce E(z) RNAi. For HP1 knockdown, crosses were kept 

in 28°C after egg laying (AEL). For clonal expression of cell cycle regulators, animals 

were heat shock in 37°C for 8 minutes during 48-72h AEL, and then kept in 18°C. White 

prepupae were collected and shifted to 28°C to indicated time points. All timings are 

adjusted according to the equivalent development at 25°C as described previously [18]. 

 

3.3.2 Immunostaining  

Imaginal discs or pupal wings were dissected in 1x PBS, and fixed in 4% 

paraformaldehyde /1x PBS for 30 minutes. Samples were washed twice in 1x PBS, 0.1% 
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Triton X, 10 min each, and incubated in PAT (1XPBS, 0.1% Triton X-100 and 1% BSA) 

for 10 mins for larval tissues and 3 x 20 mins for pupal tissues. Samples were then 

incubated with primary antibodies for 4 hours or 4°C overnight followed by 3 washes and 

secondary antibodies at room temperature for 4 hours or 4°C overnight. Primary 

antibodies used in this study include: Anti-phospho-Ser10 histone H3, 1:2000 rabbit 

(Millipore #06-570) or mouse (Cell Signaling #9706); Anti-GFP, 1:1000 chicken (Life 

Technologies A10262) or 1:1000 rabbit (Life Technologies A11122); Anti-pH2Av, 1:100 

mouse (DSHB, UNC93-5.2.1); Anti-H3K27me3, 1:500 rabbit (Millipore #07-449); Anti-

HP1, 1:250 mouse (DSHB, C1A9); Anti-H2Av, 1:500 rabbit (Active Motif #39715); Anti-

H3, 1:500 mouse (Cell Signaling #3638); Anti-H3ac, 1:500 rabbit (Millipore #06-599); Anti-

H3K4me3, 1:500 rabbit (Millipore #07-473); Anti-H3K9me3, 1:500 rabbit (Millipore #07-

523) or (Active Motif #39161) ; Anti-H3K27ac, 1:500 rabbit (Abcam ab4729); Anti-H4ac, 

1:500 rabbit (Millipore #06-866); Anti-H4K16ac, 1:500 rabbit (Millipore #07-329); Anti-

H4K20me3, 1:500 mouse (Abcam ab78517); Anti-E2F, 1:500 guinea pig (kindly provided 

by Dr. Terry L. Orr-Weaver); Anti-Ubx, 1:250 mouse (DSHB, FP3.38); Anti-D1, 1:200 

guinea pig (kindly provided by Dr. Yukiko Yamashita). DNA was labeled by 1 ug/ml DAPI 

in 1× PBS, 0.1% Triton X for 10 min. F-actin was stained using 1:100 rhodamine–

phalloidin (Invitrogen; R415) in 1x PBS for 4 hours.  

 

3.3.3 Microscopy and Image quantification 

Images were taken with a 100x oil objective on a Leica SP5 confocal with a system 

optimized z-section of 0.13 μm. 3-D reconstructions were performed using the  “3D 

viewer” function in Leica LAS AF software. Images of whole pupal wings in Fig. 3.2 and 
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3.7 were obtained using a Leica DMI6000B epifluorescence system. All adjustments of 

brightness or contrast were applied to the entire image in Adobe Photoshop and 

performed equally with equal threshold values  across control and experiment samples. 

For integrated intensity quantifications, we used maximum projections of 12 

continuous z-sections of confocal images. We developed a toolkit in Matlab (Release 

2015b) that automatically segments nuclei and foci within nuclei and integrates the pixel 

intensities with the help of the Advocacy and Research Support, U.Michigan LSA-IT. To 

identify nuclei. images were smoothed using a circular averaging filter through the fspecial 

and imfilter function of Matlab. Next a watershed algorithm was applied to segment nuclei 

from the background and nuclei were masked using local maxima with an h-maxima 

transform. Thresholds were manually set and checked for each image to accurately 

delineate nuclei. GFP positive vs. negative was established using an intensity threshold 

for the GFP channel. Integrated intensities for all nuclei were exported to Excel. 

Segmentation and measurement of foci followed a similar process for foci within the 

defined nuclear regions. In brief, foci were segmented using a watershed algorithm, then 

further measured for pixel intensity and number, which was used for foci area and 

intensity measurements. 

 

3.3.4 Fluorescent in situ Hybridization (FISH)  

Alexa-488 probes against the rDNA Internal Transcribed Spacer (ITS) region and 

Cy3 probes against AACAC repetitive satellite sequences were kindly provided by Dr. 

Yukiko Yamashita. For FISH, fixed tissues were treated with 2 mg/ml Rnase A in 1x PBS, 

0.1% Triton X at 37°C for 10 min, and rinsed in 2x SSC/1mM EDTA/0.2%Tween 20. Then 
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tissues were incubated in 2x SSC/1mM EDTA/0.2%Tween 20 solution with increasing 

formamide concentration from 20%, 40% to 50% for 15 min to 30 min. Finally, tissues 

were incubated in 100 μl hybridization solution with 50 μl formamide, 20 μl 50% dextran 

sulfate, 20 μl 2X SSC/1mM EDTA/0.2%Tween 20 and 10 μl of probe at μg/mL for 15 min 

at 91°C, and left at 37°C overnight. Quantification of size for rDNA loci area was carried 

out using our customized Matlab toolkit. For the quantification of AACAC satellite to the 

chromocenter, we used a single 0.13 μm z-section with the strongest FISH signal and 

measured the relative distance of the center of the FISH signal to the brightest Dapi-

stained region and corrected for the total nuclear radius using the Leica LAS AF software. 

 

3.3.5 Flow cytometry  

FACS was performed on dissociated wings to measure DNA content on an Attune 

Cytometer (Life Technologies) as described [21]. 

 

3.3.6 RNA interference  

Kc167 cells were kindly provided by Dr. K. Cadigan and cultured as described [22]. 

For RNA interference, cells were placed with concentration of 1 million/ml and starved in 

serum free medium with 10 ug/ml double-strand RNA (dsRNA) for 4-6 hours, then 10% 

serum medium was added to the culture and cells were collected for staining 3 days after 

serum medium addition. dsRNA was synthesized with T7 Megascript Kit (Ambion). T7 

primers used in this study:  

T7-Wee-fwd, TAATACGACTCACTATAGGGATGACTTTGACAAGGACAC; 

T7-Wee-rev, TAATACGACTCACTATAGGATCTAGTCGATTGACGCATT;  
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T7-Myt1-fwd, TAATACGACTCACTATAGGAATTGCACGACGACAAACAC; 

T7-Myt1-rev, TAATACGACTCACTATAGGTGTCCAGATGGATGAGATTC; 

T7-Myt1-fwd2, TAATACGACTCACTATAGGACAACAATCTGAACCGAAGC; 

T7-Myt1-rev2, TAATACGACTCACTATAGGTGGAGCCATATACCTCGAAT; 

T7-GFP-fwd, TAATACGACTCACTATAGGCATGTGGTCTCTCTTTTCGT 

T7-GFP-rev, TAATACGACTCACTATAGGGGGCACAAATTTTCTGTCAG 

T7-CycB-fwd TAATACGACTCACTATAGGGGCGTTTTTGCGTTCGAATT 

T7-CycB-rev, TAATACGACTCACTATAGGCAATTGCAAGTACGTGCGTT 

 

3.3.7 Western Blots 

Western Blots were performed on staged fly wings using BioRad TGX precast 4-

20% gels and high sensitivity ECL reagents (Thermo) to detect HRP conjugated 

secondary antibodies [23]. Mouse anti-α-tubulin (1:1000, DSHB, AA4.3) was used as a 

loading control. Blot signals were detected and quantified with FluorChem M digital 

system from Protein Simple.  

 

3.4 Results 

3.4.1 Heterochromatin clusters as proliferation slows and cells differentiate 

The impact of the cell cycle on heterochromatin clustering during cellular 

differentiation has not been resolved. Specifically, how the transition from a proliferative 

to a postmitotic state impacts global chromatin organization in Drosophila is unclear. To 

examine this, we immunostained for various chromatin marks and chromatin binding 

proteins in wild-type Drosophila wings at three stages with distinct proliferation 
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parameters. We examined quickly proliferating second instar larval (L2) wings, slowly 

proliferative wandering third instar larva (L3) and post-mitotic 28h pupal wings (Fig.3.1A). 

Cells of the L2 wing region examined have a cell doubling time (CDT) of about 10h, while 

cells of the same region in L3 wings have a longer CDT of 15h. By 28h after puparium 

formation (APF) during metamorphosis, cells of the wing blade have entered G0 and are 

permanently postmitotic [18, 24, 25].  We examined the histone modification H3K27me3 

associated with facultative heterochromatin, H3K9me3, HP1 and the AT rich repetitive 

sequence binding protein D1 associated with constitutive heterochromatin and the 

euchromatin-associated modification H3K4me3 (Fig. 3.1A). The immunofluorescence 

(IF) signals for H3K27me3, H3K9me3 and D1 were weakest at the L2 stage, but 

increased at the L3 and pupal stages and clustered into larger and more intense, distinct 

foci in the slower cycling tissues (Fig. 3.1A). In Drosophila cells, the chromocenter, 

containing constitutive heterochromatin such as clustered centromeres, can be easily 

visualized as a DAPI-bright region within the nucleus [26]. We confirmed the co-

localization of the chromocenter with D1 staining, which binds centromeric satellite 

repeats, and also co-localized with the centromeric histone Cenp-A (not shown) [27]. 

H3K9Me3 and HP1 label heterochromatin foci partially overlapping and adjacent to the 

DAPI-bright region [28]. H3K27Me3 labels distinct foci throughout the nucleus associated 

with facultative heterochromatin, and represents Polycomb repressive complex 2 (PRC2) 

binding and formation of Polycomb group (PcG) clusters or foci [29–31]. By contrast, 

H3K4Me3 broadly localizes throughout the chromatin, does not form distinct foci, and is 

excluded from the centromeric and pericentromeric regions (Fig.3.1A).   
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To automatically detect and measure heterochromatin foci parameters such as 

intensity and number for a large number of nuclei, we developed a custom MatLab App 

(described in supplemental methods) that uses DAPI staining to mask individual nuclei 

followed by foci segmentation and measurement. We measured clustering of 

heterochromatin foci as a function of the integrated intensity for each focus (the sum of 

intensities for all pixels in a focus) [17, 31]. This automated approach allowed us to 

examine the distribution of heterochromatin foci at a single cell level, across hundreds to 

thousands of nuclei, sampled from multiple wings for each experiment in an unbiased 

manner. We found that heterochromatin clustering increased as the cell cycle slowed and 

stopped during L3 and pupal stages (Fig. 3.1B). We noted a dramatic increase in 

H3K9Me3 and HP1 staining at the L3 stage, which may reflect a developmentally 

controlled stage-specific increase in this modification/reader pair.  

To distinguish whether an increase in heterochromatin clustering is due to changes 

in the cell cycle, we turned to Drosophila cell culture. In Drosophila Kc cells, the overall 

cell doubling time is controlled by the negative and positive regulators of the G2/M 

transition Wee/Myt and CycB respectively [22]. We sped up the cell cycle by reducing 

Wee/Myt1 activity via RNAi or slowed the cell cycle using RNAi to cycB. Slowing the cell 

cycle increased the clustering and intensity of H3K27Me3 and H3K9Me3 compared to 

controls exposed to RNAi to GFP (Fig. 3.1C-D). 

The increased clustering of heterochromatin could be due to chromatin 

condensation and compaction. To examine chromatin condensation we performed 

Fluorescent In Situ Hybridization (FISH) using probes against the internal transcribed 

spacer region between the 18S RNA and 28S rDNA loci, which are tandemly repeated 
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on the X, and measured the total rDNA area before and after cell cycle exit in the wing 

[32, 33]. In proliferating L3 wings the rDNA is extended. The rDNA becomes more 

compact as cells enter G0 at 24-28h APF and condense further as G0 is maintained at 

42h APF (Fig. 3.1E-F). The changes in the rDNA locus suggest chromatin condensation 

increases in prolonged G0. To verify that compaction is not specific to the rDNA locus on 

the X, we also performed FISH to the pericentromeric satellite repeat AACAC on 

chromosome II and measured the distance of the signal to the chromocenter (Fig. 3.1G-

H). The distance of the pericentromeric heterochromatin to the chromocenter also 

decreased suggesting that heterochromatin condensation, coalescence and compaction 

occurs throughout the nucleus after cell cycle exit. 

An increase in chromatin clustering could be correlated with a global reduction in 

gene expression when cells become postmitotic [34]. To test whether global gene 

expression is reduced in postmitotic wings we examined an RNAseq timecourse of gene 

expression from proliferating to postmitotic stages [22]. We found the global gene 

expression levels to be similar in proliferating and postmitotic tissues (Fig. 3.1I), however 

since RNAseq reveals steady-state mRNA levels, changes in RNA Pol II could still occur. 

Transcriptional shutoff upon quiescence in yeast is associated with a repressive 

chromatin structure and reduced chromatin accessibility [34]. Therefore we also 

compared the global changes in chromatin accessibility between proliferating and 

postmitotic wings through Formaldehyde-assisted Identification of Regulatory Elements 

[FAIRE]-seq [35] (Fig. 3.1J). Consistent with the global gene expression profile, we found 

no obvious changes in the average level of chromatin accessibility in cycling vs. post 

mitotic tissue. This suggests that clustering of heterochromatin as cells exit the cell cycle 
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does not cause global changes in genome accessibility or steady state mRNA levels 

during differentiation and cell cycle exit.  

 

3.4.2 Compromising heterochromatin-dependent gene silencing does not disrupt 

cell cycle exit 

We have shown that heterochromatin clustering increases with entry into G0. 

Heterochromatin clustering is associated with increased target gene silencing [31], and 

has been suggested to repress cell cycle gene expression to facilitate cell cycle exit in 

mammalian muscle and neurons [36–38]. To test whether heterochromatin-dependent 

gene silencing promotes cell cycle exit in Drosophila wings, we compromised the 

H3K27me3 methyltransferase E(z) and/or the H3K9Me3 binding protein HP1. As E(z) and 

HP1 perform many functions during development, we turned to an inducible system with 

RNAi to alter gene function after embryogenesis. We used the engrailed-Gal4 driver with 

a temperature sensitive Gal80 (en-Gal4/Gal80TS) to turn on UAS-driven expression of 

dsRNAs to E(z) and HP1 in the posterior wing from the early L1 and L3 stages 

respectively. We then dissected wings at 24-28h APF and stained for the mitotic marker 

phosphorylated phospho-Ser-10 histone H3 (PH3) to determine whether cells in the 

posterior wing delayed or bypassed cell cycle exit. We saw no effect of E(z) or HP1 

reduction on cell cycle exit despite a clear loss of H3K27Me3 and HP1 in the posterior 

wing (Fig. 3.2 A-C). We further confirmed that our knockdowns effectively compromised 

heterochromatin-dependent gene silencing in the wing, by examining de-repression of 

the Polycomb target Ultrabithorax (UBX) and the HP1-silenced Y10C GFP reporter (Fig. 

3.2 B,D). Recent work has suggested Polycomb (Pc) can repress certain targets 
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independent of E(z) [29]. We therefore also directly inhibited Pc by RNAi, but observed 

no effect on cell cycle exit despite de-repression of UBX in the wing (Supp. Fig. 3.2). 

Compromising heterochromatin-dependent gene silencing does not disrupt or 

delay cell cycle exit on its own, but we wondered whether it may sensitize cells to other 

perturbations that compromise cell cycle exit. We have previously shown that activation 

of various cell cycle regulators including the cell cycle transcription factor complex 

E2F/DP (hereafter referred to as E2F), can cause 1-2 extra cell cycles in the pupa wing 

between 24-36h APF followed by a delayed entry into G0 at 36 APF (Supp. Fig. 3.3). We 

refer to the 24-36h APF period as flexible cell cycle exit or “flexible G0” which is followed 

by a more difficult to disrupt “robust G0” after 36h. We co-expressed E2F with RNAi to 

E(z) and/or HP1 to examine whether loss of heterochromatin-dependent gene silencing 

can further delay cell cycle exit in the presence of high E2F activity. However, inhibition 

of E(z), HP1 or E(z)+HP1 together did not further compromise cell cycle exit in the 

presence of high E2F activity (Fig. 3.2G-O). Altogether our results demonstrate that 

compromising heterochromatin-dependent gene silencing does not disrupt cell cycle exit 

in the Drosophila wing. 

 

3.4.3 Delaying cell cycle exit disrupts heterochromatin clustering and chromosome 

compaction 

Constitutive and facultative heterochromatin clusters in post-mitotic wings. To 

examine whether compromising cell cycle exit affects clustering, we used the system 

described above to express E2F in the posterior pupal wing to drive 1-2 extra cell cycles 

and delay exit from 24 to 36h APF. We immunostained for the heterochromatin-



	 101

associated histone modifications H3K27me3, H3K9me3 and H4K20me3 at 26-28h APF, 

a timepoint when E2F induces abundant mitoses in the posterior wing (Supp. Fig. 3.3). 

We compared the clustering of the chromatin marks in the unperturbed anterior to the 

posterior wing. When cell cycle exit is delayed, all three modifications appear more diffuse 

throughout the nucleus and heterochromatin clustering is disrupted (Fig. 3.3A-M). To 

determine whether E2F altered the total abundance of the modified histones, we 

performed semi-quantitative western blots on 28h pupal wings. With E2F expression, total 

levels of H3 were increased, consistent with additional S-phases leading to replication-

coupled canonical histone production [39, 40]. However the ratio of modified H3 to total 

H3 was relatively unchanged or even slightly increased when cell cycle exit was delayed 

(Fig. S3.1). This may be because E2F activity also increases the expression of several 

PRC2 components (E(z), esc, Su(z)12) and Su(var)3-9) as well as several other histone 

modifying enzymes (Table S3.1), a feature conserved with mammalian E2Fs [41]. Thus, 

delaying cell cycle exit increases new histone production, but the histone modification 

rate is maintained by a coordinated increase in the expression of the modifying enzymes. 

 

3.4.4 Delaying cell cycle exit disrupts the localization of heterochromatin-

associated proteins 

To determine whether delaying cell cycle exit also affected the localization of 

proteins associated with heterochromatin, we examined HP1, D1 and Polycomb using a 

Pc-GFP fusion protein [17]. We observed a more diffuse localization and a reduction in 

the clustering of these heterochromatin-associated proteins when cell cycle exit was 

compromised (Fig. 3.4A-M). This was also accompanied by a reduction in 
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heterochromatin condensation, as assessed by the distance of the AACAC satellite to the 

chromocenter (Fig. 3.4 N).  

The accumulation of PRC1 components such as Pc into large foci or Pc bodies is 

important for target gene repression [17, 31]. Since E2F expression disrupts Pc clustering 

we examined whether increased E2F activity can disrupt the repression of Pc target 

genes [42–44]. We selected 12 high-confidence Pc target genes predicted not to be direct 

E2F targets based upon published genome-wide E2F complex binding in Drosophila [45]. 

We examined their expression upon E2F activation in pupal wings at 24 and 36h APF 

using our previously published array data [46]. We found four Pc targets, dsx, kni, twi and 

dve to be reproducibly de-repressed 1.97-2.12-fold specifically at 24h APF, during the 

window of time that cell cycle exit is delayed. This suggests that delaying cell cycle exit 

can partially compromise Pc-dependent gene silencing. E2F activity similarly impacts 

heterochromatin-dependent gene silencing at the pericentromeric heterochromatin, with 

the loss of e2f1 increasing gene silencing by position effect variegation and an increase 

in E2F activity de-repressing variegated gene expression [47]. 

In our experiments to delay cell cycle exit E2F is overexpressed for 28h, which 

includes the final 1-2 normal cell cycles in the pupa wing as well as 1-2 extra cell cycles 

based upon lineage tracing [18, 46]. We therefore asked whether expression of E2F 

within only the final cell cycle during terminal differentiation is adequate to disrupt 

heterochromatin clustering. We used temperature shifts to limit the expression of E2F to 

a 12h window within the final cell cycle in the pupa and observed a similar disruption of 

heterochromatin clustering (Fig. S3.4). We also observed similar effects on 

heterochromatin clustering when cell cycle exit was delayed by expression of other cell 
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cycle regulators such as CycE/Cdk2 or CycD/Cdk4 (Fig. S3.5). This demonstrates that 

heterochromatin clustering in differentiating cells can be disrupted by a single extra cell 

cycle and that this effect is not specific to E2F overexpression. 

 

3.4.5 Histone modifications associated with de-condensation are upregulated upon 

G0 disruption  

Compromising G0 leads to the disruption of heterochromatin clustering and 

chromatin condensation (Fig. 3.4). H3K27ac and H4K16ac are associated with open 

chromatin such as active enhancers and origins [48–51] and H4K16ac can suppress the 

formation of higher order chromatin structure [52]. We therefore examined whether these 

histone modifications were affected by delaying cell cycle exit with E2F overexpression. 

Indeed during the delay of cell cycle exit, we observed dramatic increase in the levels of 

these two histone marks throughout the nucleus (Fig. 3.5A-D). However other histone 

modifications associated with active chromatin were not affected, such as H3K4me3, pan 

H3 and H4 acetylation (Fig. 3.5E-J). Thus, an increase of H3K27ac and H4K16ac could 

contribute to the compromised chromatin condensation and disruption of heterochromatin 

clustering observed when cell cycle exit is delayed.  

 

3.4.6 Heterochromatin clustering is restored when cells enter a robust G0 state 

Delaying cell cycle exit disrupts heterochromatin clustering, however this is 

reversible. When we examined wings at 42h -46h, a timepoint when cells enter a robust 

G0 state refractory to E2F activation, heterochromatin clustering is either partially or 

completely restored (Fig. 3.6). Interestingly, levels of H3K27me3 and HP1 became higher 
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in robust G0 after cell cycle exit is delayed (Fig. 3.6A, D). This could be due to the E2F-

dependent upregulation of E(z) and Su(var)3-9, which may indicate an expansion of 

heterochromatin in differentiating cells that enter a robust G0. Consistent with this idea 

we also observe an increase in the H2A variant H2Av in E2F-expressing cells in robust 

G0 (Fig. 3.6F) and an upregulation of several components of the NuA4 complex 

responsible for incorporation of H2Av (Table S3.1). Heterochromatin expansion is 

associated with senescence, suggesting delaying cell cycle exit with E2F overexpression 

could induce oncogenic stress or senescence-like features [53, 54]. Consistent with this, 

ectopic E2F in the wing induced multiple genes associated with senescence in mammals 

during robust G0 (Table S3.2) and led to a widespread increase in phosphorylated H2Av, 

a hallmark of E2F-induced replication stress and DNA damage in Drosophila (Fig. 3.6E) 

[55].  

 

3.4.7 Heterochromatin clustering during terminal differentiation is a consequence 

of cell cycle exit, rather than differentiation.  

Heterochromatin clustering becomes restored at the robust G0 phase in the wing 

as terminal differentiation proceeds. But whether differentiation or cell cycle arrest 

restores the heterochromatin clustering remains unclear. We previously demonstrated 

that the robust G0 state in the wing can be bypassed by co-expression of E2F + 

CycD/Cdk4 [18]. Under these conditions cells in the wing continue cycling past 48h APF, 

yet physical hallmarks of wing terminal differentiation such as cuticle secretion and wing 

hair formation proceed after 36h and adult wings form. This condition effectively 

uncouples cell cycle exit from terminal differentiation in the wing, with actively dividing 
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cells forming actin-rich wing hairs and developing adult cuticle (Fig. 3.7A-E). We took 

advantage of this dividing-yet-differentiated context to ask whether heterochromatin 

clustering requires cell cycle exit. We immunostained 42h wings expressing 

E2F+CycD/Cdk4 for H3K27Me3, H3K9Me3 and HP1 and found that clustering of 

facultative and constitutive heterochromatin was dramatically disrupted. We quantified 

facultative heterochromatin foci and found H3K27Me3 forming fewer, smaller and less 

intense foci (Fig. 3.7F-K). By contrast, HP1 levels became extremely high, with a diffuse 

localization throughout the nucleus (Fig. 3.7H, J), similar to the effects of E2F on HP1 at 

robust G0 (Fig. 3.6). These results demonstrate that heterochromatin clustering is a 

consequence of cell cycle exit rather than terminal differentiation. In addition, terminal 

differentiation can proceed despite a visibly significant disruption of heterochromatin 

organization. 

 

3.5 Discussion 

3.5.1 The relationship between heterochromatin clustering and differentiation 

A number of studies have documented increased clustering and condensation of 

heterochromatin as cells differentiate [reviwed in 56]. In this study we reveal a substantial 

effect of the cell cycling status on heterochromatin clustering independent of 

differentiation. Heterochromatin clustering increases as the cell cycle slows and cells exit 

the cell cycle. By delaying or bypassing cell cycle exit in terminally differentiating cells, 

we show that the highly clustered state of heterochromatin in postmitotic cells is a 

consequence of cell cycle exit rather than the process of terminal differentiation. 

Importantly, we show that differentiation still proceeds even when cell cycle exit is 
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prevented and heterochromatin clustering is severely disrupted (Fig. 3.7). We suggest 

this is because disrupting heterochromatin clustering has only limited effects on the 

expression of specific heterochromatin-repressed genes in the context of the Drosophila 

wing (Fig. 3.4) and minimal effects on the terminal differentiation gene expression 

program. Indeed, we show that cell cycle exit can proceed normally in the Drosophila 

wing even when heterochromatin-dependent gene silencing is directly compromised (Fig. 

3.2). Altogether this demonstrates that the increased heterochromatin clustering 

observed during differentiation is a consequence rather than a cause of cell cycle exit and 

raises questions regarding the function of increasing very long-range heterochromatin 

interactions and heterochromatin clustering in differentiation.  

 

3.5.2 What is the function of heterochromatin clustering? 

When we delay or bypass cell cycle exit, we visibly disrupt heterochromatin clustering. 

We find that this leads to very mild effects on the expression of only a small number of 

Polycomb target genes (Fig. 3.4), and we did not find significant de-repression of genes 

that are located in or near constitutive heterochromatin [57] (not shown). Our result is 

consistent with recent work showing that compromising some types of PcG clustering 

seems to have limited and selective effects on Polycomb target gene silencing [31]. 

However, the minimal effect of disrupting cell cycle exit on heterochromatin-dependent 

gene silencing is somewhat unexpected as the E2F1 gene was one of the early-identified 

modifiers of position-effect variegation (PEV), which is thought to be due to 

heterochromatin-dependent gene silencing through association with constitutive 

heterochromatin [47, 58, 59]. This suggests either the PEV assay is highly sensitive to 
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even mild or selective changes in heterochromatin-dependent gene silencing or that this 

assay reads out changes in the chromatin state that are different from the silencing of the 

endogenous genes we examined. Indeed, there are additional possible functions for 

heterochromatin clustering beyond heterochromatin-dependent gene silencing. For 

example, heterochromatin clustering could facilitate DNA damage repair in postmitotic 

cells, which downregulate many DNA repair genes when they exit the cell cycle and 

become more reliant on error prone NHEJ [reviewed in 60]. Sequestration of 

heterochromatin may prevent inappropriate interactions and fusions. It has also been 

proposed that sequestration of heterochromatin could lead to an increased efficiency of 

gene activation for very highly expressed genes by reducing the availability of possible 

binding sites for specific transcription factors [56], or could facilitate the formation of 

transcription factories [61].  

A number of other studies also describe changes in the abundance of specific 

chromatin modifications associated with entry into or exit from G0. For example, 

H3K9Me3 and H3K27Me3 accumulate in postmitotic, differentiated cardiac muscle [37] 

while H4K16Ac and H3K27Ac increase in activated B cells exiting G0 [62]. While our data 

from the Drosophila wing suggests clustering of H3K9Me3 and H3K27Me3 domains 

during cell cycle exit rather than obvious changes in total levels, we do observe a strong 

up-regulation of H4K16 acetylation when G0 is delayed by E2F activation, a situation 

similar to cell cycle re-entry from G0. We also observe a decrease in H4K20Me3 when 

G0 is compromised, similar to what has been reported for quiescent human fibroblasts 

[63]. While H4K16Ac was not specifically measured in the fibroblast study, H4K20 

methylation and H4K16 acetylation are antagonistic marks [64] and H4K16 acetylation 
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can decompact nucleosomes in vitro, although whether this also occurs in vivo has been 

questioned [52, 65]. We suggest some aspects of chromatin remodeling, such as 

compaction and coalescence of heterochromatin (which may be tied to H4K16/20 

dynamics) are shared among different contexts of cell cycle exit/re-entry, while other 

chromatin changes associated with G0 entry/exit may be more cell type specific. 

 

3.5.3 Why does delaying or bypassing cell cycle exit disrupt heterochromatin 

clustering in interphase? 

Our experiments effectively separate cell cycle exit from terminal differentiation to 

reveal that heterochromatin clustering is a consequence of cell cycle exit. Furthermore, 

heterochromatin clustering can be disrupted within a single cell cycle (Fig. S3.4), 

suggesting progression through one round of S or M-phase is sufficient to disrupt 

heterochromatin clustering and long-range interactions. The effects we observe are not 

due to the dilution of chromatin marks by incorporation of new histones in S-phase, since 

we do not see changes in all histone marks (e.g. H3K4 methylation) or reduced global 

levels of histone marks in proliferating vs. postmitotic cells (Fig. S3.1). Indeed, when 

global levels of chromatin marks in actively proliferating fibroblasts were quantified and 

compared to fibroblasts held in G0 under contact inhibition for 14d, the majority of histone 

modifications did not exhibit significantly different levels [63]. This is likely because the 

levels of many histone modifiers are upregulated by positive cell cycle regulators through 

E2F transcriptional activity (Table S3.1) which effectively coordinates increased histone 

modification with increased production and incorporation in S-phase.  

Overexpression of E2F could have effects on chromatin modifications and 



	 109

condensation through sequestration or indirect inhibition of RB-family proteins via 

increased Cyclin/Cdk expression. RB associates with chromatin modifying complexes 

that promote facultative and constitutive heterochromatin formation [66–68]. RB also 

impacts chromosome condensation and cohesin levels at pericentromeric 

heterochromatin [69–71]. However in our experiments during robust exit, E2F levels and 

transcriptional targets remain high while heterochromatin clustering and chromatin marks 

are restored (Fig. 3.6). This suggests that even if RB is inhibited by overexpression of 

E2F, the eventual entry into robust G0 somehow restores heterochromatin organization 

and chromatin modifications independent of RB. 

During mitosis most transcription factors and chromatin modifiers are ejected from 

chromatin and higher order architecture is lost [7]. This together with mitotic spindle 

assembly leads to the loss of long-range interactions and interchromosomal associations. 

These interactions are then restored, even in the presence of high E2F activity once cells 

engage additional mechanisms to exit the cell cycle during the robust G0 phase [46].  Our 

findings are in agreement with previous studies showing that the motion of 

heterochromatin domains and Polycomb bodies become more constrained as the cell 

cycle slows and cells exit the cell cycle [16, 17]. We suggest that constrained motion 

combined with increased self-association or polymerization likely leads to the 

coalescence of heterochromatin after cell cycle exit. 

Coalescence of heterochromatin can be driven by heterochromatin-bound proteins 

that self-associate such as HP1. HP1 has recently been shown to undergo phase 

separation to form liquid droplets that fuse when interphase becomes longer during 

Drosophila embryogenesis [72]. These droplets have been suggested to form diffusion 
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barriers to limit heterochromatin access to specific factors such as TFIIB [73]. As the 

droplets fuse and mature during longer interphases, an immobile HP1 fraction forms. In 

our experiments to bypass cell cycle exit, we may limit the coalescence and maturation 

of HP1 droplets without preventing HP1 binding to H3K9me3. This could explain why 

dramatic effects on HP1 clustering may have minimal effects on gene de-repression. 

Alternatively, the role for HP1 clustering after cell cycle exit may largely affect silencing 

of transposons and piRNA clusters, an intriguing possibility to be addressed in future 

studies [74]. 

 

3.6 Conclusions: 

Heterochromatin clusters as cell exit the cell cycle and terminally differentiate. 

Delaying or preventing cell cycle exit disrupts heterochromatin clustering and globally 

alters chromatin modifications. Heterochromatin clustering during terminal differentiation 

is a consequence of cell cycle exit, rather than differentiation. Compromising 

heterochromatin-dependent gene silencing does not disrupt cell cycle exit. 
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Figure 3.1 Heterochromatin clustering increases as the cell cycle slows and cells 
differentiate. (A) Wings of the indicated developmental stages were immunostained for the 
indicated chromatin modifications and chromatin binding proteins. (B) As the cell cycle slows 
down and cells differentiate, the distribution of heterochromatin-associated foci shift toward larger, 
brighter foci indicating increased clustering. Coalescence is quantified as the total intensity of 
individual focus within 129-448 nuclei at each developmental stage. (C,D) KC cells treated with 
dsRNA against GFP, wee/myt and cycB were immunostained for the indicated chromatin 
modifications and fluorescence intensity was quantified. (E,F) Fluorescent in situ hybridization 
(FISH) against the rDNA ITS region was performed on wings of the indicated stages. rDNA foci 
coalesce and condense in postmitotic cells. (G, H) FISH against the AACAC pericentromeric 
satellite repeats was performed on wings of the indicated stages and the distance to the center 
of the DAPI-bright chromocenter was measured. The distance decreases in postmitotic cells 
indicating increased condensation of heterochromatin. (I) A box plot of the RNA log2-fold changes 
compared to proliferative L3 for each timepoint is shown. (J) A line plot of average FAIRE-seq 
signal across all accessible chromatin for the indicated stages is shown. The accessibility of 
regulatory elements are similar in cycling and postmitotic wings. Scale bars=2 um. P-values were 
determined by an unpaired t-test *<0.05, **<0.01, ***<0.001, ****<0.0001. 
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Figure 3.2 Heterochromatin-dependent gene silencing is not required for cell cycle exit. (A-
B) RNAi to E(z) was expressed in the posterior wing from the L3 stage until the indicated 
timepoints in metamorphosis. Postmitotic wings at 26-28h were examined for mitoses as indicated 
by phospho-Ser10-histone H3, PH3 (A), H3K27me3 (A’) and de-repression of Ubx (B). (C) RNAi 
to Su(var)205 (the gene encoding HP1) was overexpressed in the posterior wing and postmitotic 
tissues were immunostained for PH3 and HP1 (C’). These conditions led to loss of HP1 and 
disrupted heterochromatin-mediated silencing of the Y10C reporter (D). Control RNAi (to the white 
gene), E(z) and/or Su(var)205 was expressed in the posterior wing in combination with E2F from 
the start of metamorphosis. Postmitotic wings at 42-44h were dissected and examined for 
H3K27me3 (G, M), HP1 (J, N) and PH3 (F, I, L, O). (E, H, K) Flow cytometry was also performed 
to measure cells that enter S and G2 phases. Green trace indicates cells from the posterior wing 
expressing the indicated transgenes. Black trace: control non-expressing anterior wing cells. 
Reduced heterochromatin gene silencing does not compromise G0 even in the presence of high 
E2F activity. Scale bars=50 um A-D,F,I,L and O; 10 um G,J,M and N. 
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Figure 3.3 Heterochromatin clustering is disrupted when G0 is compromised. E2F was co-
expressed with GFP in the posterior wing (boundary indicated by a white line) from the start of 
metamorphosis (0h APF) to delay cell cycle exit. At 26-28h wings were dissected and 
immunostained for the indicated chromatin modifications and DAPI to label nuclei (A-I). (J-M) 
Fluorescence signal were measured for 485-848 nuclei for each chromatin modification. The 
distribution of overall fluorescence intensity (J), foci number per nucleus section (K) and individual 
foci intensity (L, M) all indicate that delaying cell cycle exit disrupts heterochromatin clustering in 
wing cell nuclei. Scale bars=10 um in A-I except for anterior (A) and posterior (P) zoomed images 
where the bar = 2 um (e.g. BA,BP). P-values were determined by an unpaired t-test. *<0.05, 
**<0.01, ***<0.001, ****<0.0001. 
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Figure 3.4 Compromising G0 disrupts D1, HP1 and Polycomb body clustering and leads to 
partial de-repression of select PcG targets. E2F was co-expressed with GFP or RFP in the 
posterior wing to delay cell cycle exit. At 26-28h wings were dissected and immunostained for the 
indicated heterochromatin binding proteins and DAPI to label nuclei (A-I). (J) Overall fluorescence 
intensities were measured for 319-1270 nuclei for each chromatin modification. The distribution 
of individual foci intensity (L, M), foci number per nucleus section (K) all indicate that delaying cell 
cycle exit disrupts heterochromatin clustering and formation of large Polycomb bodies in wing cell 
nuclei. (N) Chromosome compaction was measured using the distance of the AACAC repeats to 
the chromocenter. When cell cycle exit is delayed, chromosome compaction is also compromised. 
For J, N, P-values were determined by an unpaired t-test. *<0.05, **<0.01, ***<0.001, ****<0.0001. 
(O) Microarray analysis revealed specific PcG target genes that become temporarily de-repressed 
in wings expressing E2F at 24h when cell cycle exit is delayed. P-values were determined by 
Anova *<0.05. Scale bars=10 um in A-I except for anterior (A) and posterior (P) zoomed images 
where the bar = 2 um (e.g. BA, BP). 
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Figure 3.5 Specific histone modifications associated with gene activation are increased 
when flexible G0 is compromised. E2F was expressed in the posterior wing to delay cell cycle 
exit. At 26-28h wings were dissected and immunostained for the indicated histone modifications 
and DAPI to label nuclei (A-J). The anterior–posterior boundary is indicated by a white line. The 
distribution of staining intensity in 217-1312 nuclei, binned into three ranges, is shown at right. 
Compromising flexible G0 specifically increases H3K27ac and H4K16ac. P-values were 
determined by an unpaired t-test; **** <0.0001. Scale bars=10 um in A-J except for anterior (A) 
and posterior (P) zoomed images where the bar = 2 um (e.g. BA,BP). 
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Figure 3.6 Robust G0 restores heterochromatin clustering and shares features with 
senescence. E2F was expressed in the posterior wing to delay cell cycle exit. At 42-44h, when 
cells are in robust G0, wings were dissected and immunostained for the indicated histone 
modifications or chromatin binding proteins and DAPI to label nuclei (A-F). The distribution of 
staining intensity in 509-1185 nuclei, binned into three ranges, is shown at right. Robust G0 in the 
presence of high E2F increases H3K27Me3, HP1 and pH2Av, chromatin marks associated with 
senescence. P-values were determined by an unpaired t-test; **** <0.0001, ***<0.001. Scale 
bars=10 um in A-F except for anterior (A) and posterior (P) zoomed images where the bar = 2 um 
(e.g. BA,BP). 
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Figure 3.7 Heterochromatin clustering during terminal differentiation is a consequence of 
cell cycle exit. CycD, Cdk4 and E2F were co-expressed in the posterior wing to bypass robust 
cell cycle exit without preventing terminal differentiation. The anterior-posterior boundary is 
indicated by a white line. (A-D) Pupal wings at 42-44h were dissected stained for actin and PH3 
to label mitoses. Mitoses are evident in cells generating wings hairs, a hallmark of wing terminal 
differentiation (E) and the wings generate intact adult wing cuticle. C and D show optical cross 
sections (x/z) of wings to reveal PH3 and actin-rich hairs in the same section. (F-K) CycD, Cdk4 
and E2F expression in the posterior wing prevents G0 entry and disrupts proper localization of 
heterochromatin associated histone modifications and HP1. (J) The distribution of staining 
intensity in 474-1191 nuclei, binned into three ranges is shown. The reduced foci number (I) and 
intensity (K) indicates compromised clustering of H3K27me3 containing chromatin when entry 
into G0 is prevented. P-values were determined by an unpaired t-test; ****<0.0001. Scale bars=10 
um in A, 5 um in B and 2.5 um in D. 
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Supplemental Figures 
 

 
 
 
Figure S3.1 Global levels of histone modifications do not dramatically change at cell cycle 
exit. (A-D) Quantitative western blots were performed on wings of the indicated stages to assess 
the levels of modified or total histone H3 or HP1. Control (Ctrl) and E2F samples are from 28h 
postmitotic wings overexpressing GFP or E2F respectively. Total H3K9Me3, H3K27Me3, and 
HP1 levels do not dramatically change with cell cycle exit, however they increase with E2F 
expression. Modifications associated with active chromatin, H3K4Me3 and H3K27Ac also do not 
dramatically change with cell cycle exit, but increase upon E2F expression.  
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Figure S3.2 Compromising PRC1 does not delay cell cycle exit. RNAi to Pc or white (as a 
control) was expressed in the posterior wing from the L3 stage and postmitotic wings at 26-28h 
were examined for mitoses as indicated by PH3 and effective knockdown of PRC1 function by 
de-repression of the PRC1 target gene Ubx. Flow cytometry was also performed to measure cells 
that enter S and G2 phases. Green trace indicates cells from the posterior wing expressing the 
indicated transgenes. Black trace: control non-expressing anterior wing cells. Compromising 
PRC1 activity does not delay cell cycle exit. Scale bars=100 um. 
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Figure S3.3 Two stages of G0 in differentiating wings. E2F was expressed in the posterior 
wing to delay cell cycle exit. 28h and 42h APF pupal tissues were dissected and immunostained 
for PH3 (to label mitoses) and E2F1. The anterior/posterior boundary is specified by the white 
line. Overexpression of E2F delays entry into G0 until 36h. At 42h cells expressing high E2F1 are 
postmitotic (in robust G0). CycD/Cdk4+E2F expression in the posterior wing is able to bypass the 
robust G0 to promote continued cycling, as shown by abundant mitoses (PH3) at 42h. Bar= 50um 
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Figure S3.4 Clustering of heterochromatin can be disrupted within one cell cycle. E2F was 
overexpressed in the posterior wing from 10h APF. 12h later (within approximately one cell cycle) 
tissues were immunostained for indicated histone modifications. The posterior region is labeled 
by the expression of GFP and the anterior/posterior boundary is specified by the white line. The 
distribution of staining intensity in 1112-1339 nuclei, binned into three ranges, is shown at bottom. 
E2F disrupts heterochromatin clustering within one cell cycle. P-values were determined by an 
unpaired t-test; **** <0.0001. 
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Figure S3.5 Delaying cell cycle exit disrupts heterochromatin (A) CycE/Cdk2 or CycD/Cdk4 
complexes were overexpressed in the posterior wing from 0h APF. The anterior/posterior 
boundary is indicated by the white line. At 28h (flexible G0) or 42h APF (robust G0) pupal tissues 
were dissected and immunostained for the indicated histone modifications. (B) The distribution of 
staining intensity from 492-976 nuclei, binned into three ranges, is shown. Wings expressing E2F 
or CycD/Cdk4 to delay cell cycle exit were stained for mitoses (PH3) and the mitotic index at 27h 
was quantified for the posterior compartment (C-D). The degree of heterochromatin disruption 
correlates with the number of cells cycling. P-values were determined by an unpaired t-test; ****P-
value <0.0001. 
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Supplemental Tables 

 
Table S3.1 Chromatin modifiers/organizers/remodelers that are upregulated upon 
E2F1/DP expression in pupal wings 
 

 
Gene 

 
Function 

 
log2FC 

Adj. p. 
value 

 Histone Biosynth. /Nucleosome assembly   
Slbp  3.01 <0.001 
mxc (NPAT)  0.58 <0.001 
Lsm10  2.70 <0.001 
Cpsf  1.80 <0.001 
Asf1  2.09 <0.001 
Hd  3.54 <0.001 
Caf1-105  2.87 <0.001 
Caf1-180  2.35 <0.001 
 CHRAC complex   
Acf1  1.55 <0.001 
ISWI  1.07 <0.001 
Chrac-14  2.73 <0.001 
 NuA4/TINTIN complexes   
Reptin  1.55 <0.001 
domino  0.50 <0.001 
Mrg15  0.66 <0.001 
dMap1  0.58 <0.001 
CG2982  1.55 <0.001 
 Trithorax/TRR complexes   
Pa1  1.35 0.0039 
Mnn1  1.40 <0.001 
ash1  0.65 0.0166 
Ptip  1.74 <0.001 

CG33695 (Bap18)  1.69 <0.001 
Trr  0.81 0.0025 
 NSL/MSL complex   
Mof H4K16 acetylase 2.35 <0.001 
msl-1  0.68 0.0200 
MBD-R2  0.81 <0.001 
 DREAM/MMB complex   
mip120  2.51 <0.001 
Rbf  2.24 <0.001 
lin-52  1.18 0.010 
E2f2  0.74 <0.001 
 Insulators   

CG9740 (Ibf2)  1.11 <0.001 
BEAF-32  1.67 <0.001 
Pita  1.53 <0.001 
DREF  1.25 <0.001 
 NuRD complex   
Mta1-like  0.78 <0.001 
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rpd3 H3K27 deacetylase 0.91 <0.001 
Chd3  4.08 <0.001 
 PBAF complex   
Bap170  1.85 <0.001 
Polybromo  1.61 <0.001 
Bap55  1.10 <0.001 
Bap111  0.74 <0.001 
 PRC2 complex   
Esc  3.61 <0.001 
Su(z)12  0.97 <0.001 
Pcl  0.89 <0.001 
E(z) H3K27 methyltransferase 0.88 <0.001 
 PhoRC Complex   
phol  0.95 <0.001 
sfmbt  0.90 <0.001 
 HP1 complexes   
Su(var)3-9 H3K9 methyltransferase 0.95 <0.001 
HipHop  3.78 <0.001 
cav (HOAP)  2.02 <0.001 
Rif1  2.63 <0.001 
Mes-4 (NSD)  1.75 <0.001 
HP5  1.05 <0.001 
Su(var)2-HP2  1.29 <0.001 
 Other chromatin regulators   
SuUR  1.75 <0.001 

PR-Set-7 (Set8) H4K20 methylase 1.42 <0.001 
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Table S3.2 Genes associated with senescence that are upregulated during robust G0 in 
the presence of ectopic E2F1/DP. 
 

 
Gene 

 
Possible mammalian ortholog 

 
log2FC 

Adj. p. 
value 

 SASP-phenotype   
Mmp1 Matrix Metalloproteinases 2.52 <0.001 
Ast-C CXCR2 ligand 2.51 <0.001 
Dsp1 HMGB1 (SASP regulator) 0.58 <0.002 
    
 NfkB/MapK/TGF-  signaling   
p38c MAPKinase 1.38 <0.001 
pipe uronyl 2-sulfotransferase (UST) 0.73 <0.002 
Traf4 TRAF4 0.84 <0.001 
spitz TNFRSF1A associated via death domain 1.01 <0.001 
cv-2 BMPER 1.17 <0.001 
shifted WIF1 1.15 <0.001 
fog NECAP2 1.36 <0.001 
CG4325 TRAIP 0.87 <0.002 
frazzled DCC 0.82 <0.001 
    
 Oxidative Stress   
CG7737 SMOX/KDM1B 0.92 <0.006 
CG31937 dehydrogenase/reductase 7 0.68 <0.002 
Nmdmc MTHFD1 0.66 <0.001 
CG11200 DHRSX 0.85 <0.001 
CG5599 DBT 1.09 <0.001 
TPC1 Thiamine pyrophosphate carrier 1 1.52 <0.001 
 
Multiple Cytochrome P450 enzymes 
Multiple DNA damage response genes 
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Chapter 4. Discussion and Future Directions   

Cell cycle exit, or G0, is tightly controlled during terminal differentiation to ensure 

proper organogenesis. When and how to initiate entry into G0 is a critical decision a cell 

must make during development. Two strategies have been identified to establish G0: 

directly constraining Cyclin-dependent kinases activities and transcriptionally repressing 

cell cycle gene expression. Multiple regulators can be employed to constrain Cdk activity, 

for example, upregulating Cyclin-dependent kinase inhibitors to directly repress Cdks 

function, utilizing degradation machinery APC/CCdh1 to control the protein level of Cdks 

and CKIs, or removing the activating phosphorylation on Cdks through Protein 

Phosphatase 2A (PP2A) [1–7].  

Transcriptional repression of cell cycle gene is largely exerted through the 

repressive DREAM complex. Multiple chromatin modifiers or remodelers have been 

implicated as co-repressors in silencing cell cycle genes through associating with the RB 

component of DREAM complex, suggesting a potential role for chromatin structure in 

promoting G0 [8, 9]. However, it is still unclear how chromatin changes in G0 during 

terminal differentiation. Taking advantage of the temporally coordinated cell cycle exit 

during Drosophila wing terminal differentiation, I investigated the relationship between cell 

cycle exit, terminal differentiation and chromatin structure.  
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4.1 Dominant control on the accessibility of complex cell cycle gene enhancers 

by differentiation program         

Components of the nucleosome remodeling complex SWI/SNF have been shown 

to associate with RB, silence cell cycle genes and promote G0 entry, potentially through 

regulating chromatin accessibility by moving or displacing nucleosomes [10–14]. 

However, how chromatin accessibility changes during cell cycle exit is still unclear. I 

comprehensively examined the genome-wide transcriptome and chromatin accessibility 

landscape and found that during wing differentiation, chromatin accessibility and gene 

expression changes are coordinated with the transition from a proliferating to postmitotic 

state. Most importantly, distal enhancers of complex cell cycle genes such as stg and 

cycE lose their accessibility along with gene silencing and remain closed in the prolonged 

G0 state. Surprisingly, these enhancers still close even when G0 is bypassed through 

ectopic E2F/CycD/Cdk4 activities, revealing that the accessibility of complex cell cycle 

genes is dominantly controlled by differentiation program and independent of cell cycling 

status. However, the expression level of cycE and stg, although still higher than wildtype 

control, is lower than flexible stage when the enhancers are accessible, suggesting that 

the opening of distal enhancers is required for maximal gene activation. It is worth to 

mention that E2F/CycD/Cdk4 manipulation is able to activate both simple cell cycle genes 

and complex cell cycle genes more strongly compared to E2F alone. One potential reason 

is that the extra CycD/Cdk4 activities phosphorylate RBF, and disrupt the assembly of 

dREAM complex at the proximal promoter around TSS [9]. In sum, my work indicates a 

robust reinforcement of cell cycle gene regulation by differentiation program at the 
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chromatin level and elicits future investigations to identify the responsible transcription 

factors and nucleosome remodeling complex.   

 

4.2 Identifying nucleosome remodeling complex that regulates the accessibility of 

cell cycle gene enhancers 

In chapter 2, I investigated the enhancers of complex cell cycle genes and 

discovered that they are closed in late, robust G0, under developmental control. The loss 

of enhancer accessibility is potentially the molecular mechanism underlying the 

proliferation barrier in robust G0 and failure to close those enhancers could potentially 

result in ectopic cell cycle gene expression. The accessibility of enhancers is regulated 

through coordinated activities of nucleosome remodeling complexes as well as 

transcriptional factors that recognize the enhancers in the first place.  

SWI/SNF components have been shown to regulate cell cycle gene expression 

and G0 in mammalian and C. elegans muscle cells [10–12, 14, 15]. However, whether 

SWI/SNF is the nucleosome remodeling complex that governs cell cycle gene enhancers 

in Drosophila wing is unclear. I undertook a targeted RNAi-based screen to identify 

nucleosome remodeling factors that may be involved in closing cell cycle gene enhancers 

and promoting G0. In this screen I used a sensitized background in the fly pupal eye 

where ectopic overexpression of CycE (using GMR-Gal4/UAS) during the final cell cycle 

leads to 1-2 extra rounds of division in the eye. The extra rounds of division in this genetic 

background lead to visibly larger eyes that can be further enhanced when cell cycle genes 

are de-repressed (Fig.4.1). I tested 23 chromatin remodeling and chromatin-associated 
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genes via UAS-RNAi in this screen and confirmed only three hits with multiple RNAis or 

alleles, Mi-2, Brahma and Osa. Of these three hits, Mi-2 RNAi manifested the most 

dramatic phenotype. Further characterizations showed that inhibition of Mi-2 alone is 

sufficient to delay cell cycle exit in the fly wing and eye. In addition, Chip-seq data from 

Modencode shows an enrichment of Mi-2 binding at the cell cycle genes stg, cycE in 

Drosophila S2 cells, indicating a promising role of Mi-2 in regulating cell cycle gene 

enhancers (Fig. 4.2). To further investigate a potential role for Mi-2 in promoting cell cycle 

exit at the pupal stages, we will first determine the genomic localization of Mi-2 in pupal 

wings. We will perform ChIP on Mi-2 in pupal wings at stages of proliferation, early, 

flexible G0 and late, robust G0 stages. To facilitate performing ChIP on pupal wings, we 

will use the Apterous (Ap)-Gal4 driver combined with Gal80TS to drive UAS-dependent 

expression of a wild-type Flag-tagged Mi-2 (Mi-2WT) and a dominant negative Mi-2 which 

lacks ATPase activity (Mi-2DN) kindly provided by Dr. Alexander Brehm [16]. To resolve 

whether Mi-2 plays an important role in chromatin remodeling at cell cycle exit, we will 

perform FAIRE-seq on dissected pupal wings expressing Mi-2WT or Mi-2DN during 

flexible and robust G0. In parallel we will also perform RNAseq on the same samples, so 

that we can correlate any changes in accessibility with changes in gene expression. We 

envision that the ChIP assays with Mi-2WT will reveal the normal distribution of Mi-2 

during cell cycle exit, while Mi-2DN should reveal any aberrant Mi-2 binding that occurs 

in the absence of nucleosome remodeling under conditions. We expect that the FAIRE 

experiments will reveal changes in regulatory element accessibility during cell cycle exit 

that require Mi-2 function. 

 



143 
 

4.3 Identifying the transcription factors recognizing cell cycle gene enhancers 

For a nucleosome remodeling complex to exert its remodeling function, it needs to 

be recruited to specific chromatin locations by transcription factors. To identify the 

transcription factors that recognize enhancers of cell cycle genes cycE and stg and recruit 

Mi-2, we computationally predicted potential transcription factors via sequence analysis 

using the Jaspar database and FlyFactor Survey followed by Evo-Printer. We found 

conserved potential ecdysone receptor (EcR) binding sites in both cycE and stg 

regulatory regions (Fig. 4.2). Importantly, the predicted binding sites were further verified 

through EcR ChIP-seq data in pupa from Modencode. EcR was recently shown to recruit 

the chromatin remodeler Mi-2 to mediate target gene repression through nucleosome 

remodeling [17]. Thus, it is likely that EcR is the transcription factor that developmental 

program utilizes to regulate complex cell cycle genes such as stg, potentially through Mi-

2 mediated nucleosome remodeling. We will confirm the predicted binding sites using 

targeted mutagenesis and transcriptional assays of reporters in S2 cells. This will then be 

followed by genetic manipulations of EcR and mutagenized reporter assays in flies. With 

cycE and stg transcriptional reporters with mutated binding sites we will directly test by 

ChIP to see whether the loss of binding sites prevents Mi-2 recruitment. 

 

4.4 Relationship between cell cycle and terminal differentiation 

        The state of G0 is thought to be essential for terminal differentiation [18]. However, 

there has been some discrepancies on whether terminal differentiation is dependent on 

G0. In some cases, such as mouse muscle cells and C. elegans anchor and muscle cells 
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[5, 19, 20], disrupting G0 prevents terminal differentiation. In other reports such as fly 

photoreceptor neurons and wings, mouse  horizontal interneurons, terminal differentiation  

proceeds when G0 entry is inhibited [6, 21–23]. To elaborate the detailed effects of G0 

disruption on terminal differentiation, I genetically delayed or disrupted G0 and examined 

the alterations of differentiation program at both chromatin level and transcription level 

genomewidely. My work shows that disrupting cell cycle exit delays the temporal 

activation and chromatin dynamics of a subset of ecdysone-induced transcription factors 

during wing development, leading to delays in the activation of a portion of the wing 

terminal differentiation genes. My work reveals that wing differentiation program is only 

partially dependent on G0 and this is mediated through specific transcriptional factors that 

are sensitive to G0. Notably, a temporary delay of cell cycle exit through E2F 

overexpression is sufficient to delay differentiation program, which could be due to either 

ectopic cell cycling status from 24h to 36h or continuous E2F transcriptional activities, 

both of which should cease by 24h APF during normal development. This observation 

suggests that there might be a potential “sensor” that monitors cell cycle related activities 

and signals to the downstream differentiation program. Mechanistically identifying this 

“sensor” will be pivotal to further dissect the relationship between proliferation and 

terminal differentiation.         

 

4.5 Identifying the development sensor that monitors cell cycle activities 

        As discussed earlier, the differentiation program is able to “sense” ectopic cell cycle 

activities and correspond accordingly by delaying differentiation gene activation. We 

reasoned that this “sensor” should be part of the differentiation core pathway and is one 
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of the early genes that respond to G0 disruption. Because the ecdysone pathway plays a 

central role in governing differentiation program, we examined the expression of genes 

involved in the ecdysone pathway after activating E2F or E2F/CycD/Cdk4 by 12hr (Fig. 

4.3). Only a handful of genes are disrupted by either E2F or E2F/CycD/Cdk4 and the only 

common target is woc. woc is a zinc finger protein and is responsible for ecdysone 

biogenesis [24, 25]. Homozygous woc mutant larva exhibit a deficiency in ecdysone 

production and fails to pupariate [25]. woc is highly expressed at L3 coinciding with a high 

pulse of ecdysone, and interestingly, become silenced at 24h when cell cycle exit occurs. 

These observations imply a potential role for woc in linking cell cycle and temporal 

cascade of ecdysone target gene expression. Notably, woc remains highly expressed in 

the 44h postmitotic wing with E2F overexpression, suggesting that woc might be directly 

responding to E2F transcriptional activity. To investigate if woc is the molecular “sensor” 

that monitors ectopic cell cycle activity, we will genetically manipulate the level of woc 

through knockdown by RNAi and overexpression using publicly available stocks.  

 

4.6 Dispensable role of heterochromatin mediated gene silencing in G0 

        Heterochromatin associated modifications H3K27me3 and H3K9me3 have been 

shown to be enriched at silenced cell cycle genes in differentiated tissues [26–28]. A 

common model posits that upon cell cycle exit, repressive modifications H3K27me3 or 

H3K9me3 recruits repressive heterochromatin binding proteins such as the Polycomb 

complexes PRC1 and 2 or Heterochromatin Protein 1 (HP1) to silence cell cycle gene 

expression and promote cell cycle exit. I rigorously tested this model through 

compromising H3K27me3 methyltransferase E(z), PRC1 core component Pc and HP1 
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and found that heterochromatin mediated gene silencing is dispensable for the 

establishment of G0 [22]. 

 4.7 Heterochromatin clustering as a consequence of cell cycle exit 

        Chromatin organization can change during terminal differentiation. Terminal 

differentiation is associated with a cessation of proliferation, which could also impact 

chromatin organization. In my thesis work I directly dissect the relationship between 

heterochromatin organization, cell cycle exit and differentiation using genetic tools that 

effectively uncouple cell cycle exit and differentiation. My work reveals that 

heterochromatin clustering during terminal differentiation is a consequence of cell cycle 

exit, rather than differentiation. Importantly, heterochromatin clustering can be 

substantially disrupted by progression through one round of S or M-phase, suggesting 

that long-range interactions have to be reestablished in interphase during every cycle. In 

addition, simply disrupting heterochromatin clustering without directly compromising 

heterochromatin associated modifications has minimal effect on gene repression and 

differentiation, eliciting future investigations on the biological functions of heterochromatin 

clustering in differentiation.  
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Figure 4.1 Mi-2 promotes cell cycle exit during development. (A) GMR-Gal4, UAS-CycE, 
GMR-P35/UAS was used to drive expression of the indicated transgenes in the eye during the 
final cell cycle. (B) Lateral surface area of adult fly eyes was measured and compared. (C) 44-
45h APF pupal eyes were stained for Discs large (Dlg) to visualize cell-cell boundary. The 
average number of cone cells per ommotidial structure was quantified (D), as well as the 
distribution of different cone cell number per ommotidial structure (E).  Compromising Mi-2 in 
the CycE hyperactive background leads to extra cone cells. Mi-2RNAi and control RNAi were 
expressed in the eye under GMR-Gal4, PCNA-GFP/UAS. 23h APF pupa were dissected and 
stained for GFP and PH3 (F, G), and 44-45h APF for Dlg (J, K). UAS-Mi-2DN and control were 
expressed in the posterior wing under Ents (H, I) and 28h wings were dissected for PH3 
staining. Compromising Mi-2 function alone is able to disrupt G0. Mi-2RNAi and control RNAi were 
further expressed in combination with E2F under Ents and Apterous, 42h APF pupal wings 
were dissected and subjected to PH3 staining and FACS analysis (L).  The increase in S/G2 
content and extra PH3 suggests that compromising Mi-2 induce a proportion of cells stay in 
cycling during the robust stage. Bar: (A) 100um; (C, J) 25 um; (F, L) 50 um. 
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Figure 4.2 Regulatory element accessibility changes at cycE and stg during cell cycle 
exit. FAIRE-seq signal in cycE, stg genome regions during proliferation, Flexible G0 and 
Robust G0. Grey shaded boxes indicate known enhancers. Red boxes indicate new putative 
enhancers. Red arrows indicate validated binding sites for HR46, SuH and E2F transcription 
factors. Question marks indicate potential binding sites identified by MEME. Gold peaks 
indicate Mi-2 binding and turquoise peaks indicate EcR binding (from ChIP-seq data by 
Modencode). 
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Figure  4.3 woc  is  activated  upon  G0  disruption.  Comparison  of  gene  expression  from  ecdysone 

pathway between E2F (A) or E2F/CycD/Cdk4 (Bypass) (B) vs Ctr at 24h wings, plotted as log2(RPKM). 

woc is induced in both E2F and E2F/CycD/Cdk4 overexpression wings. (C) woc is silenced after cell cycle 

exit during normal development. 
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