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Abstract 

This work presents a study of the energy-efficient operation of all-electric vehicles leveraging 

route information, such as road grade, to adjust the velocity trajectory. Minimization of energy 

consumption is one of the main targets of research for both passenger vehicles in terms of 

economic benefit, and army vehicles in terms of mission success and decision making.  The 

optimization of a speed profile is one of the tools used to achieve energy minimization and it can 

also help in the useful utilization of autonomy in vehicles. The optimization of speed profile is 

typically addressed as an Optimal Control Problem (OCP). The obstacle that disrupts the 

implementation of optimization is the heavy computational load that results from the number of 

state variables, control inputs, and discretization, i.e., the curse of dimensionality. In this work, 

Pontryagin's Maximum Principle (PMP) is applied to derive necessary conditions and to determine 

the possible discrete operating modes. The analysis shows that only five modes are required to 

achieve minimum energy consumption; full propulsion, cruising, coasting, full regeneration, and 

full braking. Then, the problem is reformulated and solved in the distance domain using Dynamic 

Programming to find the optimal speed profiles. Various simulation results are shown for a 

lightweight autonomous military vehicle. Army Programs use various drive cycles including time, 

speed, and grade, for testing and validating new vehicle systems and models. Among those cycles, 

two different drive conditions are studied: relatively flat, Convoy, and hilly terrain, Churchville B. 

For the Convoy cycle, the optimal speed cycle uses 21% less energy for the same trip duration or 

reduces the time by 14% with the same energy consumption while for the Churchville B cycle, it 

uses 24% less energy or provides 24% reduction in time. Furthermore, the sensitivity of energy 
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consumption to regenerative-braking power limits and trip time is investigated. These studies 

provide important information that can be used in designing component size and scheduling 

operation to achieve the desired vehicle range. Lastly, the work provides parametric studies about 

the influence of the efficiency of an electric motor on performance including energy consumption 

and control modes.  
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Chapter 1: Introduction 

1.1 Motivation 

The automotive industry is in constant challenge of developing sustainable solutions to the 

challenges of energy exhaustion and environment pollution. There is a continuous need to 

effectively improve energy efficiency and reduce energy consumption. Vehicle fuel consumption 

is not only related to the performance of the vehicle itself but also related to the drivers’ driving 

behavior [1].  Additionally, increasing the efficiency of hybrid-electric vehicles helps decrease the 

dependence on imported oil and aids in the move towards cleaner energy. The technology available 

in the automotive industry today holds substantial potential that can be manifested through 

optimization. Optimization can be reflected in terms of energy consumption, sizing of vehicle 

components, and utilizing autonomous vehicles. Improving the fuel efficiency of vehicles is a vital 

step that can cut the oil consumption in half. In fact, doubling the fuel efficiency of new cars, 

trucks, and commercial vehicles in the U.S alone would, by 2035, save over 5 million barrels of 

oil per day [2]. Figure 1 displays a sample of factors that can help reduce oil use in some of the 

states.
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Figure 1 - Factors that can Reduce Oil Use in Different States [2] 

Minimization of energy consumption is one of the main goals of this research and it is critical for 

both passenger vehicles in terms of economic benefit, and army vehicles in terms of mission 

success and decision making. When it comes to military vehicles, they are required to: (1) be more 

fuel efficient, (2) provide robust performance, and (3) have the ability to support a variety of 

electrical loads. Hybrid drivetrains have been receiving attention in all branches of the military 

(ships, airplanes, combat vehicles etc.) for their potential strategic benefits. A great demand has 

been set to evolve the drivetrain configurations and develop better control strategies. Optimizing 

fuel consumption for these ground vehicles can be of great benefit on the field. Minimizing energy 

consumption is still a huge challenge for ground vehicles. Powertrain technology has been in 

continuous improvement; nonetheless, drivers have not adapted their driving style to improve 
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efficiency. Eco-driving or energy-efficient driving is the term given to the idea of determining the 

speed trajectory that minimizes the vehicle energy consumption under final time and distance 

constraints. Utilizing such data can provide the necessary information to operate the vehicle in an 

energy-efficient manner. Vehicle electrification is one of the promising technologies that improves 

fuel economy, tailpipe emissions, and sustainability.  The number of electrified vehicles including 

hybrid electric vehicles (HEVs), Plug-in hybrid electric vehicles (PHEVs) and Electric Vehicles 

(EVs) is expected to keep increasing [3]. When it comes to fuel-cell hybrid vehicles, there is a 

34% increase in sales in the 1st quarter of 2018 compared to the 1st quarter of 2017 [4]. Finding 

the most efficient component size in this kind of vehicles is a real challenge that withholds many 

variables. Figure 2 displays a schematic of the major components of a hybrid vehicle.  

 

Figure 2 - Schematic of Hybrid Vehicle Major Components 

The  technologies  and  advancements  available  in  the  automotive  field  make  the search not 

only to find the next technological breakthrough,  but also to make the most out of the what is 

presently available. The vehicles available today have the sensors, lidars, software, and capabilities 

to predict the estimated time and distance of a trip based on the drivers’ chosen destination and 

real-time traffic data. Utilizing such data can provide the necessary information to operate the 

vehicle in an energy-efficient manner. The aim of eco-driving is to procure the most efficient 

solution that involves both the vehicle speed and the vehicle surroundings, including road 

environment and traffic flow, through the appropriate operation controlled by a driver or an 
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autonomous vehicle.  Eco-driving is an effective tool that pertains vehicle parameters, such as 

vehicle mass and resistive forces, to minimize fuel use [1]. Research on enhancing the energy 

efficiency of vehicles in general and of autonomous driving systems in specific have been studied 

for the past four decades [5,6]. The work has involved addressing the challenges that lie in driver’s 

behavior, decision making, path planning, and trajectory generation [1,7,8,9].  Traditionally, speed 

profile optimization has been extensively studied in application to railway vehicles because of 

their operating environment: a given route, known road grade, and speed limits [10, 11, 12]. Hybrid 

electric vehicles (HEVs) are superior to conventional vehicles in terms of the benefit of combining 

several propulsion components  as a way of producing a more efficient vehicle in terms of saving 

energy and reducing pollution. A typical hybrid vehicle design takes a conventional vehicle 

drivetrain and combines it with components commonly found in an electric vehicle.  In a fuel cell 

hybrid, a different approach is taken to harness the electrochemical energy produced by the fuel 

cell. The process involves hydrogen being converted into electrical energy that drives the wheels 

of an electric vehicle.  Recent developments has shown that fuel cell hybrid vehicles can provide 

high efficiency, high vehicle fuel economy, very low emissions, and  a  mileage  of  more than  

300  miles.   The  U.S.  Department  of  Energy  is  leading government and industry efforts to 

make hydrogen-powered vehicles an affordable, environmentally friendly, and safe transportation 

option [13, 14]. With these efforts, it is important for the fuel cell hybrid vehicles to be optimized 

to their best of their potential.   Additionally,  the  increasing  costs  for  fuel  and  transportation  

logistics creates a growing interest in improving fuel efficiency.  The employment of hybrid 

drivetrain  architecture  and  effective  power  management  of  multiple  power  sources proves  

to  be  an  effective  solution  to  address  the  problem  [15].   However,  efficient solutions  need  

to  meet the  rapidly  increasing  needs  of  transportation  vehicles  in general, and military vehicles 
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in specific.  Military vehicles are in greater necessity to be more fuel efficient, provide robust 

performance, and work with variety of power sources.  Hybrid drivetrains have been receiving 

greater attention for their potential strategic benefits and multiple power sources.  Solving a power 

management problem that optimizes fuel consumption for these ground vehicles can be of great 

benefit on the field [15, 16]. 

1.2 Literature & Technology Review 

When it comes to eco-driving, there are different study fields that researchers focus on. Figure 3 

shows a schematic of some of the major eco-driving branches, with the study field addressed in 

this thesis highlighted. 

 

Figure 3 - Eco-Driving Technique with Highlight on Thesis Focus 

 Vehicle trajectory optimization and control have been extensively studied in a broader domain, 

including surface vehicles, aircraft and Unmanned Aerial Vehicles (UAV) [17-19]. The first work 

on optimal control and optimal speed profiles was done by Schwarzkopf and Leipnik [5]. In their 

work, Pontryagin’s Maximum Principle (PMP) was used to develop a mathematically optimal 

performance subject to the driver’s choice of a trip time limit that could reduce fuel consumption. 

The work also provided detailed solutions that reflected that constant speed is optimal for level 
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roads and highways. This work set a base for the study conducted in this thesis work as PMP is 

used but for the sake of finding the optimal control modes that operate the vehicle throughout the 

trip. Optimal speed profiles have been researched for different vehicles and transportations 

including off-road vehicles [20], and vehicles moving on fixed routes, such as trains [21], buses 

[22], or race cars [23], [24]. When the driving conditions are fixed or known prior to moving, 

optimal speed profiles can be calculated offline with an acceptable confidence and possibly 

implemented in an open-loop or state-feedback controller [25]. On the other hand, passenger 

vehicles on open roads experience a wide range of unknown driving conditions. Trip destination 

and route information, such as altitude, can be known in advance with the use of navigation system. 

Several studies [26-31] focus on applications of vehicles driven on highways, with high average 

speeds and varying road slopes. The speed profile can be adjusted to anticipate altitude variations 

depending on the route information. Hellström et al. [27] and [32] performed optimization of the 

velocity trajectory with respect to a criterion formulation that weighs trip time and fuel 

consumption. They also used a predictive control scheme based off dynamic programming 

algorithm to constantly feed the conventional cruise controller with new set points that reflect 

optimal results. Moreover, Kamal et al.  [9] provided a nonlinear model predictive control method 

with a fast optimization algorithm that derives the vehicle control inputs based on road gradient 

conditions obtained from digital road maps.  Additionally, Li et al. [33] recently developed a 

Driver Advisory Systems (DAS) that aims to provide efficient driving instructions to the driver 

with optimized trajectory. Their work results in a trajectory optimization method that achieves 

energy efficiency and punctuality for DAS through the use of offline and online optimization 

together. Moreover, another development in the field of optimization and optimal control has been 

developed by Ding and Jin [1] that provided optimal speed profiles that can minimize fuel 
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consumption for a vehicle travelling on a curve. The work conducted in this thesis uses offline 

computation of speed profile to minimize energy consumption on a flat and hilly path. The problem 

solved in this work has been addressed as an Optimal Control Problem (OCP) with related work 

done by researchers [33-52]. The solutions of which can provide a vehicle speed profile that 

decreases the amount of energy consumed over the trip.  

In solving the trajectory optimization problem, numerical approaches such as Genetic Algorithm 

[33,42,44], Ant Colony Algorithm [44], Sequential Quadratic Programming [41], Nonlinear 

Programming [51] and Dynamic Programming (DP) [35-39] have been used for nonlinear 

characteristics, such as varying speed limits, resistive forces. Among these, DP has been widely 

and extensively used because it can find a global optimum even for nonlinear systems with 

nonlinear constraints. In [50], authors applied DP to determine optimal torque distribution between 

front and rear in-wheel motors with preview terrain information. However, these methods typically 

require substantial computation time due to discretization of states and control inputs. In [51,52], 

the authors propose approaches to improve computational efficiency through approximated 

vehicle operation and problem reformulation, respectively. Pontryagin’s Maximum Principle 

(PMP) can be used to analyze the system and to decrease the computational cost by reducing the 

number of possible control actions to the set which achieves the optimal solution. Different cases 

have been studied for different kinds of vehicles in order to increase the efficiency. For instance, 

authors in [48,49] approached the problem to minimize fuel consumption and engine emissions 

for conventional vehicles. Sciarretta et al. [23] consider the hybrid vehicles in their studies as they 

work on finding the fuel optimal trajectory for a fuel cell powered vehicle. They find an optimal 

velocity profile for a trip but with fixed average speed by applying numerical optimization 

methods. DP optimization was also applied to optimize fuel consumption with considerations of 
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the terrain’s grade angle by Tsao [53]. Nonetheless these works did not involve the use of any 

methods to decrease computational load. Lastly, standard results for the minimization of energy 

consumption at wheels for vehicles such as in the work done by Sciarretta et al. [25] consist of 

only four modes: full propulsion, cruising, coasting, and braking.  

1.3 Contribution 

The optimal control modes of all-electric vehicles may not necessarily be the same as those of 

conventional vehicles. This work extends the basic idea of applying PMP to all-electric vehicles 

and synthesizes the results of the PMP analysis into DP formulation. When applying PMP, three 

control inputs are deliberately introduced: motoring, regenerating and friction braking, unlike 

approaches in [36,38]. For the given vehicle model, namely, point-mass longitudinal dynamics 

with invariant motor efficiency, five modes are required to achieve energy-efficient operation: full 

propulsion, cruising, coasting, full regeneration, and full regeneration with conventional braking. 

Based on this result, the minimum energy consumption problem is reformulated and solved by DP 

for the case of a lightweight military vehicle. In particular, two different driving environments 

including non-hilly and rugged roads are studied. The simulation results demonstrate the 

effectiveness of eco-driving in regards to energy consumption and driving time, which could be 

useful in planning mission trips. Furthermore, this work investigates the sensitivity of performance 

such as net energy consumption and journey time to regenerative braking power capability, 

typically not considered in speed optimization problems. As regenerative braking capability 

changes, for example, because of the size of batteries or thermal management system malfunction, 

the optimal trajectory may change. Thus, the optimal trajectory planning accounting for 

regenerative braking power would provide beneficial information in both design and control 

aspects. Moreover, efficient use of control modes has a significant impact on the overall energy 
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consumption and vehicle performance. The importance of the operational environment also plays 

an important role in the mode changes that occur. Additionally, the constraints of deceleration, 

acceleration, speed, and distance limit, also play an essential role in the selection of control modes. 

The impact of battery sizing and regenerative power impact on the change of control modes is 

reflected in this paper. Additionally, the work provides parametric studies that involve the 

inclusion of global optimal solution based off nonlinear motor map. The sensitivity of results is 

compared to constant efficiency and suboptimal solution from nonlinear efficiency map. The 

results add value in the understanding of the accuracy of results based off assumptions made. The 

work in this thesis is contributed with the works done in the following publications:  

1. H. Abbas, Y. Kim, J.B. Siegel, D.M. Rizzo, “Optimization of Energy-Efficient Speed 

Profile for Electrified Vehicles”, Dynamic Systems and Control Conference, Atlanta, 2018.  

2. H. Abbas, Y. Kim, J.B. Siegel, D.M. Rizzo.  2018.  Synthesis of Pontryagin’s Maximum 

Principle Analysis for Speed Profile Optimization of Electrified Vehicles, Journal of 

Dynamic Systems, Measurement, and Control, to appear. 

1.4 Thesis Organization  

This thesis is organized as follows:  Chapter II describes a detailed modeling of a ground vehicle 

and analysis of the optimal control problem. Synthesis of Pontryagin’s Maximum Principle for 

speed profile optimization is analyzed. The reformulation and implementation in Dynamic 

Programming is further described in Chapter III. Case studies are presented in application of a 

light weight military vehicle, and trajectory optimization results obtained by DP are discussed. In 

Chapter IV, the impact of battery sizing and regenerative power impact on the change of control 

modes is investigated. The last section of the chapter focuses on parametric studies that involve 

the inclusion of global optimal solution based off nonlinear motor map. The sensitivity of results 



10 

 

is compared to constant efficiency and suboptimal solution from nonlinear efficiency map. The 

results could provide a deeper understanding of the accuracy of results that are obtained with the 

use of some assumptions. The chapter also includes analysis of the sensitivity of results comparing 

suboptimal solutions and global optimal solutions. Finally, Chapter V provides a conclusion and 

direction for future work.
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Chapter 2: Minimum Energy Consumption Problem 

In this section, the minimum energy consumption problem is presented and analytically solved by 

applying Pontryagin’s Maximum Principle (PMP). PMP is a powerful computational and 

analytical tool used to solve optimal control problems.  PMP provides a set of necessary conditions 

that an optimal control must satisfy while maximizing (or minimizing) the Hamiltonian function.  

Despite the fact that PMP generally yields necessary conditions, it is still useful and effective (1) 

to find a small subset of control actions and (2) to numerically compute optimal control trajectory 

significantly fast compared to DP. For a certain class of optimal control problems, such as power 

management of hybrid electric vehicles, solutions obtained from PMP and DP are hardly different, 

which makes PMP widely used in automotive applications [49,54,55]. For simplicity, the 

following assumptions are made: (1) the efficiency of the system is invariant, that is, motoring and 

generating efficiency of the electric motor is fixed; (2) the vehicle moves forward only; (3) road 

grade and velocity limit are distance-dependent and known a priori.  It is noted that although the 

efficiency of an electric motor is generally nonlinear [50], the efficiency is relatively constant 

above certain force or torque levels covering nominal operating range, which makes the first 

assumption reasonable. Chapter IV of this thesis displays the results of the analysis using nonlinear 

efficiency motor map. 
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2.1 Model Description 

The motion of a ground vehicle considered in this study is described by the following equations: 

    

( )

( )2

,                                                                        1

  ,              1p b

ds
v a

dt

dv
M F F A Bv Cv Mg sin b

dt


=

= + − − − −

 

Where s and v represent distance and velocity respectively while M is vehicle mass and t is time.  

The variables A, B, and C are coefficients used to determine resistance forces by rolling and 

aerodynamic drag, and the grade angle θ is a function of distance, i.e. θ = θ (s).  The variables Fp 

and Fb denote control inputs regarding propulsion and braking, respectively. Hereafter, ∗ and ∗ are 

used to refer to the maximum and minimum values of parameter ∗. 

For the purpose of OCP analysis, Eq. (1b) is rewritten as: 

    ( )2

2

2   ,  2 m g fb

dv
M F F F A Bx Cx Mg sin

dt
= + + − − − −  

Where Fm, Fg, and Ffb represent motoring, generating, and friction braking forces, respectively. 

This choice is deliberate to clearly distinguish operational modes of the vehicle in the OCP analysis 

discussed later. By defining states and controls such that:  

    
1 2 3

, ,

, , , , ,

[ ]

[ ] [ ]

T

g fbT Tm

x s v

F FF
u u u u

M M M

=

= =
 

the equations of motion (1) and (2) can be expressed as following: 

   
( )

( )

1 2

2

2 1 2 3 1 2 2 1

                                                                 

)

              

( ) (     

   3

  3

x x a

x u u u cos x x x g sin x b    

=

= + + − − − −
 



13 

 

Where α = 
𝐴

𝑀
, β = 

𝐵

𝑀
, γ = 

𝐶

𝑀
.  The coefficients A, B, and C are used to compute the resisting forces; 

rolling and aerodynamics forces, with the resisting forces being speed-dependent, whilst the grade 

force depends on the angle, θ, such that: 

    

2

2 2

  

r

g

f A Bx Cx

f Mg sin 

= + +

=
 

Control inputs are bounded by their limits such that 0 ≤ u1 ≤ u1 (x2), u2 (x2) ≤ u2 ≤ 0, and                        

u3 (x2) ≤ u3 ≤ 0. It is noted that the force limits of an electric machine and a friction brake are 

typically functions of speed.  Initial and terminal conditions of the states are: 

   
( )

( )

1 2

1 2

0  0,                                    0  0,                           4

,                                  0                   

( ) ( )

( ) ( )         4f f f

x x a

x t S x t b

= =

= =
 

Where tf and Sf are operational time and distance traveled, and these are bounded, meaning that 

the vehicle stops at time tf after traveling a given distance, Sf. The vehicle is assumed to move 

forward only, i.e., x2 (t) > 0, t ∈ (t0, tf). 

2.2 Optimal Control Modes 

The primary focus of this study is to optimize a speed profile which minimizes the energy 

consumption while traversing a given distance. Therefore, the cost function to be minimized is the 

normalized total energy consumption fora given mission and defined by: 

( )2 1 1 2 2 2

0 0

                                     5( )

f ft telec

eP
J dt x u x u dt

M
 = = +   

Where 𝑃𝑒
𝑒𝑙𝑒𝑐 is the electrical power by the motor; and η1 and η2 denote motoring and generating 

efficiency of the electrical machine, respectively. The Hamiltonian is defined as: 

(5) 
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( )2 1

2 2 2 1 2 2 1 2

2

1 2 2 1

3

1

(

      ( ) ( ))  

x u
H x u p x p

x

u

cos x x g sin x

u u
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


−

= + + + + +

− − −

 

The corresponding ad-joint equations are written as: 

  

( )

( )
( )

1 2

1

1

2 2 2 1 2 2

1 2

g x
p p

x

g xu
p u p x p

x





= −




= − − − +



 

Where 𝜃′ =
 𝜕𝜃(𝑥1)

𝜕𝑥1
 .  

The Hamiltonian function is further simplified by factoring out the control input u, in order to 

determine the driving modes. Then equation 6 becomes: 

  

2

2 1 2 2 2 2 2 3 1 2

1

2

2 1 2 2 2 2 2 1

( ) ( ) 

( ) (  )

x
H p u x p u p u p x

p cos x p x p x p g sin x



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= + + + + +

− − − −

                             

Based on the values of the switching functions, 
𝑥2

𝜂1
+ 𝑝2, 𝑥2𝜂2 + 𝑝2, and 𝑝2, the control inputs to 

minimize H, and the fact that each have three options of being greater than, less than, or equal to 

0, 27 different modes are found possible. It should be noted that not all of the modes are feasible 

due to the assumptions made.  In other words, infeasible mode scan be first ruled out by 

investigating the assumptions. First, efficiency of the electric motor must be greater than 0 and 

less than 1; i.e., 0 < ηi <1, i ∈{1,2}. Second, the electric vehicle moves forward only, i.e., x2 > 0.   

From these two conditions, it is found that 
𝑥2

𝜂1
 > 𝜂2𝑥2. For instance, when p2 ≥ 0, the conditions 

𝑥2

𝜂1
+ 𝑝2 < 0 and 𝑥2𝜂2  +  𝑝2 < 0 are infeasible because they violate 𝑥2 > 0. The conditions 

𝑥1

𝜂1
 +

 𝑝2 < 0 and 𝑥2𝜂2 +  𝑝2 = 0 cannot occur simultaneously since they violate 
𝑥2

𝜂1
 > 𝜂2𝑥2. For the same 

(6) 

(7a) 

(7b) 

(8) 
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reason, the conditions 𝑥2𝜂2  +  𝑝2 ≥ 0 and 
𝑥2

𝜂1
+  𝑝2 < 0 cannot occur simultaneously as well. After 

the infeasible cases, found in Appendix A, are ruled out, the remaining seven cases that could 

result in feasible modes are obtained as follows: 
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For the last three cases, u1, u2, and u3 are undefined because the optimal control mode is not 

uniquely determined from the given condition. The existence of the optimal control mode can be 

analyzed by checking the necessary condition, known as Kelley’s condition [56]. For a single 

control problem, the control u for a singular-arc can be determined by differentiating 𝜉 =
𝜕𝐻

𝜕𝑢
 with 

respect to time t until u appears explicitly, and then Kelley’s condition must be satisfied.  

That is: 
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(9b) 
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Where l is an integer variable. In the case (9e), u1 is undefined.  Consider ξ1= 
𝜕𝐻

𝜕𝑢1
 = 

𝑥2

𝜂1
+ 𝑝2= 0.  Its 

first- and second-time derivatives are given by: 

  

22

1 2 1 2 2 1 1 1

1 1

2

1 2 2 2 2

1 1

2

2 1 1 2 2 1

1

1
2 3

)

1
2 6

1

( ( ) ( ) )

( )

( )( ) (2 6  ( )

x
p cos x x x gsin x p

x
p x x x

x u cos x x x gsin x

      
 

  
 

      


= + = − − − − −

= + = − +

= − + − − − −

 

Since 2β + 6γx2 ≠ 0, the candidate solution is obtained as 

  
2

1 1 2 2 1( ) ( )  u cos x x x g sin x    = + + +  

Moreover, this solution satisfies the Kelley’s condition: 
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Similarly, in the case (9f), the solution can be found to be: 

  
2

2 1 2 2 1( ) ( )  u cos x x x g sin x    = + + +  

The cases (9e) and (9f) are both cruising mode as the same amount of input is applied to the 

system in order to keep it at constant speed; (9e) applies the input in propulsion while (9f) 

applies it in braking. 

 For case (9g), u3 is undefined. Consider ξ3 = 
𝜕𝐻

𝜕𝑢3
 = p2 = 0.  Then, its first- and second-time 

derivatives are ex-pressed as following: 
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Since 𝑝2 = 0, 𝑝̇1=0 from Eq. (7a), the solution would never reach a situation in which u3 (friction 

braking) would stand alone and have a distinct solution; therefore, this mode is also infeasible. 

Finally, the list of the remaining excluded control modes is summarized in Table 1.   

Note that the number of control modes is five and that two different braking modes are used in 

an electrified vehicle unlike a conventional vehicle without regenerative braking capability. 

Table 1 - Possible Control Modes 

Control u = [u1, u2, u3] Description 

[𝑢1̅̅ ̅, 0,0] Full Propulsion 

[0,0,0] Coasting 

[0, 𝑢2, 0] Full Regenerative Braking 

[0, 𝑢2, 𝑢3] Full Braking 

[𝛼𝑐𝑜𝑠𝜃(𝑥1) + 𝛽𝑥2 + 𝛾𝑥2
2 + 𝑔𝑠𝑖𝑛𝜃(𝑥1), 0,0] Cruising 

[0, 𝛼𝑐𝑜𝑠𝜃(𝑥1) + 𝛽𝑥2 + 𝛾𝑥2
2 + 𝑔𝑠𝑖𝑛𝜃(𝑥1), 0] Cruising 

 

2.3 Constraints on Propulsion and Braking 

Propulsion and regenerative-braking of the electrified vehicle are limited by the maximum power  

from electric components such as electric motor(s), a fuel-cell and a battery.  As a result, the 

influence of these limits or constraints on vehicle operation need to be clearly understood to 

properly formulate the control problem. In general, electric motors used in transportation system 

are characterized by the maximum torque curve, a function of their operating velocity as 

schematized in Figure 4.  
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Figure 4 - Schematic of Maximum Force Curve as a Function of Velocity 

The v−f relationship can be obtained from the motor torque, τ, the tire radius, r, and the final drive 

ratio ia: 
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The force limit sets the reference value for the maximum propulsion and maximum regenerative 

braking that the vehicle is capable of.  Moreover, the velocity of the vehicle is restricted by the 

limit of the motor’s rotational speed, ω, from the following relation: 

   
a

r
v

i


=  

Therefore, the optimal trajectories of the vehicle should be found in consideration of the motor 

characteristics as given by:

(13a) 

(13b) 

(14) 

(15a) 
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Where φ1 and φ2 are velocity-dependent upper and lower limits of the force. However, the motor 

power is constrained by power/energy sources. For instance, when fuel-cells and batteries are used, 

motoring power is limited by the maximum power from both fuel-cells and batteries whereas 

charging power is limited by batteries only; in this case, the shape of force limits is no longer 

symmetric. The functions φ1 and φ2 are influenced by the size of powertrain components, i.e., 
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Where Pb, Pfc and Pm denote battery power, fuel-cell power, and motor power, respectively. Note 

that the switching functions are the same as those described in Section 2.2; therefore, u1 and u2 

become φ1(x2) and φ2(x2), respectively. The influence of propulsion and braking power on the 

optimal trajectory will be presented and discussed in Chapter IV.

(15b) 

(16a) 

(16b) 

(17a) 

(17b) 
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Chapter 3: Dynamic Programming Implementation & Case Studies 

The formulation of an optimal control problem is complicated and has implications for the 

obtained solution. By solving the same problem in different ways, we can determine more 

straightforward and less computationally intensive  methods. Specific factors impact the  

optimization  of energy consumption in an electric vehicle. These factors include the constraints 

on the speed,  acceleration,  time,  distance, and braking force. Additionally, the problem can be 

formulated in the discrete or  continuous  time  domain,  or even translated into the distance 

domain. The following sections elaborate on the constraints set and problem formulation. 

3.1 Dynamic Programming 

Dynamic Programming is a numerical, problem-solving method used for solving complex 

problems by not having to deal with the complexity of the problem directly. The approach focuses 

on breaking down the complex problems into a group of simpler subproblems, then solving each 

of those subproblems just once. The solution of the subproblems are stored in a memory-based 

data structure such as an array or map. The solutions of the subproblem are each indexed based on 

the values of their input parameters, as a way to ease the process of looking them up. During 

computation, if same subproblem was to occur more than once, instead of having to recompute its 

solution, it simply looks up the previously computed result and as a result, it reduces computation 

time. Dynamic programming is both a mathematical optimization method and a computer 

programming method. It provides a methodology to plan trajectories and design controllers and 

estimators for nonlinear systems [57,58,59]. One of the main characteristics of dynamic 
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programming approach is the development of a recursive optimization procedure. In this 

procedure, a solution of the overall problem is built by first solving a simpler one-stage problem. 

After that, the method proceeds to keep solving one stage problems sequentially until the overall 

optimum is found. This method requires solving the problem backward as the final stage becomes 

the first stage. As a result, prior data is built into the procedure in order for it to be able to figure 

out its path from final point to first point. Alternatively, forward computation is also possible, in 

which the first stage to be solved is the initial stage of the problem and problems are solved moving 

forward one stage at a time, until all stages are included. Nonetheless, forward computation cannot 

be used in problems that include uncertainties [60]. The basis of this optimization procedure is the 

so-called principle of optimality. The principle of optimality states that an optimal policy has the 

property that, whatever the current state and decision, the remaining decisions must constitute an 

optimal policy with regard to the state resulting from the current decision [57]. In this work, the 

initial and final velocities, the constraints, and the path are fed into the system. As a result, 

backward computation is used to retrieve the results. Furthermore, it is important to note that DP 

can also suffer from the curse of dimensionality. This term simply expresses the phenomenon in 

which the computation and complexity of the problem increase significantly with increase of size. 

Increase of size can basically refer to the addition of state variable or control inputs. As a result, it 

is important to find methods that decrease computation time, computation complexity, and need 

for large discretization. This could allow researchers to address larger problems with more realistic 

variables.  

In order to have a better understanding of DP, it is important to understand its mathematical 

expression. In order to apply that in relation to control theory, it is important to relate it to the 

Hamilton-Jacobi-Bellman (HJB) equation. The HJB equation is a partial differential equation that 
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yields the value function which gives the minimum cost for a given dynamical system with an 

associated cost function [61]. A general expression of the dynamic programming use in control 

theory could be expressed through the problem of finding an admissible control input u* that 

guides the system ( )( ) ( ), ( ),x t g x t u t t= to follow an admissible trajectory x* on time interval 

0     ft t t  that minimizes a cost function: 

   ( ) ( )
0

( ), ( ), ( ),  d

ft

t

f fJ h x t t x t u t tg t= +   

Where h and g are specified functions. The solution to this problem is an optimal control policy 

u* = p(x(t), t), which produces an optimal trajectory x* and an optimized loss function J*. The loss 

function follows the fundamental equation of DP expressed through the HJB equation:  

   ( ) ( ) min ( ), ( ), ( ), ( ),t xJ f x t u t t J x t u t tg − = +
u

T
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After that, the control input u has to be minimized in terms of t, x, and the unknown function Jx* 

and the result is substituted into the HJB equation to get the partial differential equation that is 

solved with boundary condition expressed by J (tf) = h(x(tf ), tf ). In order to apply this technique 

into practice, the continuous process has to be approximated by discretizing the system, which 

leads to: 
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   ( ) ( ) ( )( ) 1
ˆ ˆmin , ,

n kk N k N k N k k N k N kJ f ux x xJ g u
−

 

− − − − − −= +u  

Where k is a stage of N-equally spaced discrete time intervals, and where 𝑓 and 𝑔̂ denote discrete 

approximations to functions f and g. This functional equation is known as the Bellman equation, 

which can be solved for an exact solution of the discrete approximation of the optimization 

equation. In simple words, DP follows the assertion that if a-e-g is the optimal path from a to g, 

then e-g is the optimal path from e to g. DP extends this idea to sequences of decisions which 

together define an optimal policy and trajectory [61, 62]. The following section explains the DP 

formulation for the problem considered in this study.  

3.2 Dynamic Programming Formulation 

In practice, speed restrictions or limits are set throughout roads. To move forward towards 

implementation, the equations of motion described in Section 2.2 are rewritten in the distance 

domain. This reformulation is beneficial in handling road data such as grade and speed restrictions 

as also mentioned in [50]. Thus, the OCP can be reformulated as: 
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Where η is the motor efficiency and the mode-dependent variable q is defined such that q = 1 for 

regenerative-braking and q = −1 for propulsion. Note that the equations of motion are expressed 

in terms of s and hence x′ is used instead of 𝑥̇ to represent a derivative with respect to distance 

rather than time. i.e., x = [x1, x2]
T = [t, v]T. 

To solve the optimal control problem, Dynamic Programming (DP) is used in this study. DP is a 

powerful numerical technique to determine optimal trajectories explicitly using the Bellman’s 

optimality principle while searching from the final state backward in time.  It is well known that 

DP suffers from computational burden when the number of state and control variables increase, 

i.e., curse of dimensionality. Nonetheless, DP is still useful to find a global optimum even for 

nonlinear systems with constraints when the number of variables is small enough [57]. To perform 

optimization using DP, the equation of motion needs to be expressed in a discrete domain. 

Discretization inherently introduces numeric errors, which degrades the accuracy of the found 

solution.  To avoid these numerical errors, a careful implementation is important [61]; in this study, 

discretization steps for time, velocity, and distance are chosen as provided in Table 2.  

Table 2 - Discretization in DP Implementation 

State Symbol Value Unit 

Velocity ∆v 0.2 m/s 

Time ∆t 2 s 

Distance ∆s 30 m 

For each of the five control modes in (18), a set of equations are used to compute the corresponding 

acceleration, velocity, and force for a given distance of ∆s as follows: 
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Mode 1, Full Propulsion 

   

max

2

2, 1 2,

min  , ,

2 ,

,

0

r g

k k

e r g

f

f f f
a a

M

x x a s

f Ma f f

f

+

− − 
=  

 

= + 

= + +

=

 

Mode 2, Coasting 
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Mode 3, Regenerative Braking 
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Mode 4, Full Braking 
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Mode 5, Cruising 

    

In the equations above, the larger magnitude of the resisting force, fr, or grade force, fg, in addition 

to whether the grade is positive or negative, determines whether the force applied to the vehicle is 

a propulsion force or braking force. Thus, the force in Cruising mode can be either positive or 

negative depending on the grade and its dominance over the other resisting forces. Note that Mode 

4, Full braking mode, involves friction braking in addition to regenerative braking. It is important 

to clarify that the benefit of this mode is reflected in its use when braking over the regenerative 

braking limit is needed. This mode would allow the vehicle to respect the speed and time 

constraints; that is, the vehicle would be allowed to operate at higher speed because rapid 

deceleration is possible.  Additionally, this mode enables the system designer to choose an energy 

storage device with a smaller capacity that might otherwise limit regenerative braking capability. 

When computing electrical forces, denoted by 𝑓𝑒
𝑒𝑙𝑒𝑐 , the motor and generator efficiencies are 

included, such that: 
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After computing the electrical forces, the total electrical energy consumption is computed as: 
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Where Nf is the total number of finite horizons in a distance space and ∆s is the distance 

discretization as given in Table 2.  Note that ∆s = 30 m is used after careful simulation proved that 

the quality of optimal solutions could be kept while computation load is decreased. It can be found 

that the same discretization length is considered in [50].  

3.3 Case Study 

In this work, a light-weight military ground robot, such as the one in Figure 5, is considered as a 

target vehicle. As the needs of military vehicles rapidly increase, energy-efficient maneuvering 

becomes one of the most important requirements among robust performance, mobility and ability 

to support a variety of electrical loads. Because of the last requirement, electrified powertrains 

have been receiving attention in all branches of the military for their potential strategic benefits 

[15].  It should be noted that, although the application considered in this work is to a military 

ground vehicle, the presented work and approach can be applied to any electrified vehicles.  

 

Figure 5 - Sample Model of Considered Lightweight Military Robot [64]
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The Army Ground Vehicle Programs use various drive cycles including time, speed, and grade, 

for testing and validating new vehicle systems and models. These cycles have traditionally been 

characterized by run speed, number of stops, and terrain profile. For the sake of powertrain 

analysis, there have been a number of additional metrics proposed for characterization of such 

drive cycles in the context of fuel economy evaluation. The drive cycles for ground vehicles focus 

on running at a constant speed over varied terrain for practical reasons [65]. Thus, two different 

drive conditions are studied: relatively flat (Convoy) and hilly roads (Churchville B). Specifically, 

these two drive cycles are considered as the baseline operations when comparing the performance 

of the optimized speed profile obtained from DP; that is, the total energy consumption and trip 

time traversing these two cycles are computed from a given set of time, speed, and grade 

information. Table 3 displays the parameters used in the case study.  Note that due to the motor’s 

speed limit, the original Convoy and Churchville B cycles are scaled by a factor of 0.67. 

 Table 3 - Vehicle Parameters and Constraints 

Parameter Symbol Value Unit 

Mass M 453.6 kg 

A A 0.17 N 

B B 0.06804 Ns/m 

C C 13.608 Ns2/m2 

Tire radius r 0.2794 m 

Final drive ratio ia 7.54 - 

Speed limit vlim 23 m/s 

Max. Acceleration 𝒂̅ 3 m/s2 

Min. Acceleration 𝒂 -3 m/s2 

Motor Efficiency η1 0.95 - 

Generator Efficiency η2 0.88 - 
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Non-hilly environment - Convoy cycle 

The Convoy Cycle, shown in Figure 6, has some deviation in speed and a small variation in grade. 

From the cycle and parameters in Table 3, the resisting force, fr, the grade force, fg, and the 

acceleration required to operate the robot can be computed.  

 

Figure 6 - Baseline   Military   Drive   Cycle: Convoy Cycle 

The total electrical energy consumed from the Convoy cycle was calculated to be 1.06 MJ, which 

represents the baseline value for a non-hilly operation.  Figure 7 displays the results of total energy 

consumption for different trip durations, which clearly shows a trade-off between energy 

consumption and trip time. Particularly, when the trip time is set to be similar to that of the 

baseline, the total electrical energy consumed to traverse the optimal speed profile obtained by DP 

is 21% less, i.e., 0.84 MJ. When the amount of energy consumed is set to be similar to that of the 

baseline Convoy cycle, a 14% reduction in trip time is achieved.  

Distance (km) 
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Figure 7 -   Tradeoffs Between Energy Consumption and Trip Time for Convoy Cycle  

Figure 8 shows the speed profiles over two different trip times in addition to the baseline Convoy 

cycle. With the speed limit set at 23 m/s and with a non-hilly road, the vehicle does not show 

frequent mode changes, but a stable cruising operation that allows the vehicle to stop within the 

set trip time. Additionally, for the same distance but with a longer trip time, the vehicle tends to 

decrease its speed, which obviously reduces the energy consumption. The propulsion and cruising 

that the vehicle executes are due to the little deviation in grade that allows the vehicle to increase 

its speed at downhills without enduring additional energy loss. The regenerative braking is used at 

the end of the trip to stop in accordance with the final velocity constraint. 

 

Driving Time (s) 
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Figure 8 - Comparison of Speed Profiles Over Convoy Cycle 

Rugged hilly environment - Churchville B Cycle 

Unlike the Convoy cycle, the Churchville B cycle provides constant velocity throughout the trip.   

However, this cycle has a more discernible grade change that highlights the performance benefits 

of velocity optimization over a more irregular course or terrain that has steeper grades. Figure 9 

displays the grade changes and constant velocity of the cycle.  

 

Figure 9 - Baseline   Military   Drive   Cycle: Churchville B Cycle 
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The total electrical energy consumed from the Churchville B cycle was calculated to be 0.41 MJ, 

which represents the baseline value for the rugged-hilly operation. Using trip time similar to the 

baseline, the solution to the OCP shows a 24% reduction in energy consumption, i.e., 0.31 MJ. 

Moreover, it is observed from Figure 10 that a 24% reduction in total trip time can be achieved 

when consuming the same amount of electrical energy as the baseline. 

 

Figure 10 - Tradeoffs Between Energy Consumption and Trip Time for Churchville B Cycle 

The results in Figure 11 display the speed profile for Churchville B cycle over two different trip 

times compared to the baseline. The vehicle exhibits several mode changes as it drives over an 

uphill and downhill distinctively; in particular, coasting and cruising modes are effectively utilized 

to minimize energy consumption. As the trip time decreases, the vehicle tends to make better use 

of increased speed at downhills and uses the propulsion mode more often.  In contrast, for a longer 

trip time, the vehicle tends to use more braking that could benefit in regenerating energy while 

respecting the time constraint. 
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Figure 11 - Comparison of Speed Profiles Over Churchville B Cycle 
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Chapter 4: Influence of Powertrain Design on Performance and Control 

Modes 

4.1 Impact of Hybridization - Battery Power Capability 

The main aim of the work done in this thesis is to reduce energy consumption of electrified vehicles 

with various power sources, for instance, fuel-cells and batteries.  Sizing those components could 

affect optimal trajectories.  For instance, additional power comes at the cost of increase in battery 

size, and increased size can result in reduction of energy consumption due to increased 

regenerative capability. To assess the impact of different battery sizes (or, regenerative power 

capability) on the energy consumption of the vehicle, a parametric study is conducted by response 

surface methodology with the following battery power capabilities: 

Preg ∈{10,15,20,25} kW 

Note that motor power is set at 30 kW, which can be interpreted such that all power sources 

including fuel-cells and batteries can provide sufficient power to operate the motor over the 

considered driving cycles. Figure 12 displays a schematic of model of the focused areas of study 

in this thesis. The vehicle provides control actions that operate the battery or fuel cell to provide 

the necessary power to the motor that either works to apply propulsion or generation, depending 

on whether acceleration or deceleration is required. The motor then provides the necessary speed 

and torque to operate the wheels to move the vehicle. The environment plays a significant role in 

affecting the performance of the vehicle. The impact comes from speed constraints, road attributes, 

or road grade that directly affect the operation of the vehicle. An energy model is built based on 

the information of the energy used, and that data is used by the optimization module in order to 
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provide the necessary feedback for the vehicle to operate with the optimal control mode in order 

to maintain speed and minimize energy consumption. The impact of the battery on the operation 

is in its ability to provide the necessary power to the motor. In case the battery is unable to provide 

the required power, fuel cell operates. Nonetheless, the regenerative braking is directly affected by 

the battery capability. The battery size affects how much regenerative braking can be applied by 

the vehicle and therefore fuel cell cannot cover up for the battery in this mode.   

 
Figure 12 - Schematic of Focused Areas of Study

In this study, it is assumed that the battery energy or state-of-charge (SOC) constraints do not 

become active throughout the trip. That is, any regenerative braking events following full 

propulsion do not recuperate more than the energy used for vehicle propulsion. This assumption 

helps avoid adding the battery SOC dynamics. The inclusion of energy constraint to address long 

downhill operation will be addressed in future work. As shown in Figure 13, the Convoy cycle 

reflects no difference in energy consumption for different regenerative power capability ranging 

between 10 and 25 kW.
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Figure 13 - Influence of Regen-Capability on the Energy Consumption and Driving Time: Convoy  

When it comes to the Churchville B cycle, the results, shown in Figure 14, show that as the 

regenerative power capability increases, energy consumption is decreased; however, as the 

regenerative power capability reaches 20 kW, there is no further improvement. In other words, the 

sizing parameter has a saturation point after which increasing the regenerative power capability 

adds no value to the vehicle. 
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Figure 14 - Influence of Regen-Capability on the Energy Consumption and Driving Time: Churchville B  

As shown in Figure 15, increasing the regenerative power from 10kW to 15kW improves the 

energy consumption by as much as 35%.  It can be observed that as the trip time set increases, the 

impact of resizing the regenerative power decreases to as low as 6%. Moreover, increasing the 

regenerative power from 15kW to 20kW has a lower benefit on the energy savings. The maximum 

energy savings is as high as 6% and drops to as low as 2%. These results reflect on the idea of the 

reduced impact of increasing the regenerative power. 



38 

 

 
Figure 15 - Percentage Saving in Energy Consumption by Increasing Regen-Capability Over Churchville 

B Cycle 

The vehicle has capability constraints set on it through the power limit and acceleration limit. For  

instance, due to the deceleration limit set on the vehicle, the regenerative power required from the 

vehicle would not exceed 25 kW. As a result, increasing the regenerative power of the vehicle 

would not have a significant impact. Referring to Figure 16, it can be observed that during braking, 

a majority of the points fall in the low power zones.  Furthermore, as the regenerative power is 

increased from 15 kW to 20 kW, only 5 points fall outside the 15 kW domain while 1 point only  

falls  in the 25 kW domain. Hence, there is no significant impact on the minimization of energy 

consumption with an increase in regenerative power beyond 20 kW.  



39 

 

 

Figure 16 - Comparison of Operating Points for Different Regenerative Braking Capability Over 

Churchville B Cycle for a Trip Time of 350 Seconds 

The results retrieved from the simulations highlight the importance of operational environment in 

design and control. The hilly Churchville B cycle allows the vehicle to use coasting and 

regenerative braking more often at downhills. The use of the regenerative braking mode requires 

higher regenerative power capabilities of the motor. On the other hand, the Convoy cycle has 

minimal grade change and requires the regenerative braking mode only at the end of the cycle to 

stop the vehicle within the time constraint.  As a result, there is no significant impact of battery 

size on energy consumption.   Furthermore, increasing the regenerative power capability reflected 

greater flexibility in decreasing the driving time for a trip. With an increased regenerative braking 

capability, the vehicle has more flexibility to increase its speed while sticking to the final 

distance/speed set.
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4.2 Impact of Control Modes 

Statistical information about control modes over the two driving cycles for different time constraint 

is shown in Figure 17. It can be observed that the hilly Churchville B terrain exhibits more use of 

coasting. Driving downhill, the vehicle can use the grade force to its benefit for as long as the 

vehicle is maintaining the speed limit. In the non-hilly Convoy cycle, the vehicle is focused more 

on cruising mode. The straight path for the vehicle allows the vehicle to keep the balance of 

overcoming the resisting forces through cruising. Secondly, increasing trip time increases the use 

of coasting which is an efficient mode in minimizing energy consumption. Having more time 

flexibility, the vehicle tends to save energy by exerting no additional forces. Nonetheless, in the 

Churchville B cycle, the coasting mode is not inevitably increasing with increased trip time. The 

reason comes down to the importance of the operational environment that plays a significant role 

in the mode changes that occur. Notably, the constraints of deceleration, acceleration, speed, and 

distance limit play an important role in selecting the optimal control modes. Lastly, it is evident 

that as the regenerative power capability increases, the use of the full propulsion and regenerative 

braking modes decrease. The reason for the decrease in using these modes comes down to the 

increase in the use of coasting which leads to higher averaged velocity.  
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Figure 17 - Histogram of Control Modes for Different Trip Times with Various Regenerative Capability:       

10 kW (Top); 15 kW (Middle); And 20 kW (Bottom) 

 

One of the main advantages of the PMP analysis performed in this paper is the optimization 

approach using only five modes. The use of full braking mode is advantageous in many ways. 

Firstly, when the trip time is a constraint, the full braking mode allows the vehicle more flexibility 

in applying the maximum speed for a longer duration while arriving at the destination with zero 

velocity within the time set. Although there is a deceleration limit set on the vehicle that might 

cause the full braking mode not to be beneficial in this case, including the mode is still the proper 

way to compute a speed profile. Secondly, the full braking mode allows operation with smaller 

batteries, at times when regenerative braking capability is insufficient. As a result, this would allow 

more freedom to downsize the battery to compensate for the size of another energy source that 

could be used to hybridize the vehicle and provide an even higher overall efficiency. 

4.3  Impact of Efficiencies on Control Modes 

As discussed in previous chapters, the optimized speed profile uses different control modes when 

traversing through a certain distance. The use of the control modes depends solely on minimizing 
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the energy consumption of the vehicle. Sections 4.1 and 4.2 describe the effect of regenerative 

power capability on the use of control modes. However, this section analyses the effect of the 

motor efficiency on the control modes. Different efficiency values are used ranging from 89% to 

95%, 𝜂1 = {0.89,0.91,0.93,0.95}. For the Convoy cycle, as seen in Figures 17 and 18, cruising 

and coasting modes are the most used modes as they help the vehicle maintain speed with minimal 

energy consumption. The Convoy cycle’s flat route requires minimal mode changes as the vehicle 

requires propulsion only in the beginning to accelerate the vehicle while it needs regenerative 

braking only at the end in order to stop the vehicle. Cruising mode is most used in this cycle as it 

keeps the balance of overcoming the resisting forces. Coasting mode is used with increase in time 

flexibility as the vehicle tries to save energy by exerting no additional forces.  Using the same set 

of driving time {1300s, 1500s, 1700s, 1900s}. Figure 18 displays the statistical information of the 

effect of efficiency on the use of control modes for the Convoy cycle. When increasing the 

efficiency from 89% to 91%, the results show no significant impact of efficiency on the control 

operations. The reason is because in the Convoy cycle, the vehicle uses propulsion only in the 

beginning to accelerate and uses regenerative braking only at the end to stop the vehicle. 

Realistically, the increase in efficiency tends to make the vehicle depend more on cruising which 

is only evident in the increase from 93% efficiency to 95%. Nonetheless, the decrease that occurs 

from 89% to 91% is only justified with numerical errors from the approach. Analysis is made on 

the hilly Churchville B cycle in order to create a solid base for justification of results.  
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Figure 18 - Impact of Efficiencies on Control Modes for Convoy Cycle 

The hilly Churchville B cycle requires multiple mode changes as the vehicle tries to use the 

environment to its advantage in order to minimize energy consumption. Driving downhill, the 

vehicle can use the grade force to its benefit for as long as the vehicle is maintaining the speed 

limit. The impact of changing the efficiency is more evident in this cycle. Figure 19 displays the 

statistical information of the sum of the number of occurrences of each control mode for all the 

driving times, but for different efficiencies. Increasing motor efficiency for the hilly cycle shows 

a great impact on the control modes. As efficiency increases, the use of cruising and regenerative 

braking modes increases while the use of coasting decreases. At lower efficiencies, the vehicle 

tends to use coasting mode more often as it requires no exertion of forces and because the cruising 

mode suffers conversion losses when it switches from generating to motoring and vice versa. 

Nonetheless, as the efficiency increases, the motoring-generating conversion losses decrease. As 

a result, the vehicle tends to depend more on cruising and regenerative braking as they help 

maintain higher speed while respecting the speed, acceleration, deceleration, and time constraints.   
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Furthermore, the use of propulsion and full braking do not follow a specific trend as their use is 

more influenced by the terrain (uphill/downhill). 

 

Figure 19 - Impact of Efficiencies on Control Modes for Churchville B Cycle 

4.4 Impact of Using Nonlinear Motor Map 

For the work done in the preceding chapters, the motor and generator efficiencies were assumed 

to be constant values, 95% and 88% respectively. The efficiency of an electric motor is generally 

nonlinear. Nonetheless, the efficiency is relatively constant above certain force or torque levels 

covering nominal operating range. In this section, the impact of using a nonlinear motor map 

instead of the constant value will be investigated. Different approaches are used to retrieve the 

result of the energy consumed throughout the trip for both the Convoy and Churchville B cycles. 

Firstly, different runs are performed to compute the energy consumption at different times, using 

constant motor efficiency values ranging from 89% to 95% and constant generator efficiency of 

88%. After that, a nonlinear motor map that depends on the speed profile, and mechanical forces 

is used to compute the energy consumption for the same trips after running the simulations. These 
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results provide the suboptimal solution of the energy consumption using nonlinear efficiency. 

Lastly, the optimization problem is simulated with nonlinear efficiency that is computed 

throughout the DP computation. The velocity and mechanical forces that are computed for every 

discrete point are used to retrieve the efficiency value that is used to calculate the energy 

consumption. The results of this run ensure global optimality. Figure 20 displays the motor 

efficiency map. At different operating points, the efficiency ranges from 55% to 96% with an 

average value of 90%. Higher efficiency dominates area in which speed of the vehicle is around 

8.5 m/s. Note that the maximum speed constraint set is 23m/s.  

 

Figure 20 - Motor Efficiency Map 

Convoy Cycle 

 Operating over a flat route generates different results than operation over a hilly terrain. The 

terrain plays a significant role in affecting the speed and control modes. For the flat Convoy cycle, 

Figure 21 displays the results of the energy consumption computed from the suboptimal results 

that are retrieved after DP computation for constant efficiency values of 89% and 95%. Moreover, 

the figure compares these results to those computed from the global optimal approach. As seen, 
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the global optimal approach yields lower energy consumption results at all points. This confirms 

the conjecture that global optimal results of energy consumption yield lower values than 

suboptimal results. Note that the cost function used in the computation depends on the electric 

forces of the vehicle. As a result, when energy consumption uses nonlinear efficiency after 

computation (suboptimal), the velocity and forces would be retrieved based on the cost function 

that used constant efficiency. On the other hand, when using nonlinear efficiency throughout the 

DP computation, the cost function would be affected directly by the nonlinearity. As a result, the 

global optimal ensures more reliable results. Nonetheless, the values do not show a significant 

difference, and both follow the same trend, confirming the usefulness of both approaches. 

Moreover, the nonlinear efficiency suboptimal results retrieved after computation of constant 

efficiencies of 89% and 95% shows similar values. This proves that the suboptimal approach is 

reliable and is actually taking consistent consideration of the efficiency changes regardless of the 

results computed from different constant efficiencies.  

Figure 21 - Sensitivity Comparison between Different DP Approaches for the Convoy Cycle 

When it comes to the speed profile, the change in efficiencies and change in approach play a 

significant role in the control modes and speeds over different discrete points. Figure 22 displays 

the speed profile and efficiency plot for the Convoy cycle for global optimal results of nonlinear 
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efficiency and constant efficiencies of 95% and 89%. In the global optimal speed profile, the 

vehicle displays operation of Pulse and Glide (PnG). PnG, also known as artificial glide, is one of 

the most typical economic driving strategies, which is fitting for proper roads in the plains or with 

a slope less than 2% [66]. In this operation, the vehicle accelerates steadily to a higher speed, then 

the vehicle stops exerting forces and keeps coasting or gliding as a result of the vehicle’s kinetic 

energy stored in the period of acceleration. As the speed drops below 80% of the desired, high 

speed, the vehicle accelerates steadily again, and the process keeps repeating throughout the trip. 

When gliding, the motor idles and stops exerting any energy, resulting in reduction of energy 

consumption. Combining this operation with the cruise technology that controls the speed, 

provides a good approach for eco-driving [67,68]. PnG operation allows the motor to operate at 

higher efficiency in pulse while in glide, although the efficiency drops, the coasting mode used 

prevents conversion losses and allows the vehicle to operate at a higher over efficiency throughout 

the trip.  

 
Figure 22 - Speed Profile (top), and Efficiency Plot (bottom) Using Constant and Nonlinear motor 

efficiency with Emphasis on Control Modes for the nonlinear efficiency results (middle) over the Convoy 

Cycle 
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When it comes to the control mode changes that occur in comparison between the constant 

efficiencies approach and nonlinear efficiency approach, Figure 23 displays the differences in 

results. As can be seen, there is a significant increase of the use of propulsion and coasting, and a 

sharp decrease in the use of cruising mode. The reason comes back to the idea of Pulse and gliding 

that causes the vehicle to operate efficiently by applying acceleration then gliding (coasting) until 

the speed drop below 80% of the efficient speed. Cruising mode is used in this case in order to 

maintain constant speed for some time.  

 

Figure 23 - Control Modes Comparison Between Nonlinear Efficiency Approach and Constant 

Efficiencies for Convoy Cycle 

 

After extracting the results of the impact of nonlinear efficiency on the control modes, a 

comparison is conducted to study the impact of time on the control modes for the nonlinear 

efficiency. Figure 24 displays the results of the analysis compared to the results for constant 

efficiencies similar to those compared in Figure 17. As seen, the difference is not only in the use 

of control modes throughout the trip but also in the behavior of the control modes over time. As 

previously discussed, increase in time for the Convoy cycle for constant efficiencies results in an 

increase in the use of coasting mode and decrease in the use of cruising mode as the vehicle uses 

the flexibility in time to exert less forces. Nonetheless, in the nonlinear efficiency, due to the pulse 
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and glide operation, as time flexibility increases, the vehicle tends to use cruising mode more often. 

This is because the vehicle finds the operation of constant speed more efficient than the application 

of acceleration and coasting over a longer period of time. Afterall, propulsion consumes more 

energy than cruising and therefore, with increase in time, cruising is used more.  

 

 

Figure 24 - Histogram Comparing Control Modes of Nonlinear Efficiency vs. Constant Efficiencies Over 

Different Times for Convoy Cycle 

 Churchville B Cycle 

The same approaches are applied to the Churchville B cycle to provide a stronger base for analyses 

and to study the impact of the environment on the consistency of results. Figure 25 displays the 

sensitivity comparison for the Churchville B cycle. As seen, the difference between global optimal 

results and suboptimal results follows similar trend to that in the Convoy cycle. Nonetheless, there 

are small variations in the suboptimal results over different efficiencies. The grade changes that 

occur in the hilly route cause variations in the control modes used in the two efficiencies. These 

controls modes variations play a role in the energy consumed at some points. Nonetheless, the 

overall energy consumption is still similar, and the approach is still reliable and consistent.  
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Figure 25 - Sensitivity Comparison between Different DP Approaches for the Churchville B Cycle 

When it comes to the speed profile, the impact of the use of the different approaches is also 

conducted for the hilly Churchville cycle. Figure 26 displays the speed profile for global optimal 

results of nonlinear efficiency and constant efficiencies of 95% and 89%. Unlike the Convoy cycle, 

the vehicle maintains similar trends but at different speeds that result from the use of slightly 

different control modes over different discrete distances.  

 

Figure 26 – Speed Profile Using Constant and Nonlinear motor map for the Churchville B Cycle
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In order to have a deeper understanding of the difference in approaches, the changes in control 

modes needs to be analyzed. Figure 27 displays the overall use of control modes for the different 

approaches. The simulation trip times used are from 590 seconds to 270 seconds with 20 second 

decrementation. The control modes over each of the trip times are added together to yield the total 

use of each mode.  As seen, the changes in modes are not significant and they complement the 

results in the speed profile. For the nonlinear efficiency, the vehicle depends more on coasting and 

cruising throughout the hilly terrain, and less on propulsion and braking. At points in which the 

vehicle operates at high efficiency, cruising mode would be utilized more, while at downgrades, 

coasting mode proves to be the most efficient control mode. The environment still has the biggest 

impact in the Churchville B cycle.  

 

Figure 27 - Control Modes Comparison Between Nonlinear Efficiency Approach and Constant 

Efficiencies for Churchville B 

After extracting the results of the impact of nonlinear efficiency on the control modes, it is 

important to study the impact of time on the control modes for the nonlinear efficiency over the 

Churchville B cycle. Figure 28 displays the results of the comparison. As seen in the results over 
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increased time, the approaches do not follow a certain trend with increase of time. The difference 

between the control modes in the nonlinear efficiency approach is slightly different from that in 

the constant approach. The reason of the difference comes down to the value of the efficiency at a 

certain point, and the impact of the environment at the same point. Overall, this slight difference 

shows that the impact of the environment in the hilly Churchville cycle is greater than the impact 

of the efficiency over different times.  

  

Figure 28 - Histogram Comparing Control Modes of Nonlinear Efficiency vs. Constant Efficiencies Over 

Time for Churchville B Cycle 
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Chapter 5: Conclusion and Future Work 

In this thesis work, the approach of synthesizing PMP analysis and Dynamic Programming has 

proved effective in computing the desired speed profile for energy minimization. The minimum 

energy consumption problem was formulated and analyzed by PMP. The analysis showed that 

only five modes are required to achieve the minimum energy consumption, which could 

significantly reduce computation time for DP. Then, the OCP was reformulated in the distance 

domain and solved by DP. For the considered vehicle, a light-weight military electrified vehicle, 

the simulation results demonstrate a tradeoff between energy consumption and trip time for both 

flat and hilly roads. For the flat Convoy cycle, the optimal speed cycle uses 21% less energy for 

the same trip duration or reduces the time by 14% with the same energy consumption while for 

the hilly Churchville B cycle, it uses 24% less energy or provides 24% reduction in time.  

The impact of battery size, which dominates the regenerative braking capability, on energy 

consumption and control modes was also investigated. The benefit from increasing battery size, or 

regenerative power capability, depends on the operational environment.  That is, for the non-hilly 

terrain, no significant reduction in energy consumption is observed regardless of the increase in 

regenerative power capability. On the other hand, for the hilly terrain, it is beneficial for the 

considered vehicle if larger batteries are installed; yet, no greater than 20 kW. Furthermore, the 

sensitivity of energy consumption to regenerative-braking power limits and trip time is 

investigated. These studies provide important information that can be used in designing component 

size and scheduling operation to achieve the desired vehicle range. Furthermore, parametric studies 

of the influence of efficiency on the speed profile, controls modes, an energy consumption was 
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conducted. The results showed that for the flat Convoy cycle, the motor efficiency did not change 

the operation significantly but was still able to slightly save energy throughout the trip. On the 

other hand, the Churchville B cycle was affected more evidently by the change in motor efficiency. 

The impact of the motor efficiency is more evident when the terrain contains more irregularities. 

Lastly, the work provided parametric studies that used nonlinear motor efficiency map to retrieve 

the results and compare them to the results retrieved from constant efficiency approach. The 

nonlinear motor efficiency was used in two different ways. Firstly, after DP computation of results 

using constant efficiency, the nonlinear efficiency map was used to compute energy consumption 

using the speed and forces retrieved. This suboptimal approach proved to be reliable and 

consistent. Nonetheless, another computation approach was made by using the nonlinear efficiency 

map throughout the DP computation. The results provide more reliable data as the speed, forces, 

and control modes retrieved by this approach are affected directly by the cost function. These 

approaches were directly compared to analyze the evident differences in speed profiles and control 

modes.  

Future work includes co-optimization of speed profile and power management problems 

conducted to minimize total fuel consumption. The co-optimization problem will include battery 

state-of-charge dynamics and their constraints, in addition to nonlinear efficiency of the fuel cell 

system. 
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Appendix  

In this appendix, the remaining 20 control modes from the 27 possible ones discussed in Chapter 

2 are shown. As discussed earlier, these control modes are infeasible due to the constraint that 

the vehicle only moves forward, and due to illogical contradiction, such as propulsion and 

braking occurring simultaneously.  
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