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Abstract

Developing efficient and accurate three-dimensional (3D) neutron transport meth-

ods for nuclear reactor applications has long been a major objective for nuclear sci-

entists in the field of reactor physics and radiation transport. Even with the large

computers available today, exact 3D neutron transport methods are often too costly

to be used for practical core design or safety analysis. Several methods have been

developed that use various approximations to the neutron transport equation so that

the calculations can be performed on commonly available computing platforms.

One such method is the “2D/1D” method, which decomposes 3D geometries into

several 2D domains wherein 2D transport equations are solved. These 2D transport

equations are coupled to one another through transverse, 1D, approximate transport

solutions in the axial direction. The 2D/1D method is best suited for problems where

the axial gradient of the solution is relatively weak, such as Light Water Reactor

(LWR) problems. The 2D/1D method uses an accurate 2D transport solution to

resolve the highly heterogeneous radial geometry, and treats the axial dimension with

a lower-fidelity, more coarsely discretized solution, which is usually appropriate.

Some of the typical assumptions made in many 2D/1D methods can negatively

affect the accuracy of the solution in a non-negligible way. Two of the most significant

are the isotropic approximations made to the transverse leakage (TL) and homoge-

nized total cross section (XS) used to couple the 2D and 1D equations. In cases

where the axial gradients are relatively strong, these assumptions are detrimental to

the accuracy. The isotropic TL approximation was corrected in previous work. In

this work, the XS is also allowed to be anisotropic. The results show that with both

anisotropic TL and XS, the accuracy of 2D/1D is improved significantly.

The 2D/1D methods with anisotropic TL and XS are significantly more expensive

than the isotropic TL and XS method, which is the standard in the Michigan Parallel

Characteristics Transport (MPACT) code. In this work, a 2D/1D method with polar

angle parity is developed to significantly reduce the run time of the anisotropic TL and

XS method while still significantly improving the accuracy compared to the isotropic

TL and XS method.

xiii



The theoretical accuracy limit of the 2D/1D methods are analyzed and com-

pared to the 3D Simplified P3 (SP3) method. We find that the 2D/1D method with

anisotropic TL preserves the 3D SP3 limit with only a few anisotropic TL moments,

while the 2D/1D method with isotropic TL does not. As a result, the isotropic TL

method is less accurate in problems where there are strong spatial gradients in the

radial and axial dimensions.
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Chapter 1: Introduction

This chapter motivates the solution of 3D neutron transport problems using “2D/1D”

methods and highlights new results, developed in this thesis, that can mitigate the

shortcomings of 2D/1D methods. The history of the 2D/1D method is also discussed.

Lastly, an outline is given for the remainder of the dissertation, in which a new

approximation and a new 2D/1D method are presented and tested.

1.1 Motivation

The determination of the neutron flux is a core objective of computational nuclear

reactor analysis. The spatial and energy distribution of neutrons within a reactor

directly determines key reactor safety and operational parameters such as criticality,

local peaking, fuel burnup, and vessel fluence. To design a reactor and verify safety,

it is necessary to calculate the neutron flux under a variety of operating conditions

and potential accident scenarios. [1]

Most of the safety parameters of a reactor are related to localized thermal hy-

draulics quantities. For example, the peak fuel temperature for any pin must not

exceed the melting temperature of the fuel. This requires calculation of the flux for

every pin, either directly through high-fidelity neutron transport methods or indirectly

through lower-order methods and pin power reconstruction. With more accuracy and

less uncertainty in the pin-level solution through pin-resolved neutron transport, it

can be possible to safely uprate the reactor power without increasing fuel or other

operational costs, and thereby improve the economic efficiency of the reactor.

The neutron flux is determined by solving the Boltzmann transport equation.

Two classes of methods exist for solving this equation: deterministic, of which there

are many variations, and stochastic, which are commonly referred to as Monte Carlo

methods. In general, Monte Carlo provides higher fidelity modeling of the neutron

physics with fewer approximations, but it is significantly more expensive. Addition-

ally, the neutron diffusion equation is widely used. Neutron diffusion is a deterministic
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method for approximate solution of the neutron transport equation. The details of

these methods are given in Chapter 2.

Deterministic methods for the transport equation include discrete ordinates,

spherical harmonics, and method of characteristics [2]. The most common deter-

ministic method used for the design and analysis of LWRs is commonly known

as the two-step method. In this method, a 2D transport problem is solved for

a modular unit of the core (i.e., a fuel assembly), and this transport solution is

used to calculate homogenized parameters for an approximate whole-core diffusion

calculation [3],[4],[5]. The solution of the diffusion equation is approximate, but it

requires significantly less computation, because it lacks an angular variable and uses

a coarser spatial discretization. The 3-level structure of a PWR core, from core down

to assembly to fuel pin, is shown in Fig. 1.1.

Figure 1.1: Reactor core geometry and pin mesh [6]

While the two-step method is less accurate than 3D whole core transport calcu-

lations, it is preferred because it is often sufficiently accurate, and it usually requires

only a single processor. Even with large supercomputing facilities available today, 3D

whole core transport is relatively expensive and not feasible for performing the thou-

sands of statepoint calculations necessary for core design, fuel shuffle optimization,

or transient simulation.

The large machines at supercomputing facilities with order 105 cores have enor-

mous up-front capital costs and energy consumption that render them economically

unjustifiable for essentially all universities and private companies performing research

and routine calculations in the field of nuclear energy. Most nuclear scientists and

engineers are more likely to have access to a smaller shared machine with a few dozen
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to a thousand cores. This reality motivates the development of neutron transport

methods that can perform meaningful high-fidelity reactor calculations on a mid-level

computing platform (approximately 1000 or fewer cores) in a reasonable amount of

time (e.g., overnight). To be worthwhile, these calculations should model the true

reactor physics with greater fidelity and fewer approximations than the traditional

two-step method.

Light Water Reactor (LWR) cores are highly heterogeneous in the radial direc-

tions, but in the axial direction there is little variation in material properties. Thus,

LWR analysis is an optimal application for methods that can treat the different di-

mensions with different levels of fidelity. This is the concept at the heart of the 2D/1D

method [7]. In this method, the radial spatial dimensions are treated with high-fidelity

2D transport, while the axial dimension is treated by a simpler 1D method with a

coarser mesh.

The 2D/1D method is the theoretical foundation of what are arguably the most

prevalent deterministic neutron transport codes designed to perform LWR core cal-

culations on mid-level computing platforms. In this method, a given 3D geometry

is decomposed into several axial slices. Each axial slice is the spatial domain for a

high-fidelity 2D transport calculation, which often employs the Method of Charac-

teristics. The slices are coupled through axial transverse leakage (TL) terms, which

are computed from the solution of an axial 1D transport equation over each pin in

the reactor. A simplified diagram of the computational flow is given in Fig. 1.2.

This special spatial discretization is advantageous for LWRs because the neutron flux

has high-frequency radial variation and strong radial gradients, but mostly low fre-

quency axial variation and weak axial gradients, which can be accurately modeled by

a lower-fidelity 1D nodal solution. The 2D/1D method also parallelizes efficiently be-

cause adjacent slices are coupled on the “coarse” pin-cell grid, which is much coarser

than the “fine” grid on which the 2D transport solution is solved. Additionally, the

coupling terms are isotropic in the standard method. In the methods used in this

work, anisotropic coupling terms are used, but the amount of data that must be

passed is greatly reduced by Legendre and Fourier expansion.

The accuracy of the 2D/1D solution is increased when using anisotropic transverse

leakage terms to couple the 2D and 1D equations [8],[9]. However, the resulting

method has a significant increase in computational cost compared to the standard

isotropic coupling method. While the isotropic approximation to the coupling terms

is typically acceptable, there may be cases in which the 3D transport effects are

stronger, and the error associated with this approximation is unacceptable.
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Figure 1.2: 2D/1D computational flow diagram

The 2D/1D method with anisotropic TL is akin to 3D transport with an

alternating-direction implicit solution scheme [10], because the 2D and 1D methods

are both transport-based, and no approximation is made to the coupling between

the two equations. As such, the accuracy of this method is comparable to or even

equivalent to that of 3D transport with sufficient refinement in the 2D and 1D mesh

and angular quadrature. However, this is only true when there is no heterogeneity

within the coarse cells. When there is heterogeneity, the homogenized total cross

section (XS) represents another anisotropic coupling term between the 2D and 1D

equations. The standard method uses an isotropic homogenized XS, which does

not always preserve the 3D transport physics with sufficient accuracy. Using an

anisotropic XS can improve the accuracy of the 2D/1D method for problems with

heterogeneity, which are of significant practical interest. The anisotropic XS homog-

enization method is thoroughly studied in this work, and is one of the main novel

contributions.

The work presented here has two primary goals. The first is to demonstrate

theoretically the need for anisotropic homogenized XS for the 1D solution and verify

the accuracy of the new method using these cross sections with numerical results. The

second is to develop a 2D/1D method using parity in the polar angle to significantly
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reduce the cost of using anisotropic TL and homogenized XS. This faster method

uses a coarse-mesh 2D discrete ordinates transport solution to calculate the odd polar

parity angular flux, and the regular, fine-mesh 2D MOC solver to calculate the even

polar parity angular flux. This reduces the overall amount of work done by the MOC

solver, which is usually the most computationally expensive component of the overall

solution.

All new methods derived in this work were implemented into the Michigan Par-

allel Advanced Characteristics Transport (MPACT) code, a reactor core simulator

being developed collaboratively between the University of Michigan and Oak Ridge

National Laboratory for CASL. These methods are tested by comparison to neutron-

ics benchmarks and other test problems. Numerical results of these tests are shown

in Chapters 4 and 5.

1.2 History of the 2D/1D Method

The 2D/1D concept applied to neutron transport for LWR applications was pioneered

around the same time by two separate groups in Korea, with the first publications

coming in 2002. The “2D/1D Fusion” method, implemented in the CRX code, was de-

veloped at the Korea Advanced Institute of Science and Technology (KAIST) by N.Z.

Cho, G.S. Lee, C.J. Park, and colleagues [11]. At the Korea Atomic Energy Research

Institute (KAERI), a slightly different method, which is simply called “2D/1D,” was

developed by J.Y. Cho, H.G. Joo, K.S. Kim, S.Q. Zee and colleagues. This method

was implemented in DeCART [12],[7],[13] and later, at SNU, in nTRACER [14].

The standard method implemented in MPACT uses isotropic TL and is funda-

mentally similar to the methods in nTRACER and DeCART [15]. The method im-

plemented in MPACT for Stimpson’s thesis [8], which is the foundation of the work

in the present thesis, uses anisotropic TL. In this sense, it is more like the 2D/1D

Fusion method in CRX. However, the solver in MPACT uses a Fourier expansion in

the azimuthal angle for the axial and radial TL that saves a significant amount of

memory compared to the explicit azimuthal representation used in CRX. Addition-

ally, a 1D P3 solver is implemented in this method that uses a P3 Legendre polynomial

expansion in the polar angle for the radial TL instead of an explicit treatment of the

polar angle.

The DeCART code began as part of a project through the International Nuclear

Energy Research Initiative (INERI), and included collaboration between KAERI,

Argonne National Laboratory (ANL), and Purdue University. DeCART eventually

5



split into multiple versions. In the United States, one version was maintained by ANL

and another by UM. In early versions of DeCART, nodal diffusion solvers (NEM and

SENM) were used for the axial solution [12]. 1D P3 axial solvers have been used for

many years, owing to their improved accuracy [16],[17]. Work by Hursin et al. [18]

added an axial SN solver with polar-dependent radial TL.

UM eventually ceased development of DeCART to focus on a new 2D/1D imple-

mentation in MPACT [19],[20],[21]. Since 2014, MPACT has been developed collab-

oratively between UM and Oak Ridge National Laboratory (ORNL).

Stimpson implemented a method in MPACT that improved upon Hursin’s method

in DeCART by adding Fourier azimuthal moments to the radial TL, and treating the

axial TL with the same anisotropy [9]. This capability in MPACT is similar to the

pin-homogenized 2D/1D Fusion method. This is the starting point for the work in

the present thesis.

Concurrent with the development of MPACT, separate researchers at ANL ex-

tended concepts from DeCART into PROTEUS-MOC, which uses 2D MOC with

a finite-element discretization of the axial variable [22],[23]. Techinically, this work

utilizes a 3D transport method, and represents a notable departure from traditional

2D/1D. However, the concept of using a different discretization for the radial and

axial variables is similar to 2D/1D methods. Several other codes that perform 3D

transport with a 2D/1D style discretization scheme have been developed, including

PANX [24, 25], STREAM [26], and APOLLO3 [27]. An advantage of these codes is

that they can handle voided regions with improved accuracy because of the direct 3D

transport treatment. Traditional 2D/1D methods require XS homogenization with a

1D PN axial solution, which may be unstable or inaccurate in the presence of voided

regions. However, the traditional 2D/1D method performs well for LWR problems,

which typically have no fully voided regions.

The disadvantage of the methods mentioned in the previous paragraph is that

they are generally much more computationally expensive than the original 2D/1D

method, because the coupling between adjacent “2D” transport solutions occurs on

a finer spatial and angular mesh. The 2D/1D method implemented in MPACT, and

several other codes, is favorable for LWR analysis because it boasts good accuracy at

a relatively low computational expense compared to most 3D transport methods.

This thesis focuses on reducing the error in the 2D/1D method in MPACT due

to angular approximations. Various sources of error in the original 2D/1D imple-

mentation in DeCART were studied by Cho [28] using numerical experimentation
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on a simple 2D problem using C5G7 cross sections [29]. Three separate errors were

identified and quantified:

1. Nodal Error (i.e. axial spatial discretization error)

2. Diffusion Error

3. Homogenization Error

The nodal error was the most significant, but this is easily dispelled by using a nodal

expansion of the source and flux in space for the axial solution. If necessary, the

solution can be further improved by refining the axial discretization, either by using

finer slices for the MOC or using subplane within MOC slices [30]. The “diffusion

error” can be reduced by using a higher fidelity method for the 1D solver. MPACT

uses a P3 kernel for the axial solver.

This leaves only the homogenization error, which was found to be small for the

problem studied in [28]. However, the problem studied in [28] is oversimplified and

does not reflect the potential magnitude of the homogenization error for larger and

more complicated problems. Stimpson’s thesis [8] demonstrated that the heterogene-

ity error was significant for the 3D C5G7 benchmark problems. To demonstrate

that the error in this problem when using 2D/1D with anisotropic TL was due to

the pin heterogeneity, a modified C5G7 benchmark with homogenized pins was also

analyzed. For this modified problem, the 2D/1D method with anisotropic TL demon-

strated nearly perfect agreement with a 3D multigroup Monte Carlo Reference. Thus,

there is an error in the 2D/1D approximation that is only present when pin cells are

heterogeneous.

In Stimpson’s thesis, addressing the heterogeneity error was named as a primary

focus of future work. That declaration defined the starting point and motivation for

the present thesis. There are two potential sources of error due to heterogeneity of a

pin cell:

1. the pin-cell homogenization required for the 1D axial solver

2. the lack of a fine-mesh shape of the axial transverse leakage source in the 2D

radial solver.

Based on the study by Cho [28], it was assumed in [8] that the XS homogenization

was not the source of the heterogeneity error. Thus, the spatial shape of the axial TL

was assumed to be the final component of a high-accuracy 2D/1D transport method

in MPACT. However, in the present work, it was determined that the spatial shape
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of the axial TL is insignificant, and the XS homogenization is actually the cause of

the errors observed in [8]. Thus, a major focus of this work is in correcting that XS

homogenization error.

1.3 Dissertation Layout

Chapter 2 describes the many types of discretizations and solution methods used in

solving neutron transport problems. The description begins with a physical meaning

for each term in the 3D linear Boltzmann transport equation. Many of the common

treatments for the energy, angular, and spatial variables are mentioned and briefly

explained. Concepts and methods that pertain directly to the 2D/1D method used

in this work, such as MOC, CMFD, and nodal methods, are explained in more detail

than other methods.

Chapter 3 gives a mathematical foundation of the standard 2D/1D equations, and

the different approximations used in this work that improve the accuracy of 2D/1D.

Several new forms of equations for the 2D/1D method are derived, including a polar

XS homogenzation, azimuthal moments of the homogenized XS, and 1D P3 equa-

tions with anisotropic transverse leakage sources and collision terms. This chapter

also discusses other aspects of the 2D/1D implementation in MPACT, including the

iteration scheme, transverse leakage splitting, and under-relaxation. Additionally,

some recent results by other researchers that seem to contradict the results of this

work are discussed and explained.

Numerical results using the methods developed in Chapter 3 are presented in

Chapter 4. Results are given for a wide range of problems to clearly illustrate multiple

aspects of the 2D/1D approximation errors. First, a simple heterogeneous 1D problem

is solved with 1D/1D transport to illustrate the fundamental deficiency of isotropic

homogenization. Then, a problem with homogeneous “pins” is used to demonstrate

the effect of the anisotropic TL in absence of any heterogeneity error due to the

homogenized cross section. Next, a radially infinite lattice of pin cells with vacuum

axial boundary conditions and varying height is considered. This is one of the simplest

possible 3D transport problems that can be solved using a 2D/1D method. It serves

to demonstrate the effect of the homogenization in the absence of confounding effects

from the radial TL. A simple infinite repeating lattice of 9 pin cells (3 by 3 square)

with a partially inserted control rod is considered next. In this problem, the effects of

the TL and XS approximations are observed. This problem is also used to quantify

the magnitude of the polar and azimuthal moments of the XS. Finally, the full 3D
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C5G7 benchmark is used to evaluate the new method for a problem that is closer in

complexity to a full reactor.

The most significant drawback of the method developed in Chapter 3 is that it has

a relatively large computational and memory burden. In Chapter 5, a novel 2D/1D

method is introduced that uses even and odd parity equations in the polar angle.

The even parity equation is solved on the fine mesh using MOC, while the odd parity

equation is solved using a coarse-mesh 2D SN method. The resulting method is much

faster than the method from Chapter 3, with only a moderate slowdown compared

to the standard 2D/1D with isotropic TL. A few other ways to define a 2D/1D

method with polar parity are discussed, but the one pursued in this work appears to

be the most fruitful. Results using this method are given for the homogeneous fuel

problem and the 3D C5G7 benchmark. Compared to the other method, which has

significantly greater computational cost, this method demonstrates nearly equivalent

accuracy in the anisotropic TL approximation and is comparable but slightly less

accurate with respect to the 1D XS homogenization error. For problems with mild

axial heterogeneity, this new method is likely sufficient, but the higher fidelity method

may be necessary for problems with strong axial heterogeneity.

Chapter 6 investigates the theoretical accuracy of the 2D/1D method with differ-

ent levels of angular fidelity in the TL. A theoretical analysis shows that the 2D/1D

method with anisotropic TL moments can preserve the 3D SP3 limit, as long as a

sufficient number of anisotropic TL moments are used. With isotropic TL, the 2D/1D

method does not preserve the 3D SP3 limit. The Takeda-Ikeda [31] benchmark prob-

lem is used to compare 2D/1D methods to 3D SPN . The results show that 2D/1D

with isotropic TL is significantly more accurate than 3D SP1 (diffusion), but signifi-

cantly less accurate than 3D SP3, even when a 1D P3 axial solver is used. 2D/1D P3

with anisotropic TL is more accurate than 3D SP3.

The results and conclusions of the work are summarized in Chapter 7. Ongoing

research and other potential topics for related future research are mentioned. The

most significant area for future work is further development and application of the

method to real reactor problems.
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Chapter 2: Computational Neutron

Transport Theory

In this chapter, the basic theory of neutron transport and the numerical methods used

to solve transport problems are described. These methods are well documented in

various textbooks [1],[32],[33]. There are also textbooks [34] and retrospective journal

publications [35] that cover many of the computational methods used in neutron

transport. Particular attention will be paid to the approximations, advantages and

disadvantages of 2D/1D methods, which are the focus of this thesis. This chapter is a

generalized description of the various transport methods, meant only to give context

to the work presented in this thesis. More detailed information is available in the

other texts cited here. A full description of the 2D/1D method is given in Chapter 3.

2.1 The Boltzmann Transport Equation

The behavior of free neutrons is described mathematically by the (steady-state) Boltz-

mann transport Eq. (2.1a):

Ω · ∇ψ(r,Ω, E) + Σt(r, E)ψ(r,Ω, E)

=

∞∫
0

∫
4π

Σs(r,Ω
′ ·Ω, E ′ → E)ψ(r,Ω′, E ′)dΩ′dE ′

+
χ(r, E)

4π

∞∫
0

νΣf (r, E
′)ψ(r,Ω′, E ′)dΩ′dE ′ +

Q(r, E)

4π
, (2.1a)

r = (x, y, z) , (2.1b)

Ω = (
√

1− µ2 cosω,
√

1− µ2 sinω, µ) = (Ωx,Ωy,Ωx) . (2.1c)
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In Eq. (2.1c), ω denotes the azimuthal angle, and µ denotes the cosine of the polar

angle, which is the angle that Ω forms with the z axis. Eq. (2.1a) is a linear integro-

differential equation in seven variables (3 in space, 2 in angle, 1 in energy, and 1 in

time). The equation is solved for ψ, the neutron angular flux, which is the neutron

density at a given point in phase space multiplied by the velocity of those neutrons.

The transport equation consists of several terms, which will be explained indi-

vidually. Each represents either a loss or gain rate of neutrons at a point in phase

space. It can be thought of as a “conservation” equation: if there is no difference

between loss and gain of neutrons at a certain point, angle, and energy, then the time

derivative of the angular flux is 0 (steady-state). If there is an imbalance between

loss and gain, it will drive a change in the neutron population, and thus the neutron

angular flux, over time.

Only steady-state problems are analyzed in this thesis. This means that the

neutron losses and sources are balanced, and the time derivative is 0.

The streaming operator represents the rate at which neutrons enter or leave a

point in phase space due to their flight through space:

Ω · ∇ψ(r,Ω, E) .

The collision term describes the rate at which neutrons at (r,Ω, E) collide with a

nucleus:

Σt(r, E)ψ(r,Ω, E) .

Σt(r, E) is the rate, per unit length traveled, that a neutron at point r in the system

with energy E will have any kind of interaction with a nucleus.

The scattering source is the rate at which neutrons are scattered into a given

direction of flight and energy at a point in space:

∞∫
0

∫
4π

Σs(r,Ω
′ ·Ω, E ′ → E)ψ(r,Ω′, E ′)dΩ′dE ′ .

The prompt fission source is the production rate of neutrons immediately (within

10−14 s) after fission. Almost all fission neutrons (typically > 99%) are prompt. In the

steady-state transport equations, the difference between prompt and delayed neutrons
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is ignored, and both are treated by a combined fission cross section νΣf (r, E):

χ(r, E)

4π

∞∫
0

∫
4π

νΣf (r, E
′)ψ(r,Ω′, E ′)dΩ′dE ′ .

χ is the energy spectrum of fission neutrons. ν is the number of neutrons produced

per fission, and Σf is the fission cross section.

The final term is called the external source:

Q(r, E, t)

4π
.

This accounts for any source of neutrons that does not fit into one of the previous

terms. These sources are not directly dependent on the neutron flux in the system.

Some examples include an accelerator source (D-D, D-T, or other), a spontaneous

fission source such as Californium, or a photo-neutron source that produces neutrons

from high-energy photons emitted by fission events or fission products. The external

source is usually not relevant for reactor problems.

The methods developed in this thesis will only be applied to steady-state neutron

transport problems. Although the methods in this thesis have not been applied to

non-steady-state (i.e., “transient”) problems, doing this would probably not require

any significant changes. MPACT, and most deterministic codes, solve transient prob-

lems by discretizing in time and solving several “transient fixed-source problems” in

which the transient term is integrated and treated as an external source. Because the

method developed here can solve steady-state fixed-source problems, it can also be

used to solve transient problems [36].

2.2 keff Eigenvalue Problems

For steady-state neutron transport problems, the fission source is scaled by the inverse

of the effective neutron multiplication factor keff to enforce balance between the left
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and right sides of the equation:

Ω · ∇ψ(r,Ω, E) + Σt(r, E)ψ(r,Ω, E)

=

∞∫
0

∫
4π

Σs(r,Ω
′ ·Ω, E ′ → E)ψ(r,Ω′, E ′)dΩ′dE ′

+
1

keff

χ(r, E)

4π

∞∫
0

∫
4π

νΣf (r, E
′)ψ(r,Ω′, E ′)dΩ′dE ′ . (2.2)

The effective multiplication factor keff is the inverse of the largest eigenvalue of the

system λ1:

keff =
1

λ1

. (2.3)

Because of the normalization term keff , which depends on the angular flux,

Eq. (2.2) is a nonlinear equation that is solved iteratively by power iteration. In

most deterministic codes, the solution process involves, in one form or another, in-

verting the transport operator L:

L = Ω · ∇+ Σt . (2.4)

The sourceQ, which is a combination of scattering and fission sources, is calculated

using the angular flux from the previous iteration. The next estimate of the angular

flux is then calculated in the following manner:

Q(l)(r,Ω, E) =

∞∫
0

∫
4π

Σs(r,Ω
′ ·Ω, E ′ → E)ψ(l)(r,Ω′, E ′)dΩ′dE ′ (2.5a)

+
1

k
(l)
eff

χ(r, E)

4π

∞∫
0

∫
4π

νΣf (r, E
′)ψ(l)(r,Ω′, E ′)dΩ′dE ′ ,

ψ(l+1)(r,Ω, E) = L−1Q(l)(r,Ω, E) . (2.5b)
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Here, (l) is the iteration index. The multiplication factor is defined as the multi-

plication of neutrons over successive iterations [32]:

k
(l+1)
eff =

Fission neutrons produced by ψ(l)

Fission neutron source for ψ(l)

=

∫
V

∞∫
0

∫
4π

νΣf (r, E)ψ(l+1)(r,Ω, E)dΩdEdV

1

k
(l)
eff

∫
V

∞∫
0

∫
4π

νΣf (r, E)ψ(l)(r,Ω, E)dΩdEdV

. (2.6)

The solution to this eigenvalue problem can be scaled arbitrarily in theory, so a

normalization condition for ψ is enforced:

∞∫
0

∫
4π

ψ(l)(r,Ω, E)dΩdE = Ψ = constant . (2.7)

After many iterations, k
(l)
eff and ψ(l) will converge to the solution of the equations.

This iterative scheme converges very slowly because most reactor problems have very

high dominance ratios. In other words, the eigenvalues are closely bunched near the

maximum, so the eigenmode error associated with the second largest eigenvalue dies

away slowly, and it takes many power iterations to converge to the eigenfunction

associated with the largest eigenvalue λ1 = 1
keff

. In practice, the iteration is almost

always accelerated by a lower-order solution to the equations.

Eqs. (2.5) show the “power iteration” process for obtaining an iterative solution to

Eq. (2.2). To obtain a deterministic solution, the space, angle, and energy variables

must be discretized. These approximations will be discussed next.

2.3 Monte Carlo Methods

Stochastic, or “Monte Carlo” methods are a common and important class of methods

for solving the neutron transport equation. These methods directly determine neutron

behavior by simulating the physics of individual neutrons as they travel through a

medium, are scattered many times, and eventually absorbed, potentially leading to a

fission event. These methods are capable of more accurately modeling the physics of

the problem because neutrons are simulated individually. Each neutron can have an

energy, position, and direction of flight that is exactly represented (no discretization,

no grid). A Monte Carlo method gives a probabilistic estimate of the true solution.
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Thus, the solution has an associated uncertainty related to the statistical nature of

the estimate. The uncertainty is reduced as more particles are simulated.

A Monte Carlo method simulates reactor problems using many batches of neu-

trons, each roughly representing a single neutron generation. Each batch typically

consists of many thousands of neutron histories, followed from birth in a fission event

to the end of the history by absorption or leakage. The solution begins with “inac-

tive” cycles, which are used to obtain an accurate estimate of the spatial distribution

of the fission source. When this is complete, the code begins “active” cycles in which

quantities such as pin powers and the effective multiplication factor are estimated.

Monte Carlo methods are frequently used in the reactor physics community, al-

though most whole-core analysis and multi-physics still relies on deterministic codes,

because Monte Carlo is usually too expensive for whole-core calculations. In addi-

tion to reactor analysis, Monte Carlo is often used as a verification tool to check

whether deterministic codes are accurately simulating neutron physics. In this thesis,

multigroup Monte Carlo will be used to generate reference solutions to test prob-

lems so deterministic methods can be compared against one another by evaluating

their agreement with the Monte Carlo solution. The Shift Monte Carlo code [37] and

OpenMC code [38] are used for these purposes.

2.4 Discretization Methods

One of the most challenging aspects of solving the transport equation is that the cross

sections usually vary strongly in both energy and space, and may span several orders

of magnitude in very short intervals. As a result, the solution varies sharply in energy

and space. Because of the streaming term, the solution may also vary sharply in angle

if the problem is spatially heterogeneous. This makes accurate discretization of the

variables challenging. Some common discretizations are discussed in this section.

While deterministic methods require discretization, Monte Carlo methods can

treat the neutron position, direction of flight, and energy continuously. The cross

sections are discretized in space and angle, and the cross section energy dependence

can be treated with a fine discretization with interpolation that is effectively equiv-

alent to a continuous representation. This is possible because Monte Carlo methods

simulate the path of a single neutron through phase space. The exact energy of the

individual neutron is known, so a specific, accurate cross section can be determined.

The average behavior of neutrons in the system is then determined by simulating

many millions of neutron histories to get a statistically converged average.
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While Monte Carlo methods can solve neutron transport problems with good

accuracy and little approximation, they are computationally very expensive. Often,

the computing requirements of using Monte Carlo are prohibitive, which motivates the

development of deterministic methods with sufficient fidelity for problems of practical

interest.

Deterministic methods directly calculate the average behavior of neutrons in the

system, which requires discretization of the neutron flux in space, angle, and energy. If

these discretizations were all refined enough, it would obviously approach a continuous

representation, but it is almost never feasible to refine the discretization this much in

a practical problem.

2.4.1 The Multigroup Approximation

The cross sections of almost all nuclides have a strong dependence on incident neu-

tron energy. The energy dependence is also very unsmooth because of thousands of

resonances. The cross section is increased significantly for a very narrow range of

neutron energies around the resonance peak energies. The total cross section of U235

is given in Fig. 2.1a, with a zoomed in look to show detail in the resonance region.

For nuclides of greatest interest in reactor problems, such as U235, U238, Pu239, etc.,

it would require several hundred thousand points to faithfully reproduce the energy

dependence of the cross sections from thermal energies (10−2 eV) to fission neutron

energies (up to 107 eV).

The energy variable is discretized by subdividing the domain into several energy

groups, each representing all neutrons between a given lower and upper energy bound.

All neutrons in a given energy group are treated with group-averaged quantities in the

transport calculation. Typically, these groups are indexed, starting with the highest

energy (fast) neutrons in group 1, followed by sequential, contiguous groups down

to the lowest energy neutrons in group G. The multigroup values are obtained by
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(a) Full reactor energy range

(b) 100-200 eV range

Figure 2.1: U235 total cross section

integrating over the energy bounds of the group:

ψg(r,Ω) =

Eg−1∫
Eg

ψ(r,Ω, E)dE , (2.8a)

χg(r,Ω) =

Eg−1∫
Eg

χ(r,Ω, E)dE , (2.8b)

Σt,g(r,Ω) =

Eg−1∫
Eg

Σt(r, E)ψ(r,Ω, E)dE

Eg−1∫
Eg

ψ(r,Ω, E)dE

. (2.8c)
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The group-to-group scattering cross section is

Σs,g←g′(r,Ω
′ ·Ω) =

Eg−1∫
Eg

dE
Eg′−1∫
Eg′

Σs(r,Ω
′ ·Ω, E ′ → E)ψ(r,Ω′, E ′)dE ′

Eg′−1∫
Eg′

ψ(r,Ω′, E ′)dE ′

. (2.9)

The fission cross section is

νΣf,g(r,Ω) =

Eg−1∫
Eg

νΣf (r, E)ψ(r,Ω, E)dE

Eg−1∫
Eg

ψ(r,Ω, E)dE

. (2.10)

The cross sections are weighted by the flux spectrum because they operate on the flux

in the transport equation. This presents a difficulty because the cross sections must

be known in order to solve for the flux, but the multigroup cross sections depend on

the flux spectrum within the group. In practice, the cross sections are determined

by solving a problem with simplified geometry that approximates the continuous

energy or fine-group flux spectrum. This spectrum is then used to “collapse” the

cross sections into broader multigroup values. [32],[39].

While the correct weighting function for the multigroup cross sections is the an-

gular flux, it is expensive to store and use angle-dependent cross sections. Instead,

it is assumed that the angular flux spectrum is separable in energy and angle over a

given energy group:

ψ(r,Ω, E) ≈ ϕ(r, E)Ψg(r,Ω) , Eg−1 < E < Eg . (2.11)

This leads to isotropic multigroup cross sections:

Σt,g =

Eg−1∫
Eg

Σt(r, E)ϕ(r, E)

Eg−1∫
Eg

ϕ(r, E)

. (2.12)
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The multigroup form of the steady-state transport equation is:

Ω · ∇ψg(r,Ω) + Σt,g(r)ψg(r,Ω) =
G∑

g′=1

∫
4π

Σs,g←g′(r,Ω
′ ·Ω)ψg′(r,Ω

′)dΩ′

+
1

keff

χg(r)

4π

G∑
g′=1

∫
4π

νΣf,g′(r)ψg′(r,Ω
′)dΩ′ , 1 ≤ g ≤ G . (2.13)

There have been other energy discretization methods proposed recently. Till de-

veloped a non-contiguous, finite-element discretization in energy [40],[41]. Zhu and

Forget developed a discrete generalized multigroup energy expansion method [42] us-

ing Discrete Legendre Orthogonal Polynomials to expand energy dependence of the

angular flux within coarse groups. However, neither has yet been adopted widely,

and the traditional multigroup method remains ubiquitous.

2.4.2 Angular Discretization

. There are a few ways the angular variable Ω is approximated:

1. Discretization (discrete ordinates method)

2. Expansion in Spherical Harmonics

3. Diffusion approximation (the simplest case of spherical harmonics expansion)

Discrete ordinates methods are referred to as SN , where N reflects the order of the

quadrature rule used to integrate the ordinates. Expansion in spherical harmonics is

commonly referred to as PN , where N is the order of the expansion.

Discrete Ordinates Approximation

The unit vector Ω is defined by two separate scalar variables, ω and µ, in Eq. (2.1c):

Ω =
(√

1− µ2 cosω,
√

1− µ2 sinω, µ
)
. (2.1c)

Ω is discretized into ordinates separately in ω and µ. A quadrature rule is used

to compute integrals over angle. Two types of quadrature rules are typically used for

these variables in neutron transport: level-symmetric and product quadratures. In

a level-symmetric quadrature, quadrature points are evenly distributed over the unit

sphere. While this would be optimal for a homogeneous medium, it performs poorly
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for LWR problems because the neutrons traveling in directions close to the z axis are

modeled poorly because of the coarse azimuthal discretization. These neutrons are

important in LWR analysis because spatial self-shielding is an important effect and

is strongly dependent on polar angle. A cartoon of the placement of level symmetric

quadrature points is given in Fig. 2.2.

Figure 2.2: Level-Symmetric quadrature points

In a product quadrature, the quadrature points over 4π are determined by the

combination of a quadrature over 2π for the azimuthal angle ω and a quadrature

from -1 to 1 for the polar cosine µ. In this case, a Chebyshev quadrature is used

in the azimuthal angle, and a Gaussian or an optimized MOC quadrature, such as

that developed by Yamamoto and Tabuchi [43], is used for the polar angle. While

the Yamamoto-Tabuchi quadrature is preferred for 2D MOC because it provides good

accuracy with a low number of polar angles, a Gaussian quadrature is used exclusively

in this work because it is necessary to exactly integrate the Legendre moments of

the radial TL. A cartoon of the placement of product quadrature points is given in

Fig. 2.3. The size of the ordinates does not reflect their associated weights. Note that

there are an equal number of points at each polar angle. This leads to tightly-spaced

ordinates near the polar axis.
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Figure 2.3: Product quadrature points

In this thesis, only product quadratures are used. This is not only because they are

more accurate, but also because the anisotropic TL methods often treat the azimuthal

and polar angles separately, which is more straightforward and memory efficient when

their ordinate sets are independent of one another.

When the discrete ordinates approximation is applied to the transport equation,

the integrals over angle become sums over the quadrature set. The multigroup trans-

port equation with the discrete ordinates approximation is

Ωn · ∇ψg,n(r) + Σt,g(r)ψg,n(r) =
G∑

g′=1

N∑
n′=1

wnΣs,g←g′,n←n′(r)ψg′,n′(r)

+
1

keff

χg(r)

4π

G∑
g′=1

νΣf,g′(r)φg′(r) , 1 ≤ g ≤ G , 1 ≤ n ≤ N . (2.14)
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Here, n is the discrete ordinate index and wn is the associated weight. The sum over

the quadrature set of the angular flux ψ is the scalar flux φ:

φg(r) =

∫
4π

ψg(r,Ω)dΩ =
N∑
n=1

wnψg,n(r) . (2.15)

2.4.3 Spherical Harmonics Expansion

Another way of treating the angular variable is to expand the angular flux in spherical

harmonics [44]:

ψg(r,Ω) =
∞∑
n=0

n∑
m=−n

ψn,m,g(r)Y m
n (Ω) . (2.16)

The infinite sum limits to the exact value of ψg(r,Ω). In practice, the moments are

truncated at some finite number N .

ψg(r,Ω) ≈
N∑
n=0

n∑
m=−n

ψn,m,g(r)Y m
n (Ω) . (2.17)

The spherical harmonics functions are given by:

Y m
n (Ω) =

[
2n+ 1

4π

(n− |m|)!
(n+ |m|)!

]1/2

P |m|n (µ)eimω , 0 ≤ |m| ≤ n ≤ ∞ , (2.18)

Pm
n (µ) = (1− µ2)m/2

(
d

dµ

)m
Pn(µ) , 0 ≤ m ≤ n <∞ , (2.19)

where Pn(µ) are the Legendre polynomials.

The PN equations are derived by multiplying the multigroup transport Eq. (2.13)

by Y k
j (Ω) for each j and k satisfying 0 ≤ |k| ≤ j ≤ N , and then integrating each of

the resulting equations over Ω ∈ 4π. This leads to a system of (N + 1)2 equations

for each energy group g. Thus, the number of unknowns increases quadratically with

the order of the expansion N . This makes the PN methods higher than order P1 less

attractive for 2D and 3D problems.

In 1D planar geometry, the PN equations are much simpler because there is only

one angular variable (µ). The spherical harmonics reduce to Legendre polynomials.

Following the same process of multiplying the multigroup transport equation by each

harmonic function and integrating results in a system of (N + 1) equations for each
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energy group with the following form:

d

dz

[
n

2n+ 1
φg,n−1(z) +

n+ 1

2n+ 1
ψg,n+1(z)

]
+ Σt,g(z)φg,n(z)

=
G∑

g′=1

Σsn,g←g′(z)φg′,n(z) +Qg(z)δn,0 , 0 ≤ n ≤ N , (2.20)

where Σsn,g←g′ is the nth order scattering moment and Qg(z) represents either an

external source or a fission source.

The expansion is truncated by assuming the last moment (N+1) is 0:

φ−1(z) = φN+1(z) = 0 . (2.21)

The complexity of the problem increases only linearly with N , which makes these

methods more attractive in 1D. PN methods are the most common solution method-

ology used for the 1D axial problems in MPACT.

Next, a monoenergetic form of the planar geometry P1 equations is used to define

a few common approximations.

Planar Geometry P1 approximation

Using Eq. (2.20), the planar geometry P1 equations can be written (without energy

dependence):

d

dz
φ1 + Σtφ0 = Σs0φ0 +Q , 0 < z < Z , (2.22a)

d

dz

(
1

3
φ0

)
+ Σtφ1 = Σs1φ1 , 0 < z < Z . (2.22b)

Eq. (2.22b) can be solved for φ1:

φ1 = −
[

1

3
(Σt − Σs1)−1

]
d

dz
φ0 = −D d

dz
φ0 . (2.23)

D is called the diffusion coefficient. Substituting Eq. (2.23) in Eq. (2.22a) gives the

diffusion equation in 1D:

− d

dz
D
d

dz
φ0 + Σtφ0 = Σs0φ0 +Q , 0 < z < Z . (2.24)
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The Simplified PN approximation

If the 1-D diffusion operator in Eq. (2.24) is formally replaced with the 3D diffusion

operator:
d

dz
D
d

dz
→ ∇ ·D∇ ,

the result is the 3D P1 equation:

−∇ ·D∇φ0 + Σtφ0 = Σs0φ0 +Q , r ∈ V . (2.25)

Eq. (2.25) is commonly referred to as the 3D neutron diffusion equation. This is

one of many ways to derive the diffusion equation. The common thread in all is that

the diffusion equation is obtained by truncating the expansion of the angular flux at

linear moments in Ω and substituting it into the transport equation, then eliminating

the angular dependence from the resulting equations.

This simple relationship between the 1D planar geometry and 3D cases of the PN

equations only exists for P1. However, if the same modification is applied to the 1D

planar PN equations for higher orders N , the result is a Simplified PN approximation

(SPN). The SPN equations are less accurate than their PN counterpart, but are much

easier to solve [45],[46], and more accurate than diffusion.

The SPN approximation is obtained by an ad hoc replacement of the spatial

derivatives in the Eq. (2.23) with analogous 3D operators [45]. For example, the

monoenergetic 3D SP3 equations are:

−∇ · 1

3Σtr

∇φ̂+ Σaφ̂0 = Q , (2.26a)

−∇ · 9

35 (Σt − Σs3)
∇φ2 +

(
Σt − Σs2 +

4

5
Σa

)
φ2 =

2

5

(
Σaφ̂0 −Q

)
, (2.26b)

φ̂0 = φ0 + 2φ2 . (2.26c)

More rigorous derivations of these equations exist, including an asymptotic deriva-

tion by Larsen, Morel, and McGhee [47] and a variational derivation by Brantley and

Larsen [48], but this simplified version is sufficient for the brief summary given here.

Eqs. (2.26) are two coupled diffusion-like equations that can be solved more quickly

and easily than the P3 equations. Unlike the PN equations, the SPN equations do not

converge to the transport solution as N → ∞. Thus, SPN implementations are not

common beyond order N = 3, or N = 5. The SP3 solution has satisfactory accuracy
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for many applications in which the P1 or diffusion solution is inaccurate because of

strong streaming or absorption of neutrons.

The Diffusion Approximation

For the lowest-order spherical harmonics expansion, the 3D P1 and 3D SP1 equations

are equivalent, Eq. (2.25), and are commonly known as the neutron diffusion equations

or the diffusion approximation to the transport equation. The diffusion approximation

assumes that the anisotropy of the angular flux is linear, as well as the anisotropy in

the scattering cross section. This approximation will be inaccurate when the stated

assumptions are poor. This can occur when:

• The scattering cross section anisotropy is strong and nonlinear in Ω.

• The true angular flux anisotropy is strong and nonlinear in Ω because of strong

spatial heterogeneity in the cross sections or the source. This is likely the case

at vacuum boundaries and material interfaces.

In initial implementations of the 2D/1D method, the 1D problem was typically

solved using diffusion [12],[7]. However, the error caused by this approximation was

significant [28] and current implementations typically use the P3 equations [17].

2.4.4 Scattering Approximations

In Sec. 2.4.3, expansion of the angular flux in spherical harmonics was introduced.

The angular dependence of the scattering cross section is also commonly expanded

in spherical harmonics, whether the angular flux is being approximated by harmonics

or discrete ordinates. This is done because storing the full discrete ordinates angular

flux is often too expensive. Also, a full scattering matrix for scattering between

each possible combination of discrete ordinates would be large and burdensome. By

expanding the cross section, the anisotropic source can be calculated with only a few

angular flux moments.

Anisotropic Scattering

The anisotropy of the scattering source is a function of the dot product of the incoming

and outgoing directions of flight, or the cosine of the angle between them, as in

Eq. (2.13):

Σs,g←g′(r,Ω
′ ·Ω) = Σs,g←g′(r, µs) . (2.27)
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This scattering cross section can be expanded in Legendre polynomials as in Sec. 2.4.2:

Σsl,g←g′(r) = 2π

1∫
−1

Pl(µ
′)Σs,g←g′(r, µ

′)dµ′ . (2.28)

For reactor problems, an expansion of order between 1 and 3 is usually sufficient. To

calculate the scattering source, angular flux moments must be stored up to the order

L of the scattering kernel. The angular flux moments are defined by

ϕmg,l =

∫
4π

ψg(Ω)Rm
l (Ω)dΩ (2.29)

=
N∑
n=1

wnψg,nR
m
l (Ωn) .

Rm
l are the real parts of the spherical harmonics from Eq. (2.18). In a PN method,

the angular flux moments are part of the solution. In a discrete ordinates method,

the moments must be calculated and stored during the transport sweep. This can be

a significant memory and computational burden.

Transport-Corrected Scattering

To avoid the expense of calculating and storing angular flux moments, transport-

corrected isotropic scattering methods have been developed [49, 50, 51, 52]. These

methods attempt to account for linearly anisotropic scattering effects by modify-

ing the isotropic moment of the self-scattering cross section. This is referred to as

transport-corrected P0 (TCP0) scattering [49]. In light water reactors, the strongest

anisotropic scatterer is hydrogen, although other isotopes also contribute.

In monoenergetic problems, the transport cross section is calculated by simply

subtracting the linearly anisotropic moment from the self-scattering cross section,

and modifying the total cross section accordingly:

Σ̂s0 = Σs0 − Σs1 , (2.30)

Σtr = Σt − Σs1 .

The definition of the transport correction is more complicated in multigroup prob-

lems, because anisotropic scattering occurs between groups. The simplest approach is
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to assume that the linearly anisotropic inscatter and outscatter terms are equivalent:∑
g′ 6=g

Σs1,g←g′ψg′ = ψg
∑
g′ 6=g

Σs1,g′←g . (2.31)

This leads to the outscatter approximation to the transport correction:

Σ̂s0,g←g = Σs0,g←g −
G∑

g′=1

Σs1,g′←g , (2.32)

Σtr = Σt,g −
G∑

g′=1

Σs1,g′←g .

The outscatter approximation is commonly used because of its simplicity, but it is

not the most accurate transport correction method. The inscatter method is more

accurate:

Σ̂s0,g←g = Σs0,g←g −
1

φ1,g

G∑
g′=1

Σs1,g←g′φ1,g′ , (2.33)

Σtr = Σt,g −
1

φ1,g

G∑
g′=1

Σs1,g←g′φ1,g′ .

This requires an estimate of the neutron current spectrum φ1,g, which can be obtained

from a solution to a 0D B1 equation, or approximated by the flux spectrum of an

infinite medium solution.

Several methods that are related to the inscatter method have been proposed

recently. Herman [50] used Monte Carlo to simulate a 1D fixed source problem in

light water to generate a diffusion coefficient based on the ratio of leakage to total

flux in a subregion away from transport effects. Kim [51] developed a related method

called Neutron Leakage Conservation (NLC), using SN instead of Monte Carlo. Yee

and Larsen [52] developed an analytic expression that agrees closely with the results

of these methods, and demonstrates their theoretical relationship to the inscatter

method.

TCP0 scattering is frequently used in MPACT and other transport codes because

it significantly improves accuracy compared to P0 scattering, but does not increase

the computational cost. However, the transport-corrected self-scattering cross section

for water is often negative in the epithermal region because of the strong anisotropy

of hydrogen. This is especially true when there are many groups, which reduces the
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magnitude of the self-scattering cross section. While the negative self-scatter cross

sections are usually acceptable because the inscatter source is large enough to main-

tain a positive total source, this is not always true. If the total source becomes neg-

ative, this will likely negatively affect the stability of an iterative transport method,

especially one requiring homogenization or nonlinear acceleration.

2.5 Spatial Discretization and Solution Methods

Spatial discretizations schemes can be classified into two broad categories: finite

volume methods and finite element methods. Finite element methods discretize the

problem geometry into a mesh of contiguous, non-overlapping finite elements, in which

the solution is assumed to have a simple form in space that can be described by a

basis function (usually linear or quadratic) and unknown coefficients [34]. Finite

element methods are used both for 3D transport [53] and 2D/1D type formulations

[25]. Finite element methods are widely used, and there are a variety of possible mesh

shapes and basis functions, but these will not be discussed in detail here.

Finite volume methods for neutron transport preserve neutron balance over a de-

fined volume, and usually either discretize the PDE using finite difference or treat the

spatial variable with a nodal expansion. Nodal expansion shares some similarity with

the the finite element methods. The most common finite volume methods for neutron

transport are MOC or finite difference discretization of SN . The SN equations are

simple, efficient, and highly parallelizable for Cartesian geometries [54], but defining

the SN scheme on a non-orthogonal mesh is complicated [6]. This limits the range of

problems in which the SN method can be effective. Although non-Cartesian features,

such as a cylindrial pin, can be roughly approximated by a very refined Cartesian

mesh, it is impractically expensive to obtain reasonably accurate solutions for the

intra-pin flux distribution with such a mesh [55].

The Method of Characteristics (MOC) is much more efficient at modeling compli-

cated and curvilinear geometries. The transport equation is solved in one dimension

along many parallel rays placed over the problem geometry for each angle. If the ray

spacing is fine enough, several rays will pass through each region. Each ray segment

forms a rectangle, with the segment length si as the height of the rectangle and the

ray spacing δr as the base. Any mesh shape is then effectively approximated by a his-

togram of ray segments. As the ray spacing is refined, this becomes a more accurate

representation of the region. The length of the ray segments is adjusted to correctly

integrate the volume. This is demonstrated in Fig. 2.4.
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Figure 2.4: Rays traversing a discrete spatial region (MOC)

2.5.1 The Method of Characteristics

MOC is used to solve the 2D transport problems of the 2D/1D method in MPACT

and most other 2D/1D codes [15],[11],[13]. MOC can also be applied directly to the

3D transport equation [21],[56]. In MOC, the transport equation is converted from

a partial differential equation to an ordinary differential equation by evaluating the

equation along a characteristic direction.

r = r0 + sΩ , (2.34a)

∂r

∂s
= Ω , (2.34b)

Ω · ∇ψ(r0 + sΩ,Ω) =
∂

∂s
ψ(r0 + sΩ,Ω) . (2.34c)

This transforms the transport equation into an ordinary differential equation with a

single spatial variable:

∂

∂s
ψ(r,Ω) + Σt(r)ψ(r,Ω) = Q(r,Ω) . (2.35)

The angular variable is discretized with discrete ordinates. For a given discrete ordi-

nate, Eq. (2.35) can be solved using an integrating factor:

∂

∂s

ψ(r,Ω) exp

 s∫
0

Σt(r0 + s′Ω)ds′

 =

exp

 s∫
0

Σt(r0 + sΩ)ds′

Q(r,Ω) .

(2.36)
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Integrating over some segment length si, and assuming constant cross sections and

source over the segment, we obtain:

ψ(r0 + siΩ)eΣt,isi − ψ(r0) = Qi(Ω)

 si∫
0

eΣt,isds

 (2.37)

=
Qi(Ω)

Σt,i

[
eΣt,isi − 1

]
.

If r0 is the point at which the ray enters a region and si is the length of the ray segment

that traverses the region, then the outgoing flux from a region can be calculated from

the incoming angular flux ψ(r0), segment length si, cross section Σt,i, and (spatially

flat) source Qi(Ω):

ψi,out = ψi,ine
−Σt,isi +

Qi(Ω)

Σt,i

[
1− e−Σt,isi

]
. (2.38)

The average angular flux over the ray segment si in direction n is given by:

ψ̃n,i =
1

si

si∫
0

ψ(s)ds =
Qn,i

Σt,i

+
1

Σt,isi

(
ψin −

Qn,i

Σt,i

)(
1− e−Σt,isi

)
(2.39)

=
Qn,i

Σt,i

+
ψin,n,i − ψout,n,i

Σt,isi
.

The scalar flux can be calculated as the volume-weighted sum of the average angular

fluxes in each region:

ψ̄n,j =

Nray∑
i=1

siψ̃n,i

Nray∑
i=1

si

, (2.40)

φ̄j =
N∑
n=1

wnψ̄n,j . (2.41)

It is possible to solve these equations with a source that varies linearly along the

ray [Qi(s,Ω) or Qi(x, y, z,Ω)] [56],[57], but the flat source approximation is the main

solution method in MPACT. The linear source approximation is more expensive per

ray segment simulated, but has smaller error for the same spatial mesh, and the

trade-off between larger mesh and more expensive calculation per mesh may favor

using the linear source approximation for many cases.
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To solve a 2D transport problem in MPACT, the problem geometry is divided

into many small regions over which a flat source approximation is applied. These

are called flat source regions (FSRs); a typical mesh shown in Fig. 2.5a. Each pin is

(a) Example flat-source discretization for
MOC

(b) Cartoon of ray tracing

Figure 2.5: MOC Discretization for LWRs

divided radially into several rings, and azimuthally into 8 (or more) slices. For each

angle in the quadrature set, parallel rays are traced over the whole geometry, shown

in Fig. 2.5b. Note that this is just a cartoon, and in reality the ray spacing is much

finer. An example of a fine ray spacing is given in Fig. 2.4, with red dotted lines

indicating the effective area modeled by each ray. As the ray spacing is refined, the

difference between the physical geometry and the effective geometry being modeled

by the red boxes is reduced.

MOC is commonly used because it effectively handles arbitrary geometries, pro-

vided the ray spacing and angular quadrature are fine enough. It parallelizes well

because the angles and rays are independent within an iteration. Rays for two differ-

ent angles can be swept simultaneously because they are independent. Additionally,

the individual rays are independent, so multiple rays for a given angle can be swept

concurrently. In the case of 2D/1D, the separate 2D spatial domains are also indepen-

dent, which provides another potential level of parallelism. Coupling exists between

all of these rays and domains, but it is only updated at the end of an iteration.
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2.5.2 Coarse Mesh Finite Difference (CMFD)

Coarse Mesh Finite Difference and other low-order solution methods are frequently

used to accelerate higher order transport solutions [58]. This is necessary to converge

the low frequency error modes more quickly. High frequency error modes rapidly

decay in a simple power or source iteration method, but low frequency error modes

are very slowly converging because of the typically high dominance ratios. Without

acceleration, a power iteration may take several hundred or thousands of iterations

to converge. Diffusion methods are efficient as accelerators for several reasons:

• Low frequency error modes converge faster

• Wielandt shift can be applied to the power iteration, which significantly im-

proves the convergence rate

• The low-order system can be solved relatively quickly compared to the high-

order system

CMFD defines a diffusion equation on a coarse mesh with a correction to the dif-

fusion coefficient that preserves the current between cells from the transport solution.

Because the homogenized coefficients are defined to exactly preserve the transport

solution, CMFD does not affect the final solution of the transport equation.

In MPACT, the CMFD equation is defined as a 3D homogenized diffusion problem.

Each pin cell within an axial slice is one cell in the coarse mesh. The cross sections

and radial current correction terms are calculated from the 2D MOC solution, and

the axial current correction terms are calculated from the 1D axial solution.

The cross sections are homogenized from the transport solution, so the transport

mesh, i.e., the FSR mesh, is referred to as the fine mesh (as opposed to coarse). The

homogenized cross section for coarse cell p is

Σx,g,p =

∑
j∈p

Σx,g,jVjφg,j∑
j∈p

Vjφg,j
, (2.42)

φg,p =

∑
j∈p

Vjφg,j∑
j∈p

Vj
. (2.43)

The current correction factors are defined to correct the difference between the inter-

cell current calculated by the transport solution and approximated by Fick’s Law:
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D̂g,p+1/2 =
Jg,p+1/2 + D̃g,p+1/2 (φg,p+1 − φg,p)

φg,p+1 + φg,p
, (2.44a)

D̃g,p+1/2 =
2Dg,pDg,p+1

Dg,php +Dg,p+1hg,p+1

, (2.44b)

Dj =
1

3Σt,p

. (2.44c)

Here, the (1/2) index indicates the surface located between p and p+1, J is the current

on the surface, and hp is the thickness of cell p. The current correction factors are

lagged from the previous iteration.

The CMFD balance equation is:

− D̃g,p+1/2 (φg,p+1 − φg,p) + D̂g,p+1/2 (φg,p+1 + φg,p)

+ D̃g,p−1/2 (φg,p − φg,p−1)− D̂g,p−1/2 (φg,p + φg,p−1)

+ Σt,g,pφg,p −
G∑

g′=1

Σs,g←g′,pφg′,p =
χg,p
keff

G∑
g′=1

νΣf,g′,pφg′,p ,

1 < p < P , 1 ≤ g ≤ G . (2.45)

The scalar flux is then updated using the CMFD solution:

φ
(l+1)
g,j =

φ
(l+1)
g,p

φ
(l+1/2)
g,p

φ
(l+1/2)
g,j , j ∈ p . (2.46)

In Eq. (2.46), the (l + 1/2) iterate refers to the solution after the transport sweep,

and the (l + 1) iterate is the solution after the CMFD solution and update.

While this example is in 1D for simplicity, it can easily be extended to 3D. For

each additional coarse cell surface, an additional D̃ and D̂ term is added. This eigen-

value problem is solved by Wielandt-shifted inverse power iteration, with inner solves

(approximate matrix inversion) handled by GMRES or another linear solver such as

the Multi-level in Space and Energy Diffusion (MSED) method recently developed

by Yee [59].

2.5.3 Nodal Methods

Nodal expansion methods can be useful for certain types of neutron transport or

diffusion problems because of their high order of accuracy. If the solution is reasonably
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Figure 2.6: Nodal mesh

smooth, nodal expansion can have acceptable accuracy with a much larger mesh than

finite difference. In MPACT, nodal methods are used to solve the 1D transport

equation, which is too coarsely meshed for finite difference; the node size is typically

several centimeters.

Nodal Expansion Method

One of the oldest and most common nodal methods is simply called the Nodal Ex-

pansion Method (NEM) [60]. In this method, the source and flux are expanded in

space: up to second order for the source and fourth order for the flux.

In MPACT, a similar method is used, in which the size of each node is normalized

to the interval [−1, 1], and the source and flux are expanded in Legendre polynomials

on this interval.

ξ = 2
x− xp−1/2

hp
− 1 , (2.47)

Q(ξ) =
2∑
i=0

qiPi(ξ) , (2.48)

φ(ξ) =
4∑
i=0

φiPi(ξ) . (2.49)

hp is the size of the node, and xp−1/2 is the left boundary, as shown in in Fig. 2.6.

There are two ways these equations are solved in MPACT - the two-node method and

the one-node method.

In the two-node method, the zeroth order flux moments φ0,p are known quantities

from the 3D CMFD solution. This leaves 4 unknowns (φi) for each node, or 8 total.

Preserving neutron balance over each node for the zeroth, first, and second spatial

moments gives 6 equations. The two additional equations come from preserving flux
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and current at the interface between the two nodes.

1∫
−1

Pi(ξ)

(
−ΣD,g,p

∂2

∂ξ2
φg,p(ξ) + Σr0,g,pφg,p(ξ)−Qg,p(ξ)

)
dξ = 0 , i = 0, 1, 2, (2.50a)

ΣD,g,p =
4Dg,p

h2
p

, Σr0,g,p = Σt,g,p − Σs,g←g,p ,

φg,p(1) = φg,p+1(−1) , (2.50b)

Jg,p(1) = Jg,p+1(−1) . (2.50c)

The balance equations give, resepctively:

−3ΣD,g,pφ2,g,p − 10ΣD,g,pφ4,g,p = q0,g,p − Σr0,g,pφ0,g,p , (2.51a)

Σr0,g,pφ1,g,p − 15ΣD,g,pφ3,g,p = q1,g,p , (2.51b)

Σr0,g,pφ2,g,p − 35ΣD,g,pφ4,g,p = q2,p . (2.51c)

These are the same for the top node p+ 1. The flux continuity condition gives:

4∑
i=0

φi,g,p(1) =
4∑
i=0

φi,g,p+1(−1) ,

φ0,g,p +φ1,g,p +φ2,g,p +φ3,g,p +φ4,g,p = φ0,g,p+1−φ1,g,p+1 +φ2,g,p+1−φ3,g,p+1 +φ4,g,p+1 ,

φ1,g,p+φ1,g,p+1 +φ2,g,p−φ2,g,p+1 +φ3,g,p+φ3,g,p+1 +φ4,g,p−φ4,g,p+1 = φ0,g,p+1−φ0,g,p .

From current continuity:

4∑
i=0

−Dg,pφi,g,p
∂

∂ξ
Pi(ξ) =

4∑
i=0

−Dg,pφi,g,p+1
∂

∂ξ
Pi(ξ) , (2.52)

− βg,p (φ1,g,p + 3φ2,g,p + 6φ3,g,p + 10φ4,g,p)

+ βg,p+1 (φ1,g,p+1 − 3φ2,g,p+1 + 6φ3,g,p+1 − 10φ4,g,p+1) = 0 ,

βg,p =
2Dg,p

hp
.

This gives an 8x8 system that is solved directly for the flux coefficients. The

source coefficients qi are constructed using the flux coefficients φi from the previous

iteration to calculate the scattering and fission source. For 2D/1D, the radial TL also

contributes to the source. Linear and quadratic moments of the radial TL within a

node are interpolated using the radial TL quantities from neighboring nodes.
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A special one-node formulation that accounts for boundary conditions is used on

problem boundaries.

Fig. 2.7a shows the inputs to the two-node kernel, which are the source moments

and the average flux for the node. Fig. 2.7b shows the outputs, which are the higher

order flux moments and the net current between the two nodes.

(a) Two-node kernel input (b) Two-node kernel output

Figure 2.7: Two-node kernel illustration

One-Node Kernels

When spherical harmonics solvers of order above P1 are used, MPACT uses a one-

node formulation in which the zeroth spatial moment is an unknown. The 3 balance

equations are the same for the zeroth angular moment, given by Eqs. (2.51a). The

balance equations for the second angular moment are

−3ΣD2,g,pφ2,2,g,p − 10ΣD2,g,pφ2,4,g,p =
2

5
(Σr0,g,pφ0,0,g,p − q0,0,g,p) , (2.53)

Σr2,g,pφ2,1,g,p − 15ΣD2,g,pφ2,3,g,p =
2

5
(Σr0,g,pφ0,1,g,p − q0,1,g,p) , (2.54)

Σr2,g,pφ2,2,g,p − 35ΣD2,g,pφ2,4,g,p =
2

5
(Σr0,g,pφ0,2,g,p − q0,2,g,p) , (2.55)

ΣD2,g,p =
4D2,g,p

h2
p

, D2,g,p =
9

35Σt,g,p

, Σr2,g,p = Σt,g,p +
4

5
Σr0,g,p .

The partial current on the bottom and top surfaces of the node serve as boundary

conditions for the other two equations. For the zeroth order angular moment:

−D0,g,p

hp

∂

∂ξ
φ0,g,p(−1) +

1

4
φ0,g,p(−1) =

1∫
0

µφg,p−1/2(µ)dµ+
3

16
φ2,g,p(−1) , (2.56a)

D0,g,p

hp

∂

∂ξ
φ0,g,p(1) +

1

4
φ0,g,p(1) =

0∫
−1

µφg,p+1/2(µ)dµ+
3

16
φ2,g,p(1) . (2.56b)
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For the second order angular moment:

−D2,g,p

hp

∂

∂ξ
φ2,g,p(−1) +

1

4
φ2,g,p(−1) =

3

5

1∫
0

P3(µ)φg,p−1/2(µ)dµ

+
3

80
φ0,g,p(−1)− 1

80
φ2,g,p(−1) , (2.57a)

D2,g,p

hp

∂

∂ξ
φ2,g,p(1) +

1

4
φ2,g,p(1) =

3

5

0∫
−1

P3(µ)φg,p+1/2(µ)dµ

+
3

80
φ0,g,p(1)− 1

80
φ2,g,p(1) . (2.57b)

Fig. 2.8a shows the inputs to the one-node kernel, which are the incoming partial

currents and the source moments. Fig. 2.8b shows the outputs, which are the flux

moments and the outgoing partial currents.

(a) One-node kernel input (b) One-node kernel output

Figure 2.8: One-node kernel illustration

The one-node method is commonly used to solve the 1D axial P3 problem. A

hybrid two-node/one-node method has also been developed, where a one-node solver

provides the zeroth spatial moment of the second order angular flux for the two-node

solver [61]. A full-height axial P3 solver has also been implemented. In this kernel,

all of the nodes are solved simultaneously, rather than by sweeping.

A 1D SN solver is also implemented in MPACT. The flux and source are both

expanded in space to improve the accuracy for the relatively thick axial nodes. A

cubic characteristics method is used, as opposed to step characteristics or diamond

difference, which are more common SN discretizations for smaller mesh sizes.

In this work, both the SN and P3 solvers are used. The previous work by Stimpson

[8] using SN solvers is extended to the P3 solvers, and new features are added to both.
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2.6 Summary

This chapter covered most of the computational neutron transport theory supporting

the work in this thesis, and many of the methods that are used here and in other

related work. Most of the content here is already well-known and used throughout

the community, although some of the methods described come from more recent work

that is not as widely disseminated.

In Chapter 3, the 2D/1D method is described in more detail than the background

given in Chapter 1. The anisotropic 1D XS homogenization, and the equations for

incorporating the anisotropic 1D XS into a 2D/1D P3 method, are derived in Chap-

ter 3. The use of this anisotropic homogenized 1D XS to improve 2D/1D accuracy is

a significant and novel contribution from this thesis.
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Chapter 3: The 2D/1D Method

The history of the 2D/1D method was discussed in Sec. 1.2. In Sec. 3.1, the derivation

of the 2D/1D equations from the 3D transport equation is reviewed, with remarks

on the relevant approximations and how the method is modified in this work. In

Sec. 3.2, other pieces of the 2D/1D implementation in MPACT that are relevant

but not specific to this work are mentioned and described. The iteration scheme for

2D/1D is discussed in Sec. 3.2. Finally, in Sec. 3.3, some recent results by other

researchers that appear to contradict the results in this work are discussed.

3.1 2D/1D Equations

This sections covers the derivation of the 2D/1D equations to show where approxima-

tions are introduced, and how the method in this thesis avoids these approximations.

The 2D radial equations are derived in Sec. 3.1.1, and the 1D axial equations are

derived in Sec. 3.1.2. The new pin homogenization methods are derived in Sec. 3.1.4.

The 1D P3 equations with anisotropic TL and XS are derived in Sec. 3.1.7.

To obtain the 2D/1D equations, we begin with the energy-independent fixed-

source 3D Boltzmann neutron transport equation with isotropic scattering:

Ω·∇ψ(r,Ω) + Σt(r)ψ(r,Ω) =
Q(r)

4π
, (3.1)

r = (x, y, z) , Ω =
(√

1− µ2 cosω,
√

1− µ2 sinω, µ
)
,

Q(r) =

[
Σs(r) +

νΣf (r)

keff

] ∫
4π

ψ(r,Ω)dΩ .

Here, µ is the cosine of the polar angle, and ω is the azimuthal angle. Next, we review

the derivation of the 2D/1D equations: a set of 2D radial transport equations and

a set of 1D axial transport equations that are solved for each plane and pin in the

problem, respectively. These equations are coupled through TL terms; the goal is
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to maximize the accuracy of the approximations made to the 3D transport equation

in arriving at the 2D/1D equations. This goal must be balanced with the need to

develop a method that can be implemented efficiently in practice.

3.1.1 2D Radial Equations

First, we distribute the Ω·∇ term from Eq. (3.1). The following shorthand notation

is used for the radial streaming term because the detailed form is not important here:

(Ω·∇)xyψ =
√

1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
ψ(r,Ω) , (3.2)

(Ω·∇)xyψ + µ
∂ψ

∂z
+ Σt(r)ψ(r,Ω) =

Q(r)

4π
. (3.3)

Move the axial streaming term to the right (source) side of the equation:

(Ω·∇)xyψ + Σt(r)ψ(r,Ω) =
Q(r)

4π
− µ∂ψ

∂z
. (3.4)

When integrated over z, the streaming term µ∂ψ
∂z

becomes the axial TL. To obtain

the 2D part of the 2D/1D equations, Eq. (3.4) is integrated axially over a plane k,

from zk−1/2 to zk+1/2:

1

hk

zk+1/2∫
zk−1/2

[Eq. (3.4)] dz , hk = zk+1/2 − zk−1/2 .

All axial dependence is assumed to be separable from the radial and angular variables

over the plane, so the axial dependence of all quantities except for the axial TL is
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removed by the integration:

(Ω·∇)xyψk(x, y,Ω) + Σt,k(x, y)ψk(x, y,Ω) =
Qk(x, y)

4π
− J̃z,k(x, y,Ω) , (3.5a)

ψk(x, y,Ω) =
1

hk

zk+1/2∫
zk−1/2

ψ(x, y, z,Ω)dz , (3.5b)

Qk(x, y,Ω) =
1

hk

zk+1/2∫
zk−1/2

Q(x, y, z,Ω)dz

=
1

hk

zk+1/2∫
zk−1/2

[
Σs(x, y, z) +

1

keff
νΣf (x, y, z)

]
φ(x, y, z)dz , (3.5c)

J̃z,k(x, y,Ω) =
µ

hk

[
ψ(x, y, zk+1/2,Ω)− ψ(x, y, zk−1/2,Ω)

]
. (3.6)

In Eq. (3.6), The surface angular flux terms (ψ) are obtained from the solution of

the 1D problem. These fluxes are discretized over the coarse radial mesh, which is

typically one pin. Thus, the axial TL term J̃z,k has no fine-mesh spatial shape within

a coarse cell unless a shape function g(x, y,Ω) is applied:

J̃z,k(x, y,Ω) = gk,ij(x, y,Ω)J̃z,k,ij(Ω) . (3.7)

This approximation is discussed further in Sec. 3.1.5.

In MPACT, the typical approximation when using a 1D PN method axially is to

assume an isotropic TL. This is equivalent to replacing the anistropic leakage term

on the right side of Eq. (3.5a) with its isotropic moment, 1
4π

∫
4π

J̃z,k,ij(Ω)dΩ:

[(Ω·∇)xy + Σt,k(x, y)]ψk(x, y,Ω) =
Qk(x, y)

4π
−
[
Jz,k+1/2,ij − Jz,k−1/2,ij

]
4πhk

. (3.8)

When this approximation is made, and scattering is isotropic, the total source is

isotropic, so it is symmetric in the polar angle. The 2D transport equation, with a

polar-symmetric source, has a solution that is symmetric in the polar angle. There-

fore, the MOC solver only needs to simulate half of the polar angles (0 < µ < 1),

which saves a significant amount of work.

In this thesis, the angular dependence of the axial TL is retained by using a

Legendre expansion in polar angle and Fourier expansion in azimuthal angle. This

method, which comes from previous work [8, 9], is described in Section 3.1.3.
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The radial equations, Eq. (3.5a), are 2D transport equations, each defined over

an integrated axial slice of the 3D geometry. In MPACT, and many other 2D/1D

codes, the 2D solution is obtained by the Method of Characteristics. The 2D slices

are coupled to one another through the axial TL term calculated by the 1D axial

solver.

3.1.2 1D Axial Equations

The next step is to derive the 1D equations. We begin moving the radial streaming

term to the source in Eq. (3.1):

µ
∂ψ

∂z
+ Σt(r)ψ(r,Ω) =

Q(r)

4π
− (Ω·∇)xyψ(r,Ω) . (3.9)

Next, we operate on Eq. (3.9) by:

1

Aij

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

(·)dxdy =
1

Aij

∫∫
ij

(·)dxdy ,

where Aij is the radial area of coarse cell (i, j), and
∫∫
ij

is shorthand notation for an

integral over the coarse cell (i, j). The notation (ˆ) indicates that these variables are

now integrated over a coarse cell:

µ
∂ψ̂ij
∂z

+ Σ̂t,k,ij(Ω)ψ̂ij(z,Ω) =
Q̂ij(z)

4π
− 1

Aij

∑
s=N,E,S,W

(Ω·n̂s)ψij,s(z,Ω) , (3.10a)

Σ̂t,k,ij(Ω) =

∫∫
ij

Σt,k(x, y)ψk(x, y,Ω)dxdy∫∫
ij

ψk(x, y,Ω)dxdy
. (3.10b)

Typically, Σ̂t,k,ij is isotropic, but in this work it has polar angle dependence that will

be derived in the next section. The polar-dependent XS will be denoted by Σ̃t,k,ij(µ).

It is axially constant over a plane k. The radial leakage term is summed over the 4

lateral surfaces of a rectangular coarse cell (N,E,S,W = north, east, south, and west).

The surface flux ψij,s(Ω) is effectively a line integral over the surface s:

ψij,s(z,Ω) =

u+∫
u−

ψij(z, u,Ω)du , (3.11)
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where u is either x or y, depending on the surface, and the other radial variable is held

constant. For the standard 2D/1D equations, operate on the right side of Eq. (3.10a)

by 1
4π

∫
4π

(·) dΩ to isotropize the radial TL, yielding:

µ
∂ψ̂ij
∂z

+ Σ̂t,k,ijψ̂ij(z,Ω) =
1

4π

[
Q̂ij(z)−

( ∑
s=N,E,S,W

Jij,s(z)

)]
. (3.12)

The radial currents come from the 2D solution, which is piecewise-constant and

has no z dependence within a slice. The z dependence of the radial TL within a node

comes from a 3-point quadratic interpolation between the node and its two axial

neighbors [8]. This interpolation is described in Section 3.1.6.

Eq. (3.12) is a 1D transport equation for ψ̂ij that can be solved using 1D PN . Jij,s

is surface-integrated current, or the isotropic radial TL, on a surface s. In MPACT, a

nodal expansion method is used to solve Eq. (3.12), with quadratic spatial expansion

of the source and quartic expansion of the flux [60]. In this thesis, a Fourier expansion

of the TL in ω is used rather than approximating it as isotropic.

The equations described so far provide an approximate solution to the 3D trans-

port equation. Significant approximations have been made that adversely affect the

accuracy of these methods. These approximations include the angular distribution of

the TL terms (isotropic) and the angular distribution of the homogenized 1D cross

section Σ̂t,k,ij. In the following sections, improved angular approximations for these

coupling terms are described.

3.1.3 Azimuthal Expansion

It is sufficiently accurate, and much more memory efficient, to treat the azimuthal

dependnece of the axial and radial TL with a Fourier expansion (sine and cosine

moments) [8, 9] than to retain the full, azimuthally-dependent anisotropic TL in the

sources for the 2D and 1D equations. With only a Fourier expansion in ω, the 1D

angular flux is represented as:

ψ̂ij(z, µ, ω) =
ψ̂0,ij(z, µ)

2π
+

1

π

P∑
p=1

[
ψ̂c,p,ij(z, µ) cos(pω) + ψ̂s,p,ij(z, µ) sin(pω)

]
. (3.13)

ψ̂c,p,ij(z, µ) and ψ̂s,p,ij(z, µ) are the cosine and sine moments of the 1D angular flux.

It is expanded in Legendre polynomials in space. In this thesis, the polar dependence

is also expanded in Legendre polynomials. The polar angle treatment is discussed in
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Section 3.1.7. Each azimuthal moment is solved by a separate 1D transport equation.

It typically takes only P = 2 to obtain solutions that are sufficiently close to the

explicit angular solution, as demonstrated in Stimpson’s thesis [8].

We insert Eq. (3.13) into Eq. (3.10a) and make a similar expansion of the leakage:

[
µ
∂

∂z
+ Σ̃t,k,ij(µ)

][
ψ̂0,ij(z, µ)

2π
+

1

π

P∑
p=1

(
ψ̂c,p,ij(z, µ) cos (ω) + ψ̂s,p,ij(z, µ) sin (ω)

)]
(3.14)

=
Q̂ij(z)

4π
−
TLXY0,ij (z, µ)

2π
− 1

π

P∑
p=1

[
TLXYc,p,ij(z, µ) cos (pω) + TLXYs,p,ij(z, µ) sin (pω)

]
,

where

TLXY0,ij (z, µ) =
1

Aij

∑
s=N,E,S,W

2π∫
0

(Ω·n̂s)ψij,s(z,Ω)dω , (3.15a)

TLXYc,p,ij(z, µ) =
1

Aij

∑
s=N,E,S,W

2π∫
0

cos (pω)(Ω·n̂s)ψij,s(z,Ω)dω , (3.15b)

TLXYs,p,ij(z, µ) =
1

Aij

∑
s=N,E,S,W

2π∫
0

sin (pω)(Ω·n̂s)ψij,s(z,Ω)dω . (3.15c)

These equations have P sine and cosine moments and one azimuthally isotropic mo-

ment. Operating on Eq. (3.14) by
2π∫
0

(·)dω,
2π∫
0

cos(pω)(·)dω, and
2π∫
0

sin(pω)(·)dω yields

the 1D transport equations:[
µ
∂

∂z
+ Σ̃t,k,ij(µ)

]
ψ̂0,ij(z, µ) =

Q̂ij(z)

2
− TLXY0,ij (z, µ) , (3.16a)

[
µ
∂

∂z
+ Σ̃t,k,ij(µ)

]
ψ̂s/c,p,ij(z, µ) = −TLXYs/c,p,ij(z, µ) ; 1 ≤ p ≤ P . (3.16b)

The expression for the angle-dependent total XS Σ̃t,k,ij(µ) is given in Sec. 3.1.4. Using

Eqs. (3.5a) and (3.16), the angular dependence of the TL terms that couple the 2D and

1D solutions can be treated accurately. This leads to an improved solution compared

to the result obtained with Eqs. (3.8) and (3.12).

When the axial TL is allowed to be anisotropic, the source is no longer symmetric

with respect to the polar angle. Since the source is not symmetric in the polar angle,

all polar angles must be swept in the MOC solution (−1 < µ < 1), so there are twice
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as many ray segments to sweep through as in the standard, isotropic TL case. This

is a significant computational expense associated with the anisotropic TL method.

3.1.4 2D to 1D Homogenization

The angle-dependent leakage terms described in the previous section offer significant

improvements in accuracy compared to isotropic leakages. However, the 1D problems

cannot fully preserve the physics from the 2D problem with a single, isotropic homog-

enized Σ̂t,k,ij. In general, the homogenized 1D equation should preserve the scalar flux

and reaction rate from the heterogeneous 2D problem over the same domain to satisfy

particle conservation. For optimal accuracy, the 1D equation should also preserve the

average angular flux distribution over a coarse cell from the 2D problem:

1

hk

zk+1/2∫
zk−1/2

ψ̂ij(z,Ω)dz =
1

Aij

∫∫
ij

ψk(x, y,Ω)dxdy . (3.17)

This is important because the angular flux from the axial 1D solution determines the

axial power shape, as well as the magnitude and angular distribution of the axial TL.

Typically, a standard scalar flux-weighted total XS is used because it preserves

reaction rates:

Σ̂t,k,ij =

∫∫
ij

Σt,k(x, y)φk(x, y)dxdy∫∫
ij

φk(x, y)dxdy
. (3.18)

To evaluate the aptness of this definition, the 2D and 1D equations, integrated over

the same cuboid volume, are compared:

Vi,j,k =

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

zk+1/2∫
zk−1/2

dzdydx . (3.19)

First, we integrate Eq. (3.5a) radially ( 1
Aij

∫∫
ij

) and collect the leakage terms on the

source side:

1

Aij

∫∫
ij

Σt(x, y)ψ(x, y,Ω)dxdy =

1

Vi,j,k

∫∫
ij

zk+1/2∫
zk−1/2

(
Q(r)

4π
− (Ω·∇)ψ(r,Ω)

)
dzdydx . (3.20)
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Then, we integrate Eq. (3.10a) radially, and again collect the leakage terms on the

source side:

1

hk

zk+1/2∫
zk−1/2

Σ̂t,k,ijψ̂(z,Ω)dz =
1

Vi,j,k

∫∫
ij

zk+1/2∫
zk−1/2

(
Q(r)

4π
− (Ω·∇)ψ(r,Ω)

)
dzdydx . (3.21)

We Substitute Eq. (3.17) and Eq. (3.20) into Eq. (3.21) to obtain the following ex-

pression for Σ̂t,k,ij:

Σ̂t,k,ij = Σ̃t,k,ij(Ω) =

∫∫
ij

Σt,k(x, y)ψk(x, y,Ω)dxdy∫∫
ij

ψk(x, y,Ω)dxdy
. (3.22)

Using Eq. (3.22) (or its discrete equivalent) gives a solution ψ̂ that satisfies Eq. (3.17),

which should improve the accuracy of the 2D/1D solution. If ψ(x, y,Ω) were separable

in space and angle, then Eq. (3.22) clearly reduces to Eq. (3.18). Thus, the severity

of the error introduced by homogenizing with Eq. (3.18) will be directly related to

the severity of the approximation of space-angle separability.

In practice, it is much easier to use only the polar-dependent total XS. Effectively,

this means assuming only azimuthal separability from the spatial-polar shape of ψ

in Eq. (3.22). Based on the experience in this thesis work, the polar dependence

accounts for the overwhelming majority of homogenization error, and it is acceptable

to ignore the azimuthal dependnece. This results in the following homogenization:

Σ̃t,k,ij(µ) =

∫∫
ij

Σt,k(x, y)

(
2π∫
0

ψk(x, y, µ, ω)dω

)
dxdy

∫∫
ij

(
2π∫
0

ψk(x, y, µ, ω)dω

)
dxdy

. (3.23)

Although the angular flux can have strong ω dependence, the homogenized anisotropic

XS has only weak ω dependence. Numerical results in Section 4.6 indicate that this

polar-only homogenization is sufficient. We hypothesize that this is because the polar

dependence of the spatial self-shielding effect in a fuel or control rod is much stronger

than the azimuthal dependence.

Physically, it makes sense that the polar dependence of the spatially homogenized

XS for a pin cell is more important than the azimuthal dependence. The main ef-

fect being captured by the homogenized XS is spatial self-shielding of thermal and

resonance-energy neutrons in the fuel. This effect depends strongly on the average
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distance traveled through the fuel by neutrons. Because a pin cell is cylindrical, the

average distance traveled by all the characteristic rays passing through the fuel is

invariant with respect to the azimuthal angle. However, the characteristic rays at

different polar angle travel vastly different distances to the other side of the fuel pin.

A simple visualization of this effect is given for 4 different polar angles in Fig. 3.1.

The polar dependence of the total XS is much stronger because it is driven by the

Figure 3.1: Projected 2D MOC problem geometry at various polar angles

physical geometry of the fuel. Azimuthal variations in the homogenized XS are driven

more by the azimuthal variations in the source and incoming boundary conditions.

While there can be strong azimuthal variation in areas with strong leakage in the

radial directions, the spatial-azimuthal coupling of the flux is generally weak within

a pin cell, so the azimuthal homogenization error is small. This is demonstrated

numerically in Sec. 4.5.

Approximate expressions for the azimuthal moment XS can be obtained by using

the Fourier expansion from Eq. (3.13) in Eq. (3.22), assuming the higher-order mo-

ments are O(ε) (i.e., small), and ignoring O(ε2) terms. In Sec. 4.5 a simple problem

is used to verify that the magnitudes of these moments are small enough to apply

this approximation.
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Σ̂t,k,ij(Ω)

=

∫∫
ij

Σt,k(x, y)

[
ψ0,k(x,y,µ)

2π + 1
π

P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)]

]
dxdy

∫∫
ij

[
ψ0,k(x,y,µ)

2π + 1
π

P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)]

]
dxdy

=

∫∫
ij

Σt,k(x, y)

[
ψ0,k(x, y, µ) + 2

P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)]

]
dxdy∫∫

ij

ψ0,k(x, y, µ)dxdy
·

1−

∫∫
ij

ψ0,k(x, y, µ)dxdy

−1

·

2

∫∫
ij

P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)] dxdy

+ O(ε2)



= Σ̃t,k,ij(µ) + 2

∫∫
ij

Σt,k(x, y)

(
P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)]

)
dxdy∫∫

ij

ψ0,k(x, y, µ)dxdy

− 2Σ̃t,k,ij(µ)

(∫∫
ij

P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)] dxdy

)
∫∫
ij

ψ0,k(x, y, µ)dxdy
+ O(ε2)

= 2

∫∫
ij

[
Σt,k(x, y)− Σ̂t,k,ij(µ)

]( P∑
p=1

[ψc,p,k(x, y, µ) cos (pω) + ψs,p,k(x, y, µ) sin (pω)]

)
dxdy∫∫

ij

ψ0,k(x, y, µ)dxdy
(3.24)

+ Σ̃t,k,ij(µ) + O(ε2) .

Operating by
2π∫
0

cos (pω)(·)dω and
2π∫
0

sin (pω)(·)dω, we obtain (with O(ε2) error):

Σ̃s/c,p,k,ij = 2

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

[
Σt,k(x, y)− Σ̃t,k,ij(µ)

]
ψs/c,p,k(x, y, µ)dxdy

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

ψ̂0,k(x, y, µ)dxdy

. (3.25)

Here, the azimuthal angular flux moments over a coarse cell ψ(s/c),p are calculated

during the 2D MOC sweep. Including the azimuthal XS moments from Eq. (3.25) in
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Eq. (3.14), we obtain modified forms of Eq. (3.16):[
µ
∂

∂z
+ Σ̃t,k,ij(µ)

]
ψ̂0,ij(z, µ) =

Q̂ij(z)

2
− TLXY0,ij (z, µ) , (3.26a)

[
µ
∂

∂z
+ Σ̃t,k,ij(µ)

]
ψ̂s/c,p,ij(z, µ) = −TLXYs/c,p,ij(z, µ)

− 1

2
Σ̃s/c,p,k,ijψ0,ij(z, µ) ; 1 ≤ p ≤ P . (3.26b)

The polar angular flux ψ0,ij(z, µ) is known in Eq. (3.26b). The sum of azimuthal

moment terms that should technically appear in Eq. (3.26a) is small enough to be

ignored. Each term in the sum is the product of two small terms: an azimuthal XS

moment and an azimuthal flux moment.

When using azimuthal expansion, the azimuthal quadrature set that we use must

correctly integrate the azimuthal Fourier moments. This is not a concern because

our standard Chebyshev quadrature set already correctly integrates the first several

moments, even after the angles have been altered in the modularization process.

The anisotropic term is treated as a source, and is calculated using ψ0,k,ij(µ) from

the 2D MOC sweep, together with the axial shape of the scalar flux φ̂ij(z) from the

1D solution within the plane. Eqs. (3.26) should be marginally more accurate than

Eqs. (3.16). However, the differences in the solution are usually negligible, and not

worth the significant increase in computational cost associated with calculating ψc,p

and ψs,p during the MOC sweep. Numerical results in Section 4.6 demonstrate this.

It should be noted that homogenization of fuel and moderator could potentially

be avoided by solving two separate 1D equations for each pin cell: one for fuel, and

one for a homogenized mixture of moderator, clad, and anything else. The 2D/1D

“fusion” code CRX-2 solves a separate 1D equation for each fine mesh region in

order to completely eliminate homogenization [62]. However, there are significant

drawbacks to this approach. If the radial boundaries of the 1D problem are on

the surface of each fuel rod, instead of just at the boundary between pin cells, the

approximations to the TL become much more important because the magnitude of the

leakage between fuel/control and moderator is significantly greater than the leakage

between adjacent pin cells. For this reason, the isotropic approximation or low-order

Fourier and Legendre expansion that works well for the standard method could be

inaccurate when applied to the TL on rod surfaces. This is covered in more detail in

Section 3.3.
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The isotropic total XS for 1D transport is used extensively in 2D/1D methods. The

error associated with this approximation is usually acceptably low. However, the error

is more significant when the gradients in the 1D solution are strong, such as in the 3D

C5G7 benchmark [29]. This may also be the case when there are partially inserted

control rods or part-length fuel rods in an LWR. Anisotropic XS homogenization can

mitigate this error. The polar dependence is the major component of the anisotropic

XS effect, while the azimuthal dependence is small. In this thesis, an azimuthally

isotropic XS with only polar dependence is primarily used, because it is expensive to

calculate azimuthal moments of the homogenized XS.

3.1.5 Within-pin Spatial Shape of Axial TL

In MPACT, the axial 1D transport equation is solved on the coarse mesh, along each

pin. The axial TL is provided by the solution to the 1D equation, so it is known with

the same spatial resolution as the 1D solution: in this case, the pin cell. This means

that the 2D/1D equations, as they are solved in this thesis, offer no expression for

the spatial distribution of the axial TL source within a pin. In absence of a spatial

distribution, it is approximated as flat over each pin cell.

Previously, it was thought that this flat axial TL approximation was the main

contributor to pin cell heterogeneity error, and the error associated with the XS

homogenization was negligible [28, 63, 8]. During the work performed for this thesis,

the opposite was found to be true. The results supporting this conclusion are given

in Section 3.3, Section 4.4, and in a previous conference paper [64]. For the present

work, only a spatially flat axial TL is used. The TL in a pin with a given (i, j) index

within a Cartesian lattice and at axial plane k is then given by:

J̃z,k,ij(Ω) =
µ

hk

[
ψ̂ij(zk+1/2,Ω)− ψ̂ij(zk−1/2,Ω)

]
, (3.27)

where ψ̂ij is the solution of the 1D transport equation.

For the sake of comparison, scalar flux-weighted TL is also used to demonstrate

the relatively small magnitude of the effect of the TL shape approximation. In this

case, the shape function is:

gk,ij(x, y,Ω) = gk,ij(x, y) =

φk(x, y)
∫∫
ij

dxdy∫∫
ij

φk(x, y)dxdy
. (3.28)
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The difference between the spatially flat or scalar flux-weighted axial TL is usually

negligible. For problems with strong axial leakage, the two approximations may result

in a slightly different solution (roughly 5-10 pcm difference).

Based on the results in this work, there are a few reasons that we can confidently

ignore the effects of the axial TL spatial shape. Most importantly, we are able to

obtain almost perfect agreement with Monte Carlo reference solutions using a flat

axial TL in Section 4.2 and Section 4.4. Additionally, we find that using a scalar flux-

weighted axial TL has very little effect on the solution. From this, we can infer that

the axial TL spatial shape only weakly influences the solution. Thus, any reasonable

approximation we make to the spatial shape will be acceptable. Even though the

spatially flat axial TL is not physically correct, the effect that the approximation has

on the solution is negligible.

The “correct” space-angle shape would require knowledge of the spatial distri-

bution of the angular flux on the top and bottom surfaces of an MOC plane, as in

Eq. (3.6):

J̃z,k(x, y,Ω) =
µ

hk

[
ψ(x, y, zk+1/2,Ω)− ψ(x, y, zk−1/2,Ω)

]
. (3.6)

Previous work related to this thesis investigated the feasibility and effectiveness

of an “implicit” axial TL shape that more accurately approximated the “correct”

shape in Eq. (3.6). Since the 1D angular flux solution provides no spatial distribution

within the pin, the spatial distribution can be approximated by using the 2D angular

flux within the pin:

J̃z,k(x, y,Ω) =

[
Jz,k+1/2 − Jz,k−1/2

]
hk

µψk(x, y,Ω)
1∫
−1

2π∫
0

µψk(x, y,Ω)dωdµ

. (3.29)

The basic assumption of 2D/1D is that the axial dependence of the angular flux is

separable from the radial-angular dependence, so the approximation in Eq. (3.29) is

reasonable in the broader context of 2D/1D. Using Eq. (3.29), the spatial shape of the

axial TL can be obtained directly from the 2D angular flux. However, it is expensive

to store the full angular flux on the fine mesh, so we use it implicitly instead.

The implicit TL shape method that we developed used a modified total cross

section for the 2D MOC to implicitly apply the 2D angular flux solution as the

radial-angular shape for the axial TL within a pin. The 2D transport equation was
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defined as:√
1− µ2

(
cosω

∂ψk
∂x

+ sinω
∂ψk
∂y

)
+ Σ

′

t,k,g(x, y, µ)ψk,g(x, y,Ω) =
Qk(x, y, E)

4π
,

(3.30a)

Σ
′

t,k,g(x, y, µ) = Σt,k,g(x, y) +
µ

hk

(
A+
k,g − A

−
k,g

)
, (3.30b)

A±k,g =
Jk±1/2,g

Jk,g
. (3.30c)

In Eq. (3.30), Jk±1/2,g are the axial currents from the 1D solution, and Jk,g is the

effective axial current in the 2D solution:

Jk,g =

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

 1∫
−1

2π∫
0

µψk,g(x, y, µ, ω)dωdµ

 dxdy . (3.31)

Using this method requires that we do the following:

1. Calculate and store the 2D axial current using the expression in Eq. (3.31).

2. Calculate and store the modified total cross section Σ
′

t,k,g(x, y, µ) on the fine

mesh, with polar dependence.

This adds computational work, unless the polar angular flux is already being cal-

culated for the anisotropic XS homogenization. More important than the increased

computational expense, this method was either unstable or very slow to converge for

the few test problems it was applied to. The effect on the solution was relatively

small (less than 5 pcm) in the cases where it did converge.

The implicit TL scheme in Eq. (3.30) also introduces the possibility of negative

Σt for the 2D MOC, which would cause iterative issues. This would require splitting

the negative Σt back into a TL source, which is effectively like reverse TL splitting.

Overall, this method was not very stable and also not very important for obtaining

an accurate solution. The research briefly described here did not indicate a strong

motivation for an axial TL spatial shape function, so this thesis does not include any

more work or development involving such shaping.

3.1.6 Radial Transverse Leakage Interpolation

The radial TL is determined by the radial derivatives of the 3D angular flux. In the

2D/1D method, the angular flux can vary significantly over the axial length of a node,
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which may be several centimeters. It is likely insufficient to represent the radial TL

term as spatially flat over this node in the 1D equation.

One approach is to use subplanes to discretize the radial TL and nodal equation

on a finer axial mesh than the 2D transport equations. This is the approach used in

nTRACER [13]. MPACT has subplane capability [30], although it is not always used.

In MPACT, the spatial shape of the radial TL is approximated using interpolation

with neighboring nodes. The zeroth, first, and second moments of the radial TL are

given by:

TLXYg (ξ) =
2∑
i=0

TLXYi,g Pi(ξ) , (3.32a)

G = 2(hC + hB)(hC + hT )(hB + hC + hT ) , (3.32b)

TLXY0,g = TLXYC,g , (3.32c)

TLXY1,g =
hc
G

[(
TLXYT,g − TLXYC,g

)
(hC + 2hB) (hC + hB)

−
(
TLXYB,g − TLXYC,g

)
(hC + 2hT ) (hC + hT )

]
, (3.32d)

TLXY2,g =
h2
C

G

[(
TLXYT,g − TLXYC,g

)
(hC + hB) +

(
TLXYB,g − TLXYC,g

)
(hC + hT )

]
. (3.32e)

B, C, and T are the bottom, center, and top nodes of the 3 point interpolation,

respectively. In the special case hB = hC = hT , the equations reduce to a more

familiar form:

TLXY1,g =
TLXYT,g − TLXYB,g

4
, (3.33a)

TLXY2,g =
TLXYT,g − 2TLXYC,g + TLXYB,g

12
. (3.33b)

The interpolation is depicted in Fig. 3.2. Because MOC slices are typically several

centimeters thick, the axial spatial shape of the radial TL within a node is important.

Without the interpolation, the discretization of the radial TL source would be too

coarse. Another way of obtaining the axial shape of the TL within an MOC slice is to

use subplanes in the 3D CMFD and 1D nodal solution. The 3D CMFD then provides

a more finely discretized radial TL. The subplane method has been implemented in

MPACT [30].
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hB

hC

hT

TLXYB,g

TLXYC,g

TLXYT,g

Figure 3.2: Radial TL interpolation

3.1.7 P3 Expansion of the 1D Transport Equation

In this thesis, Eqs. (3.26) are solved using a Legendre polynomial expansion of the

polar angular variable. Truncating this expansion at L = 3 moments usually provides

sufficient accuracy for LWR problems. Both the angular flux ψ̂ and the anisotropic

transverse leakage sources TL need to be expanded in Legendre polynomials. Rather

than expanding the cross section Σ̃t,k,ij(µ) in Legendre polynomials, the anisotropic

component of it in Eq. (3.34) is moved to the right side and treated together with

the source anisotropy:

[
µ
∂

∂z
+ Σ̂t,k,ij

] ψ̂0,ij(z, µ)

2π
+

1

π

P∑
p=1

(
ψ̂c,p,ij(z, µ) cos (pω) + ψ̂s,p,ij(z, µ) sin (pω)

)
=
Q̂ij(z)

4π
−
TLXY0,ij (z, µ)

2π
− 1

π

P∑
p=1

[
TLXYc,p,ij(z, µ) cos (pω) + TLXYs,p,ij(z, µ) sin (pω)

]
+
[
Σ̂t,k,ij − Σ̃t,k,ij(Ω)

]ψ0,ij(z, µ)

2π
+

1

π

P∑
p=1

[ψc,p,ij(z, µ) cos (pω) + ψs,p,ij(z, µ) sin (pω)]

 .

(3.34)

We note that the angular flux over a pin cell ψ appears both with and without a (ˆ)

in this equation. The (ˆ) signifies the 1D angular flux moments that are being solved

for. The instances of ψ without (ˆ) signify a known quantity obtained from averaging

the 2D MOC solution over a coarse pin cell.
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jkFor the zeroth azimuthal moment, we operate on Eq. (3.34) by
2π∫
0

(·)dω. Both

the anisotropic azimuthal XS moments and the anisotropic azimuthal angular fluxes

are small terms, O(ε), so the integral of their product can be ignored. While this

approximation works well for LWRs, it is conceivable that certain geometries could

create a solution where these terms are not O(ε). However, we were unable to devise

such a problem, and the focus here is on developing a simplified expression that is

effective for most practical cases. Next, a Legendre expansion in the polar angle µ is

substituted for the angular flux in Eq. (3.26a), and the 0th through 3rd moments are

calculated. We obtain:

d

dz
φ̂1 + Σ̂tφ̂0 = Σ̂s0φ̂0 + q0 , (3.35a)

1

3

d

dz
φ̂0 +

2

3

d

dz
φ̂2 + Σ̂tφ̂1 = Σ̂s1φ̂1 + q1 , (3.35b)

2

5

d

dz
φ̂1 +

3

5

d

dz
φ̂3 + Σ̂tφ̂2 = q2 , (3.35c)

3

7

d

dz
φ̂2 + Σtφ̂3 = q3 , (3.35d)

where:

ql(z) =

1∫
−1

Pl(µ)

[
Q̂(z)

2
− TLXY0 (z, µ) +

[
Σ̂t − Σ̃t,k(µ)

]
ψ0(z, µ)

]
dµ , (3.35e)

φ̃0 = φ̂0 + 2φ̂2 . (3.35f)

In the multigroup form of the equations, the source Q̂(z) in Eq. (3.35e) includes

the isotropic inscattering and fission sources, but not the self-scattering source. The

isotropic self-scattering is subtracted from Σt,g to obtain the removal cross section

Σr,g.

We obtain the second-order form of the 1D P3 equations through the standard

derivation:

φ1 =
q1

Σ̂tr

− d

dz

1

3Σ̂tr

φ̃0 , (3.36a)

φ3 =
q3

Σ̂t

− d

dz

3

7Σ̂t

φ̂2 . (3.36b)
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Substituting Eqs. (3.36) into Eq. (3.35a) and Eq. (3.35c), we obtain:

− ∂

∂z

1

3Σ̂tr

∂

∂z
φ̃0 + Σ̂rφ̃0 = q0 −

∂

∂z

q1

Σ̂tr

, (3.37a)

− ∂

∂z

9

35Σ̂t

∂

∂z
φ̂2 +

(
Σ̂t +

4

5
Σ̂r

)
φ̂2 = q2 +

2

5

(
Σ̂rφ̃0 − q0

)
− 3

5

∂

∂z

q3

Σ̂t

, (3.37b)

These equations are solved axially over each pin (i, j); the index subscript has

been dropped to simplify the notation. These equations are solved using a 4th-order

Legendre polynomial expansion in space for the fluxes and a second-order expansion

in space for the sources. The higher-order angular moments of the source ql account

for the anisotropy in both the radial TL and the homogenized collision term. The

equations are similar for the higher-order azimuthal moments φcp,l and φsp,l, but the

sources are defined differently, as appropriate for each moment:

qcp,l(z) =

1∫
−1

Pl(µ)

(
−TLXYc,p (z, µ) +

[
Σ̂t − Σ̃t(µ)

]
ψc,p(z, µ)− 1

2
Σ̃c,p(z, µ)ψ0(z, µ)

)
dµ ,

(3.38a)

qsp,l(z) =

1∫
−1

Pl(µ)

(
−TLXYs,p (z, µ) +

[
Σ̂t − Σ̃t(µ)

]
ψs,p(z, µ)− 1

2
Σ̃s,p(z, µ)ψ0(z, µ)

)
dµ .

(3.38b)

Again, Σ̃cp(z, µ) and Σ̃sp(z, µ) are relatively small and are typically ignored. The

other anisotropic collision term can be calculated by using ψ̂cp and ψ̂sp (from the 1D

equation) instead of ψcp and ψsp (from the 2D MOC), but this is also a small term

and is ignored without significant detriment to the accuracy. After solving the 1D P3

equations for each of the azimuthal moments of the 1D angular flux, the anisotropic

axial TL can be calculated. In a single pin cell (i, j):

ψ̂(z,Ω) =
3∑
l=0

2l + 1

2
Pl(µ)

[
φ̂l(z)

2π
+

1

π

P∑
p=1

(
φ̂c,p,l(z) cos (pω) + φ̂s,p,l(z) sin (pω)

)]
.

(3.39)

Eqs. (3.37) are the improved 1D P3 equations that account for anisotropic radial TL

and homogenized collision terms. Eq. (3.39) specifies the pin cell averaged angular

flux, which can be used to calculate the anisotropic axial TL for the 2D MOC sweep

in Eq. (3.5a). Altogether, these equations constitute a 2D/1D transport method that

has improved 3D transport accuracy and a correction for the effect of heterogeneity

within a coarse cell. The corrections have been tailored to be most effective for LWR

geometries.
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3.2 Other Aspects of 2D/1D in MPACT

In Sec. 3.1, the equations related to the 2D/1D method developed and implemented

in MPACT for this thesis were derived and described. In this section, other aspects

of the 2D/1D implementation in MPACT are briefly described. The transverse leak-

age splitting method, which is sometimes used to achieve convergence, is explained

in Sec. 3.2.1. The 2D/1D iteration scheme in MPACT is presented in Sec. 3.2.2.

The 2D/1D under-relaxation scheme in MPACT, which is not used in this work, is

described in Sec. 3.2.3. The nomenclature for the different variations of the 2D/1D

method in MPACT is described in Sec. 3.2.4.

3.2.1 Transverse Leakage Splitting

In general, both the 2D and 1D equations should produce a positive solution every-

where when the source is positive everywhere. The source can become negative if

the transverse leakage term is too strongly negative. This is not frequently a major

issue, because the 2D/1D method is usually applied to problems without excessively

strong axial gradients. However, it is certainly possible that the transverse leakage

can be strong enough to produce a negative solution. The 2D/1D iteration in MPACT

contains nonlinearity from two features:

1. The CMFD acceleration is non-linear, and consequently it is highly sensitive to

any negative fluxes produced during the iteration. Linear acceleration schemes

also exist, such as Diffusion Synthetic Acceleration [65]. Thus, this nonlinearity

should in theory be avoidable, although it would require significant modifica-

tions to the MPACT 3D acceleration implementation.

2. The homogenization of the 2D solution onto the coarse mesh for the 1D solution

introduces nonlinearity. If negative flux solutions are used to homogenize the 2D

solution, the XS may be negative, or unrealistically large or small. This disrupts

the iteration, and will likely cause convergence failure. This nonlinearity is more

fundamental to the 2D/1D method with pin-homogenization, and may be more

difficult to avoid.

It is not yet clear how much each of these nonlinearities contributes to the overall

negative source sensitivity and convergence failure in MPACT. Future work will be

necessary to determine if implementing a linear acceleration scheme is sufficient to

avoid convergence failure when negative solutions arise, or if the homogenization still

causes convergence issues.
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To improve the robustness of the iteration, MPACT can attempt to enforce a

non-negative source in all regions for both the 1D solution and the 2D solution. This

is done by moving a negative source to the “left” side of the equation and adding it to

the collision term, a process called transverse leakage splitting. For the 2D solution,

it is called axial transverse leakage splitting, and for the 1D solution, it is radial

transverse leakage splitting. This method was developed in previous thesis research

related to MPACT by Kelley [63] and Stimpson [8].

To demonstrate the axial TL splitting method, we recall Eq. (3.8).

[(Ω·∇)xy + Σt,k(x, y)]ψk(x, y,Ω) =
Qk(x, y)

4π
−
[
Jz,k+1/2,ij − Jz,k−1/2,ij

]
4πhk

. (3.8)

If the total source is negative, then the split L̃z is defined as the absolute value of

this source, and is added to both sides:

Qk(x, y)

4π
−
[
Jz,k+1/2,ij − Jz,k−1/2,ij

]
4πhk

< 0 ,

L̃z = −

[
Qk(x, y)

4π
−
[
Jz,k+1/2,ij − Jz,k−1/2,ij

]
4πhk

]
. (3.40)

On the left side, this leakage is added to the collision term. Because the angular flux

is not known, it is approximated by:

ψk(x, y,Ω) ≈ φk(x, y)

4π
. (3.41)

This approximation is the reason the splitting method is detrimental to the accuracy

of the solution, but it is impossible to avoid the approximation without incurring

significant computational expense associated with storing and using the angular flux

in the splitting term. After splitting the axial TL, Eq. (3.8) becomes:

Σ̃t,k(x, y) = Σt,k(x, y) +
4πL̃z
φk(x, y)

, (3.42)[
(Ω·∇)xy + Σ̃t,k(x, y)

]
ψk(x, y,Ω) =

Qk(x, y)

4π
−
[
Jz,k+1/2,ij − Jz,k−1/2,ij

]
4πhk

+ L̃z = 0 .

(3.43)

In practice, the TL splitting is often calculated before the addition of the self-

scattering source, so the source remains slightly positive with splitting, once the
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self-scattering is added. However, this scheme could lead to a negative source if the

self-scattering XS is negative because of the TCP0 approximation.

In principle, the radial TL splitting is similar to the axial TL splitting. For radial

TL splitting, only the spatially flat moment of the 1D source is split to maintain

positivity.

The downside of TL splitting is that it perturbs the solution, and negatively affects

the accuracy. A recent method has been developed to improve accuracy when using

TL splitting by using a better approximation to the angualr flux than Eq. (3.41), but

it has a significant computational expense [66].

All results in Chapter 4 were obtained without TL splitting. For more realistic

problems, TL splitting may be necessary.

For the problem used in Sec. 4.7, the control rod tip does not align with the MOC

plane boundaries, which results in a rod smearing error that has to be corrected using

a polynomial decusping or other correction method. If the axial mesh is changed so

that it aligns with the location of the control rod tip, the magnitude of the axial

TL is increased significantly, and TL splitting becomes necessary. This TL splitting

degrades the accuracy of the 2D/1D solution. Thus, it is difficult to obtain an accurate

solution to this problem using 2D/1D in MPACT. The rod smearing error and TL

splitting error cannot both be avoided. This is a limitation of the 2D/1D in MPACT

from the negative source sensitivity caused by nonlinearity. Developing a 2D/1D

method without nonlinearity should improve the range of problems for which MPACT

can converge to an accurate solution.

3.2.2 2D/1D Iteration Scheme

A high-level flowchart of the iteration scheme for solving the 2D/1D equations is

shown in Fig. 3.3.

This iteration scheme is very similar to other 2D/1D implementatins, such as

DeCART [12]. The order of the 3 solutions is somewhat arbitrary, although the

flowchart depicts the order that is used by MPACT. Beginning with the 3D CMFD

and 1D axial solution makes sense, because it provides a good initial guess for the 2D

MOC solution during the first iteration.

The 3D CMFD solution is a Wielandt-shifted inverse power iteration. Each step

of the non-linear solution is called a CMFD outer iteration. The estimated fission

source and eigenvalue are updated after each outer iteration. Each outer iteration

itself is a fixed-source problem, solved using an iterative solver such as GMRES or

the newer Multi-level in Space and Energy Diffusion (MSED) method [59].
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Figure 3.3: Iterative algorithm flowchart for 2D/1D

Each iteration on the fixed-source problem is called a CMFD inner iteration. The

number of CMFD inners depends on the condition number of the matrix, which

depends mainly on the aggressiveness of the Wielandt shift and problem size. The

solution may require several hundred inner iterations when using GMRES, and in

some cases the maximum number of inners (typically 500) will be reached without

reaching the desired residual reduction. Outer iterations will be performed until the

residual and successive change in eigenvalue satisfy a certain tolerance. The required

number of CMFD outers may be a couple dozen at the beginning of the iteration, but

this number will decrease to just a few per CMFD solve as the solution converges.

The CMFD solution is used to update the coarse cell scalar fluxes for the 1D axial

solution, and the 2D fine-mesh fluxes for the 2D MOC solution based on Eq. (2.46).

The 1D axial solve is a sweep over all of the 1D problems (one for each pin).

Each process sweeps over its full axial domain for each pin in its radial domain. The

full axial height is often only one coarse cell. Each process then communicates the

boundary conditions to the axial neighbors. This solve is on the coarse mesh, so it is

a relatively small amount of information to communicate.
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A single inner axial sweep consists of a full sweep from bottom to top over each

spatial domain, and back down, followed by communication, for a single group. The

boundary conditions at axial parallel interfaces are lagged from the previous sweep.

An outer axial sweep consists of a loop over all of the groups, with 5 inner sweeps

over each group. Performing multiple axial sweeps helps to converge the boundary

conditions and improve communication of information in the axial direction, which

is usually highly parallelized. The source is recalculated after each inner sweep. An

axial solve consists of 5 outer loops (1 over all groups, 4 over upscattering groups) to

converge the scattering source.

If the 1D solver uses a two-node kernel, the coarse cell scalar fluxes will be un-

changed (see Sec. 2.5.3). If a one-node kernel is used, the coarse cell scalar fluxes

are updated with the new solution, and these updates are projected on to the 2D

fine-mesh fluxes in the same way as the CMFD update. The axial TL source for each

cell is calculated using the 1D solution.

The 2D MOC solve may consist of multiple sweeps over the upscattering energy

groups to converge the inter-group scattering source, as well as inner sweeps to con-

verge the self-scattering term. However, the MOC solution is expensive, so multiple

sweeps per outer iteration are typically not performed unless this is necessary to

achieve stability. On each process, 2D MOC sweeps are performed over the local

radial domain for one axial slice at a time. Again, there is often only one slice per

process. The radial TL terms are calculated on the final inner iteration of the final

sweep over each group. Often, there is only one MOC sweep. If polar anisotropic XS

are used, the polar angular flux for each FSR is also stored during the final sweep.

The homogenized cross sections for the CMFD and 1D axial solution are calculated

using the 2D MOC solution.

In Eqs. (3.37), the anisotropic homogenization term is treated as a source, as in

Eq. (3.35e). The linear anisotropic moment of the source, q1, includes both a radial

TL component and an anisotropic homogenization component. The definition of the

axial current for the CMFD equations, φ1, is slightly different when these anisotropic

terms are present:

φ1 =
q1

Σ̂tr

− d

dz

1

3Σ̂tr

φ̃0 . (3.36a)

It is possible that the inclusion of the q1 term may affect the current correction

factors D̂ on the axial surfaces for the CMFD acceleration. In theory, this can affect

the convergence rate of CMFD, but in practice we do not observe any change in the

convergence rate.
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Because the isotropic moment of this term is zero by definition, the overall neutron

balance that defines the low-order equation is unaffected, and the acceleration equa-

tions do not need to be modified when using the anisotropic XS. Thus, the CMFD

equations always use isotropic XS, regardless of whether the 1D axial equations use

angle-dependent XS, and there are no special considerations necessary for the accel-

eration equations when anisotropic terms are used in the 2D/1D approximation.

3.2.3 2D/1D Relaxation

In previous work with DeCART and MPACT, it was observed that the 2D/1D iter-

ation scheme was inherently unstable in models containing thin planes. Kelley and

Larsen [19] performed Fourier analyses to determine a group-dependent relaxation

factor to be applied to the update of the scalar flux after a 2D MOC sweep. The

relaxation factor required for stability is determined by the optical thickness of the

plane and the self-scattering ratio. An empirical fit to Fourier Analysis results was

used to define an explicit formula for the optimal relaxation factors. Therefore, the

relaxation is defined in Eq. (3.44).

φg,k(x, y)(l+1/2) = φg,k(x, y)(l) + θg
(
φg,k(x, y)(l+1/4) − φg,k(x, y)(l)

)
. (3.44)

Here, φg,k(x, y)(l) is the scalar flux before the MOC sweep, φg,k(x, y)(l+1/4) is the scalar

flux calculated during the MOC sweep, and φg,k(x, y)(l+1/2) is the flux after applying

the relaxation.

These factors were necessary for the primitive 2D/1D methods that used finite

difference to determine the axial TL and did not have an explicit 1D axial solution.

The next incarnation, which is still sometimes used in MPACT, used the nodal ex-

pansion method with a two-node kernel to solve the axial problem. The two-node

kernel has stability properties that are similar to the finite difference method, so

relaxation factors are also required when a two-node kernel is used. However, the

one-node kernels, which are used for this work, have fundamentally different con-

vergence properties than the two-node kernels, and there are no theoretical results

indicating that the same relaxation factors should be used, or that this type of re-

laxation is even necessary when using a one-node kernel. Relaxation factors are not

used in this work.
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3.2.4 2D/1D Methods

Several different variations of the 2D/1D method are included in the numerical results

for this work. These variations are related to different options for treatment of the

polar and azimuthal components of the TL and XS. Overall, the methods can be

divided up into three distinct groups. These groups will be referred to frequently in

the text, so we will now establish nomenclature for unambiguous identification.

1. The first method uses isotropic TL and XS. This is the standard 2D/1D method

used in many 2D/1D codes, including MPACT. It is essentially the simplest pos-

sible 2D/1D approximation to make with respect to the coupling terms between

the 2D and 1D equations. This method is referred to as “isotropic TL,” “ISO

TL,” or “standard” 2D/1D.

2. The second method, which was described in this chapter, uses approximate

anisotropic TL and XS. The TL dependence is expanded in Legendre polyno-

mials in the polar angle and Fourier moments in the azimuthal angle. This will

be called the “full anisotropic,” “full-polar anisotropic” method, or “ANISO

TL” for short. In this approximation, the XS may have polar dependence. It

is typically isotropic in the azimuthal angle, although the azimuthal moments

are included in some cases to demonstrate their insignificance. These different

XS treatments are sometimes referred to in shorthand on charts and tables,

as “ISOXS” for isotropic XS homogenization (standard), “POLXS” for polar

dependent homogenization, and “MOMXS” for polar homogenization with non-

anisotropic azimuthal moments included.

3. The third method, developed in Chapter 5, aims to replicate the accuracy of

the full polar anisotropic method while reducing the cost by delegating some

work from the MOC solver to a coarse-mesh 2D SN solution. Because this

method uses polar parity, and adds an odd parity coarse-mesh 2D transport

solution to the typical 2D/1D scheme, it is called “polar parity 2D/1D,” “odd

parity 2D/1D,” or simply “parity TL.” The MOC solution is only used for the

even parity 2D angular flux, which means it is only solved for half of the polar

angles on the unit sphere, in contrast to the “full-polar anisotropic” method,

which solves for the 2D angular flux over the full unit sphere using MOC. The

treatment of the azimuthal angle in the polar parity 2D/1D method is identical

to the treatment in the full-polar anisotropic method.
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3.3 Homogenization of XS for 1D Solution

It has been asserted that methods that do not require homogenization over the pin

cell should and will be appreciably more accurate than those that do [67, 62, 68].

This is not necessarily true. In reality, there is nuance that cannot be summarized in

such a simple statement. The method in this work demonstrates near 3D transport

accuracy using a homogenized XS.

In addition to XS homogenization, approximations are also made to the axial

shape and angular dependence of the radial transverse leakage source for the 1D

equation. To avoid homogenization, the 1D problem must be solved on subregions

of the pin. This means that the radial TL term, or whichever term couples the 2D

solution to the 1D solution for a given method, must also be computed on this finer

mesh. The magnitude of leakage between two adjacent regions within a pin cell (e.g.,

between moderator and fuel or control rod) will be significantly greater than that be-

tween two adjacent pins at their cell boundaries. As a result, any approximation made

to the spatial or angular dependence of this radial coupling term will be magnified,

which can result in large errors.

For this reason, it is unwise to solve the 1D problems on a sub-pin mesh unless

the radial TL is represented explicitly in angle, which has a prohibitively expensive

memory burden. This explains two previous results in which large errors due to the

isotropic TL approximation were attributed to other causes when using a sub-pin

mesh for the 1D solution. Those results will be restated and explained here.

In Kelley’s Ph.D. thesis [63], a simple toy problem was considered with a finite

8x8 lattice of fuel pins. The radial geometry of the fuel pin is a Tetris-style Cartesian

approximation to a cylinder, which allows the definition of a Cartesian coarse mesh

without homogenization. The pin geometry is shown in Fig. 3.4. Two-group cross

sections were used. This problem was solved in MPACT.

First, the standard discretization was used, with each pin cell being represented

by a single coarse cell. Then, the coarse mesh was refined to be equivalent to the

fine mesh, 0.125 cm squares, which eliminated homogenization of the XS. A large

discrepancy between these two results (520 pcm difference in keff ) was attributed to

the homogenization and axial TL spatial shape error of the former case. However, the

large error was actually a result of using the isotropic leakage approximation on the

fine mesh, including at the fuel-moderator interface. The isotropic TL approximation

is usually acceptable on coarse-mesh boundaries, but at the fuel-moderator interface

it is not sufficient. This result was presented as a motivation for improving the spatial
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Figure 3.4: Pin cell for shape function test problem, from Kelley’s thesis [63]

shape of the TL, when it was in reality a motivation for anisotropic TL and a strong

reason to use the pin-level radial mesh for the 1D problem.

The study is reproduced for this work, with additional cases added using

anisotropic TL. The results are given in Table 3.1.

Table 3.1: Eigenvalue results for axial TL shape test

Shape Function TL Method XS keff error [pcm]
FLAT ISOTROPIC ISOTROPIC 1.11465 26
FLUX ISOTROPIC ISOTROPIC 1.11459 20

EXACT ISOTROPIC EXACT 1.11138 -301
FLAT EXACT ISOTROPIC 1.11500 61
FLUX EXACT ISOTROPIC 1.11490 51
FLAT MOMENT POLAR 1.11450 11
FLUX MOMENT POLAR 1.11441 2

EXACT MOMENT EXACT 1.11438 -1
EXACT EXACT EXACT 1.11439 –

The first 3 lines in Table 3.1 are reflective of the results in [63]. Based on these

results, the “flat” and “flux” shape functions are considered insufficient, because of

poor agreement with the “exact” axial TL shape. However, the “flat” and “flux”

cases are actually significantly closer to the reference solution. The reference solution

here uses the exact shape function, with no spatial homogenization, and explicit

angular TL treatment; this is effectively 3D transport. The actual error from using

the “flat” spatial TL shape is approximately 10 pcm, while the polar dependence of

the homogenized XS accounts for approximately 50 pcm.

In a recent paper, Yuk and Cho [68] assert that the 2D/1D fusion method has

superior accuracy to the 2D/1D method with isotropic TL. It does, but the difference
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is vastly overstated in [68] because of their definition of the coarse mesh. To test

the fusion and hybrid methodologies (i.e., anisotropic TL or isotropic TL), they use

1D/1D methods to solve a 2D transport problem. The 2D problem is a vertical 2D

slice (x − z cross sectional cut) from the rodded B configuration of the 3D C5G7

benchmark. The problem geometry is given in Fig. 3.5. They define the coarse mesh

such that there is no heterogeneity within a coarse cell and thus no homogenization

necessary for the 1D problem. The 1D/1D fusion method essentially matches the 2D

transport reference, while the 1D/1D hybrid method has a large error of -927 pcm

for keff and several percent errors in the flux.

Figure 3.5: Geometry of 1D/1D test problem, Yuk and Cho [68]

The error is this large because the chosen coarse mesh is the worst possible coarse

mesh when using isotropic TL. It is the worst mesh because it maximizes the magni-

tude of the radial TL. The method analyzed in [68] is fundamentally different from the
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2D/1D method used in real calculations, in which coarse-mesh boundaries are always

aligned with pin-cell boundaries. This explains why, in [68], “results for the hybrid

method are in contrast to those of previous studies [13][17].” They go on to speculate

that these results contradict previous studies “probably due to the cancellation of

errors” between the isotropic TL approximation and the spatial XS homogenization.

The placement of the coarse-mesh boundaries at the fuel-moderator interface instead

of the pin-cell interface, which is the true cause of this error, is not mentioned in [68].

Additionally, the hybrid method in [68] uses diffusion axially, even though current hy-

brid codes such as MPACT use P3 in the axial direction. This incorrect conclusion is

important to note because the “hybrid” method with spatial XS homogenization con-

tinues to be the production solver used by MPACT, and it is not nearly as inaccurate

as suggested by these results.

To summarize the results of this section, the nature of the coupling between the 2D

and 1D solutions is complicated and can even be counter-intuitive. In attempting to

highlight certain predicted errors in the 2D/1D method, some researchers developed

test problems without taking into full consideration the types of errors that may be

exacerbated by the specific problems chosen for the studies in [63, 68]. This has

resulted in incorrect conclusions about the true magnitude of errors due to various

approximations in a 2D/1D method. While the studies in [63] and [68] have concluded

that spatial homogenization of the cross section or smearing of the axial TL results

in a severe error that needs to be corrected, the errors attributed to homogenization

were actually manufactured by moving the coarse-mesh boundaries from their usual

location. The standard coarse-mesh boundary for a 2D/1D problem is and always

has been the Cartesian pin mesh lattice. This was almost certainly done out of

convenience and simplicity. A Cartesian mesh is significantly easier to deal with,

and it makes sense for the 1D problem mesh to align with the 3D CMFD mesh. It

is perhaps pure luck that the coarse mesh that is most convenient is also the most

optimal mesh for accuracy of the 2D/1D solution. This is the reason isotropic TL

can be used, and is probably a big reason why the 2D/1D method even works well at

all, but it is something that has not been explicitly acknowledged by the community.

It does not seem to be common knowledge, or even commonly accepted, that the

pin-cell coarse mesh maximizes accuracy when using isotropic TL.

When placing coarse-mesh boundaries on the pin-cell surface, one must remember

that this inherently applies an approximation to the angular flux gradient at the

surface, which is likely large in magnitude and strongly anisotropic. The leakage is

stronger on the pin surface because there are significant differences in the spectrum
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and magnitude of the source in the moderator and the fuel. In effect, this negates the

high-fidelity MOC and instead puts faith into the radial TL approximation, which is

usually isotropic. Even when using anisotropic moments for the radial TL, it likely

require many more moments to accurately represent the leakage on a pin surface than

the P1 or P2 expansion that is sufficient on the pin-cell boundaries.

In addition to the angular approximation made to the radial TL, the spatial

dependence of the radial TL is also approximated. The three-point interpolation

method used to calculate quadratic spatial dependence of the radial TL is typically

sufficient. However, the scattering and fission sources are determined by the flux

moments, which are more accurately calculated by the 1D transport solver, with a

quartic polynomial expansion. When a larger fraction of the source is radial TL, the

spatial accuracy of the source, and the overall 1D solution, may be degraded.

3.4 2D/1D Summary

This chapter mathematically described the 2D/1D equations used in MPACT in de-

tail. The standard 2D/1D method used in MPACT makes several approximations to

the axial and radial TL and 1D homogenized XS that lead to reduced accuracy. In this

chapter, several possible improvements to these approximations were proposed. Some

of these improvements were pursued in previous work, including the anisotropic axial

and radial TL [8]. While anisotropic 1D XS homogenization has also been considered

in previous work [69], the specific 1D XS homogenization proposed in this chapter

is new. In this thesis, the anisotropy of the homogenized 1D XS is split into polar

and azimuthal dependence. We have observed empirically that the azimuthal depen-

dence is weak, so we choose to use a homogenized XS with only polar dependence

(azimuthally isotropic). This method is memory-efficient and effective in improving

the accuracy of the 2D/1D solution.

Additionally, the method in [8] is applied to 2D/1D with a 1D P3 axial solution

in this thesis, instead of 1D SN . This application is new, and we have observed that

the 2D/1D P3 method with anisotropic TL is less prone to instability than its 2D/1D

SN counterpart.
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Chapter 4: Numerical Results

The methods described in Section 3.1 were implemented in MPACT. A progression

of several test cases are used to demonstrate the accuracy of these methods:

1. A simplified 1D/1D SN problem that demonstrates the accuracy of the angle-

dependent XS homogenization in Sec. 4.1.

2. A 3D pin cell problem that isolates the angle-dependent XS effect in the absence

of radial TL in Sec. 4.2.

3. A homogeneous fuel problem that demonstrates the anisotropic TL capability

without homogenization error. Essentially, this confirms that the new 2D/1D

P3 method effectively reproduces the results of the 2D/1D SN method from

Stimpson’s thesis [8], upon which it was based. (Sec. 4.3.

4. A simple 3x3 pin array is used to demonstrate the relative unimportance of the

spatial TL shape and the azimuthal XS moments in Sec. 4.5.

5. The 3D C5G7 benchmark problem shows the accuracy of these methods for a

difficult problem with 3D transport effects in Sec. 4.6.

6. VERA benchmark problem 4 is used to demonstrate these effects for a problem

with realistic geometry and XS in Sec. 4.7.

The simple problems are used to isolate and demonstrate specific aspects of the

improved 2D/1D method. The 3D C5G7 benchmark demonstrates all of these capa-

bilities simultaneously.

4.1 1D/1D SN Demonstration

In this section, a 1D version of a typical LWR pin cell with C5G7 cross sections [29] is

analyzed. Additional results for other LWR transport problems (MOX fuel, control
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cell, fuel assembly slice) are given in Appendix A. These problems test the angle-

dependent homogenization methods and verify that the angular flux is preserved

between the radial transport (SN in this case) and the transverse 1D problem.

Before applying the angle-dependent homogenization to MPACT, a simple prob-

lem is used in this section to confirm that it has the properties it was intended to have

when it was derived; specifically, the transverse 1D problem with a pin-homogenized

total XS should exactly preserve the angular flux from the original heterogeneous

transport problem. A low-enriched UO2 pin is analyzed in this section. In each case,

the anisotropy in the spatial dependence of the angular flux is a significant effect that

is not correctly captured by an isotropic XS. The magnitude of this effect will be

greater when there are more pronounced flux dips, e.g. MOX fuel pin, or the control

cell in the appendix. C5G7 cross sections are used for these problems [29].

4.1.1 1D/1D SN Equations

SN is used for the radial and the axial equations in this section. The radial transport

is a standard 1D SN sweep with weighted-difference discretization:

µn
hi

(
ψ

(l+1/2)
n,g,i+1/2 − ψ

(l+1/2)
n,g,i−1/2

)
+ Σt,g,iψ

(l+1/2)
n,g,i

=
1

2

(∑
g′

Σs,g←g′,iφ
(l)
g′,i +

χg,i
keff

∑
g′

νΣf,g′,iφ
(l)
g′,i

)
, (4.1a)

ψ
(l+1/2)
n,g,i =

1 + βn,g,i
2

ψ
(l+1/2)
n,g,i+1/2 +

1− βn,g,i
2

ψ
(l+1/2)
n,g,i−1/2 , (4.1b)

1 ≤ n ≤ N, 1 ≤ i ≤ I ,

φ
(l+1)
g,i =

∑
n

wnψ
(l+1/2)
n,g,i . (4.1c)

The closure relationship defined by βn,g,i is a weighted difference, which can be dia-

mond difference (βn,g,i = 0), step characteristics, or something else. The weighting

has little significance. The mesh will be very fine, so βn,g,i should be very small. For

these problems, reflective conditions are used on the east and west boundaries:

ψn,g,1/2 = ψn′,g,1/2 , (4.2a)

ψn,g,I+1/2 = ψn′,g,I+1/2 . (4.2b)

where n′ is the reflection of the angle n, i.e. µn = −µn′ .
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Upon convergence of the fine-mesh radial SN , the scalar flux and XS are homog-

enized onto the coarse mesh for transverse 1D SN . The standard XS homogenization

is defined by Eq. (4.3).

Σ̂p,g,k =

∑
i∈k
φg,iViΣp,g,i∑
i∈k
φg,iVi

(4.3)

This homogenization preserves the volume-averaged reaction rate for a given reaction

p:

Σ̂p,g,kΦg,k =

∑
i∈k
φg,iViΣp,g,i∑
i∈k
φg,iVi

∑
i∈k
φg,iVi∑

i∈k
Vi

=

∑
i∈k
φg,iViΣp,g,i∑
i∈k
Vi

. (4.4)

Alternatively, the total XS can be homogenized with the angular flux, Eq. (4.5), while

the other reactions still use Eq. (4.3).

Σ̂t,n,g,k =

∑
i∈k
ψn,g,iViΣt,g,i∑
i∈k
ψn,g,iVi

(4.5)

This is the polar angle-dependent XS homogeniziation described in Section 3.1.4.

This homogenized total XS is then used in a transverse 1D SN solution. For a

radial problem with J pins, there are J transverse problems, each being a single

cell with reflective boundaries on both ends (top and bottom). The transverse 1D

angular flux is then compared to the cell-averaged angular flux from the fine-mesh

radial problem.

4.1.2 1D LWR Results

The 1D fuel pin geometry roughly preserves the fuel-moderator ratio from the 2D

C5G7 cases (0.54 cm fuel radius in 1.26 cm pin pitch lattice = 57.7% fuel) in a 1D

slab geometry. The test problem is a 1.5 cm 1D pin cell with a 0.9 cm fuel region in

the center; the fuel fraction is 60%. A simple diagram is given in Fig. 4.1a. A cartoon

of the 4 quadrature angles is given in Fig. 4.1b. An S8 Gauss quadrature is used, with

4 polar angles in each direction (right and left). The angular fluxes of the symmetric

angles (µn and µn′ , same magnitude polar cosine but opposite right/left direction)

are summed so that the angular fluxes are symmetric in space over the symmetric

problems.

The angular fluxes in groups 1, 4, 6, and 7 for a UO2 pin cell are given in Fig. 4.2.
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Figure 4.1: Pin cell geometry and quadrature angles for 1D SN

Clearly, the anisotropy effect is strongest for the thermal groups. The relative

errors in the transverse 1D angular fluxes are given in Tables 4.1 and 4.2. The

“total” error is the integral of the error, calculated by using the quadrature rule.

Table 4.1: Transverse 1D angular flux error, UO2 pin, scalar flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -0.04% 0.12% -0.07% -0.07% -0.33% -1.92% -6.60%
Angle 2 -0.04% 0.11% -0.06% -0.06% -0.31% -1.78% -5.84%
Angle 3 -0.03% 0.09% -0.05% -0.04% -0.24% -1.24% -3.16%
Angle 4 0.06% -0.18% 0.10% 0.09% 0.49% 2.83% 9.41%

Total 0.01% -0.03% 0.02% 0.01% 0.08% 0.44% 1.50%

Table 4.2: Transverse 1D angular flux error, UO2 pin, angular flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -7.7E-09 -1.1E-09 8.0E-12 8.2E-12 1.0E-11 2.3E-10 6.1E-10
Angle 2 -7.7E-09 -1.1E-09 8.0E-12 8.2E-12 1.0E-11 2.3E-10 6.1E-10
Angle 3 -7.8E-09 -1.1E-09 8.0E-12 8.2E-12 1.0E-11 2.3E-10 6.1E-10
Angle 4 -7.8E-09 -1.1E-09 8.0E-12 8.2E-12 1.0E-11 2.3E-10 6.1E-10

Total -7.8E-09 -1.1E-09 1.1E-11 1.2E-11 1.6E-11 2.8E-10 6.9E-10

The angular flux homogenization exactly reproduces the group-wise angular flux

distribution from the original 1D SN solution. The scalar flux homogenization has

small but non-negligible errors in the thermal groups. There is some cancellation

between the errors at different angles. Despite a maximum error in group 7, angle 4
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(a) Group 1 (b) Group 4

(c) Group 6 (d) Group 7

Figure 4.2: C5G7 UO2 pin cell group angular fluxes

(steepest polar angle) of over 9%, the total error in the partial current for group 7 is

only 1.5%.

The results in this section confirm that the angle-dependent XS homogenization

correctly preserves the angular flux distribution from the orthogonal transport so-

lution. This improves the coupling between the two orthogonal transport solutions

because more physics are passed from the radial transport solve to the axial transport

solve.

The anisotropic XS homogenization method works equally well for more compli-

cated problems, which introduce non-zero radial TL to the transverse 1D SN equation.

Results for these more complicated cases are given in Appendix A.

4.2 C5G7 Pin Cell

The single fuel pin cell is a simple 3D transport problem that can demonstrate the

errors resulting from approximations to the axial solver, such as the incorrect total
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XS homogenization or a spatially flat axial TL. This problem is useful to isolate this

error, because there is no radial TL, and thus no confounding effects due to the radial

TL approximation.

The problem configuration is a single UO2 fuel pin cell with reflective boundaries

on all lateral surfaces and vacuum boundaries on the top and bottom. This is ef-

fectively a radially infinite lattice with a finite height. The significance of the axial

streaming term can be changed by making the pin shorter or longer, effectively modi-

fying the axial buckling. If the pin is long enough, leakage has a negligible effect, and

the solution is more or less the same regardless of which homogenization or leakage

shape is used. As the pin becomes shorter, the leakage increases and the choice of

approximation becomes important.

To evaluate the different methods, the eigenvalues are compared to a 3D multi-

group Monte Carlo reference solution generated using OpenMC [38]. Each case was

run using 3× 103 inactive and 1.2× 104 active cycles, with 2× 104 particles per cycle

(total active particles = 2.4 × 108). In MPACT, a relatively fine discretization was

used, with 1.0 cm thick axial MOC planes, 144 FSRs (9 radial × 16 azimuthal), 0.01

cm ray spacing, and a Chebyshev-Gauss quadrature with 16 azimuthal and 8 polar

angles per octant. The 2D/1D method used here employs 1D SN , not 1D P3.

The results are shown in Fig. 4.3. The uncertainty is 5 pcm or lower in each case;

this is not shown in the figure because it would be difficult to see on the necessary

scale. “ISO XS” refers to isotropic total XS in 1D, i.e., scalar flux homogenization,

Eq. (3.18). “POLAR XS” refers to polar angular flux weighted XS, Eq. (3.23), and

“SCALAR TL” refers to scalar flux-weighted axial TL leakage, Eq. (3.28). When the

Figure 4.3: 3D UO2 pin cell results
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pin is very long, the two types of homogenization converge to the same, correct result.

For shorter lengths (higher leakages), scalar flux homogenization has a large error,

which is corrected by polar angle homogenization. The polar angle homogenization

case is within two standard deviations of the Monte Carlo eigenvalue for all pins

50 cm or greater in length, with or without scalar flux-weighted axial TL. For pins

below this length, scalar flux-weighting of the TL appears to improve the eigenvalue,

keeping it within two standard deviations down to 30 cm. However, it is worth noting

that the effect of polar homogenization is more than 10 times greater than the effect

of scalar flux-weighted TL.

Angular flux-weighted TL, which should be slightly better than scalar flux weight-

ing, was implemented and attempted. However, it was ultimately not used here, or

anywhere in this work, because it caused instability from a negative total source in

nearly every case. When weighting the axial TL in both space and angle, the localized

axial TL (in space and angle) may be several times greater than the average axial

TL. Due to this high peaking factor, the 2D MOC source is much more likely to be

negative.

From the results in Fig. 4.3, it appears that whatever error there may be from

ignoring the azimuthal dependence in the homogenization step is negligible. This is

not a surprise because azimuthal dependence should not be especially important in

an infinite lattice problem. The polar-dependent homogenization gives an eigenvalue

within uncertainty over a large range of pin heights, indicating that it is an important

effect, which is greater in magnitude than the effect of neglecting the azimuthal angle.

The trend in Fig. 4.3 is more important than the actual magnitude of the er-

rors. Obviously, LWR cores are not actually 20 cm tall, so 300 pcm errors due to

homogenization do not exist in real problems. However, this study highlights a crit-

ical defect in scalar flux homogenization that is present wherever axial streaming is

significant. This effect is still present in very tall LWR cores, albeit on a smaller scale.

Some instances where this effect is more apparent include heterogeneities such as a

partially-inserted control rod and part-length fuel rods in BWRs. A simple example

of the partially inserted control rod is analyzed in Sec. 4.4.

4.3 Homogeneous Fuel Test Problem

The homogeneous fuel test problem is a simple problem designed to expose the fun-

damental deficiency in the isotropic TL approximation used by many 2D/1D codes.

The problem uses 2 group fuel and reflector XS from the Takeda benchmark [31].
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The geometry is given in Fig. 4.4. It is a 2D problem, with a 25 cm x 25 cm block

of fuel surrounded by 5 cm of reflector on two sides. The other two sides have re-

flecting boundary conditions. In MPACT, this is solved using the 2D/1D method,

Figure 4.4: Geometry of homogeneous fuel test case

with the MOC solver in the x direction and the 1D axial solver in the z direction.

The reference solution is obtained by solving the 2D problem using 2D MOC. The

problem is discretized into 1 cm square coarse cells, with a 0.5 mm fine-mesh cell

size (i.e., flat source region size) in the x direction. The convergence criteria is 10−6

for both the eigenvalue and fission source two-norm. Table 4.3 shows the eigenvalue,

root-mean-square (RMS), and maximum “pin” power error for this problem using

each TL method. The 2D X-Z case is the full problem, while the 1D Z case is just a

1D vertical slice of the problem solved using the specified 1D method. There is some

error caused by the deficiency of the 1D P3 solver as compared to a higher order an-

gular approximation. This is shown by the reduction in error when using 1D S8 with

anisotropic TL compared to using P3 with anisotropic TL. The P3 axial solver has

accuracy equivalent to S4. However, the significant reduction in error when changing

the isotropic TL approximation to anisotropic TL is the most interesting result. The

eigenvalue error decreases from -156 pcm to +9 pcm, and the RMS and maximum

pin power errors are both decreased by more than a factor of 2. The pin power errors

using each method are shown in Figs. 4.5a, 4.5b, and 4.5c. There is a clear improve-

ment in the power shape when using the anisotropic TL method. With anisotropic

TL, the “1D/1D” P3 method is very close to the 2D transport reference. The only
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Table 4.3: Eigenvalue error and pin power errors for 1D Z, 2D X-Z problem

1D Method / TL P1 ISO TL P3 ISO TL P3 ANISO TL S8 ANISO TL
1D Z keff [pcm] -372 -5 -5 -2

2D X-Z keff [pcm] -454 -156 +9 +4
2D RMS error (%) 1.04 0.30 0.13 0.01
2D max error (%) 4.85 1.31 0.46 0.21

significant error occurs at the axial interface between the fuel and reflector, which is

difficult for the 1D P3 to resolve. Using the 1D SN method with S8 quadrature is

sufficient to resolve virtually all error.
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Figure 4.5: 2D homogeneous fuel, power error
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4.4 3x3 Partially Rodded Lattice

The 3x3 array problem is one of the smallest problems that can be used to demonstrate

aspects of the 2D/1D method accuracy that are relevant for larger assembly and full

core problems. The results in this section use the 2D/1D SN method, not the newer

2D/1D P3 method. However, the results would be similar with the P3 method.

The 3x3 partially-rodded lattice problem is a square of UO2 fuel pins with a guide

tube in the center position. The axial length is equivalent to the 3D C5G7 benchmark

(42.84 cm of fuel, 21.42 cm of moderator). The control rod is inserted from the top

to the halfway point of the fuel (21.42 cm from the bottom). All lateral boundaries

and the bottom are reflective; the top boundary is vacuum. The radial geometry is

shown in Fig. 4.6.

UO2

B4C

H2O

Coarse Mesh

Figure 4.6: 3x3 radial geometry

4.4.1 2D X-Z Slice

Before analyzing the full 3D problem, a 2D problem is used to assess whether the

polar-dependent homogenization performance is satisfactory.

By taking a 2D X-Z slice through the middle of this problem, a 2D, Cartesian

geometry with similar transport effects to the 3D problem is obtained. The geometry

can be treated explicitly with the coarse mesh in MPACT because it is Cartesian; this

allows MPACT to solve the 1D problems without any homogenization of the XS. This

enables an evaluation of the angle-dependent homogenization in a straight-forward

manner, and a comparison between this method and the sub-pin 1D solution method.

A 2D MOC reference solution can be obtained because the problem is now 2D, shown

in Fig. 4.8. Fig. 4.8 has been scaled by factor of two in the x direction to improve

the aspect ratio. These results can be compared to the result when using 2D/1D as a

1D/1D solver (MOC radially across, 1D solver axially). There is considerable freedom
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Figure 4.7: 3x3 pin cell X-Y

UO2

B4C

H2O
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Figure 4.8: 2D Cartesian geometry

in defining the coarse mesh for MPACT because the geometry is completely Carte-

sian. Each 1D pin cell can be a coarse-mesh region (like standard 2D/1D MPACT),

or multiple coarse regions can be defined within the pin cell, separated into moderator

and fuel, as shown in Fig. 4.8. In the latter case, no homogenization of the XS is nec-

essary, so it will directly show the difference between using improved homogenization

or altogether eliminating the need for homogenization.

In Fig. 4.9 and 4.10, virtually all of the eigenvalue error in the “standard” (ISO

XS) case is corrected by the polar dependent XS, and the refined coarse mesh (2

REG) makes essentially the same correction with little difference. “SCALAR TL”

indicates that the axial TL was applied with the spatial shape of the scalar flux. The

effect of this shape on the solution is small. The reference solution is 2D MOC.

There are some differences in the pin power errors, but in both cases (polar XS

and two region) the errors themselves are negligibly small (on the order of 0.1%).

Figs. 4.11 and Fig. 4.12 show the 1D axial power profile error for the rodded and

unrodded cases, respectively. The dotted line in Fig. 4.11 indicates the position of

the control rod tip. Only the isotropic XS case has appreciable error; the polar

dependent XS on its own is enough to correct the effect of the pin-cell heterogeneity.

4.4.2 3D Partially Rodded 3x3 Lattice

The results from the previous section provide some confidence that the angle-

dependent homogenization will improve the transport accuracy of 2D/1D for 3D
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Figure 4.9: 2D control cell eigenvalue
error, 7 groups

Figure 4.10: 2D control cell pin power
error, 7 groups

Figure 4.11: 2D control cell rodded,
axial pin power error

Figure 4.12: 2D control cell unrodded,
axial pin power error

transport problems. Also, the results suggest that improving the homogenization is

sufficient to correct most of the error in the 2D/1D solution. In this section, the

method is applied for the full 3D version of the 3x3 partially rodded array of pins.

The reference solution was again generated with OpenMC [38], using 2 × 104

particles per cycle, 5× 103 inactive and 2× 104 active cycles (total active particles =

4× 108).

The radial discretization is the same as in the single pin cell problem, but the num-

ber of polar angles has been reduced from 8 per octant to 4, which is more typical

of a practical case. To demonstrate that results are not confounded by discretization

error, the number of Fourier moments in the radial TL and axial angular flux expan-

sion is increased from 0 to 3, and then the number of axial planes is increased from 18

to 72. These results show that the effect of refinement (both azimuthally and axially)

are small relative to the effect of the polar-dependent XS. The effect of the spatial

shape of the axial TL is small incomparison.
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Figure 4.13: Eigenvalue error for 3x3
problem, azimuthal refinement

Figure 4.14: Eigenvalue error for 3x3
problem, axial refinement

In Fig. 4.13 the eigenvalue is converged at P = 2 (isotropic, two sine, and two

cosine moments). The number of azimuthal moments is set at P = 2 and then

the spatial discretization is refined axially from 18 to 72 planes in Fig. 4.14. The

eigenvalue appears to converge very quickly, and excessive refinement is not necessary

to achieve convergence. The solution is close to the Monte Carlo reference when using

the improved 1D XS.

There is a trend in these plots similar to what was observed for the pin cell prob-

lem: the eigenvalue error is significantly reduced when using polar homogenization,

and the effect of the axial TL shape is about one order of magnitude smaller than

the effect of polar homogenization.

Next, the power errors with angle refinement are shown in Fig. 4.15a and axial

refinement in Fig. 4.15b. The max errors are connected by solid lines, the RMS errors

by dotted lines. Again, the polar homogenization reduces the error significantly, while

the effect of the axial TL spatial shape is small. One noteworthy observation is that

both the eigenvalue and the pin power are more accurate in the least refined case

(P = 0, 3.57 cm planes) using polar homogenization than in the most refined case

(P = 2, 0.8925 cm planes) using scalar flux homogenization.

In Fig. 4.15a the number of azimuthal moments used in the TL leakage and 1D

angular flux expansion has a small effect on the pin power. This is because the

azimuthal moments help resolve radial transport effects, but the main error in this case

is caused by an axial transport effect (the partially-inserted control rod). Increasing

the number of azimuthal moments does not help 2D/1D resolve the axial transport

boundary without polar XS homogenization.

Next, the errors for the side pin in the array (the direct neighbor of the control

rod) are compared for different methods in Fig. 4.16a. At 21.42 cm, which is the

location of the tip of the control rod, there is a large error when using scalar flux
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(a) Azimuthal fefinement (b) Axial refinement

Figure 4.15: Pin power error for 3x3

(a) Rodded (b) Unrodded

Figure 4.16: Side pin power error, 3x3

homogenization. This shows that the isotropic XS method does not capture the

flux change axially from the rodded to the unrodded region. This is a strong axial

heterogeneity, and the self-shielding in both the control rod and the fuel pins is

important here. With polar angle homogenization, the pin power error at the control

rod tip is substantially smaller. With the axial TL spatial shape, the change in the

pin power profile is not significant. If the axial planes could be refined indefinitely,

the 2D/1D pin power should eventually converge to the 3D transport solution with

polar angle homogenization. Conversely, an error exists at the control rod tip when

using scalar flux homogenization that will not be corrected with refinement.

In Fig. 4.16b, the error is distributed over the whole length of the problem because

there is not a sharp heterogeneity at the control rod tip. Here, the control rod

is withdrawn, so the strongest heterogeneity is the fuel-moderator boundary at the

top.
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4.5 Azimuthal Cross Section Moments

In Sec. 3.1.4, a more accurate method for calculating homogenized XS over a pin

cell for the 1D solution was derived. A Fourier expansion was used to avoid storing

the full azimuthal dependent angular flux, with the assumption that the azimuthal

moments are small. Additionally, it was asserted that all moments above the isotropic

moment are small enough in practice to ignore them completely. Here, the simple

3x3 problem from Sec. 4.4 is used to verify these assumptions. The problem is solved

using 2D/1D P3 with anisotropic TL and XS.

The test case geometry is the same; the radial geometry is shown in Fig. 4.6.

The center pin is a control rod, and the other 8 pins are UO2 fuel. This problem

is small, so there are strong axial and radial gradients caused by the heterogene-

ity of fuel-moderator and control rod-moderator interfaces, and the relatively high

axial buckling. Because of these heterogeneities, there should be relatively large non-

isotropic moments of the flux.

First, we plot the angular dependence of the leakage, flux, and XS to demonstrate

the relative magnitude of the azimuthal dependence. The solution used for these

plots was obtained with no approximation to the TL or homogenized 1D XS. Explicit

angular representation of both the polar and azimuthal angle is used for the TL and

XS.

The azimuthal dependence for the fastest neutrons (group 1) is shown in

Figs. 4.17, 4.18, and 4.19. The values in the plane immediately below the fuel-

moderator axial boundary (plane 12) are shown. The plots are arranged like the

pins in the actual model, with the control rod in the middle. The dependence in

the control rod is magnified. The first two plots show the azimuthal distribution of

the axial TL and the angular flux for just one polar angle (the shallowest), averaged

spatially over each pin. The homogenized cross section is shown for the 4 polar

angles in the positive half of the unit sphere (µ > 0) in Fig. 4.19, with each color

corresponding to a different polar angle. As expected, the angular flux has significant

azimuthal anisotropy.
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Figure 4.17: Axial TL, fast group, top of fuel rods

Figure 4.18: Angular flux, fast group, top of fuel rods

The homogenized cross section in Fig. 4.19 is nearly isotropic, although there are

slight increases in the directions of neighboring pins. However, this location (control

pin, fuel/moderator interface, group 1) is the most significant instance of azimuthally

anisotropic XS. For most of the problem domain, the azimuthal dependence is much

weaker. The average XS over the whole domain is given later in this section, in

Table 4.6.

Next, the azimuthal anisotropy of the thermal leakage, flux, and XS is shown

in Figs. 4.20, 4.21, and 4.22. These values are plotted at plane 7, which is the

bottom tip of the control rod. The plot is magnified for one of the fuel pins that is

a direct neighbor to the control rod. The azimuthal dependence of the axial TL is

strongly anisotropic for thermal neutrons because of the control rod absorption. The

angular flux is anisotropic, but less so than the axial TL. The homogenized XS has a
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Figure 4.19: Homogenized 1D XS, fast group, top of fuel rods

Figure 4.20: Axial TL, thermal group, control rod tip

weak azimuthal dependence, but this is not significant compared to the polar angle

dependence. Each different color in Fig. 4.22 corresponds to a different polar angle.

Most of the XS are on top of each other in the plot, but the shallowest polar angle,

which is the red line, is separated from the rest. The black line is the isotropic XS.

To demonstrate that the azimuthal dependence is not significant in these cases,

the eigenvalue results for this problem are given in Table 4.4. The eigenvalue with the

polar-dependent homogenization is within uncertainty of the Monte Carlo solution,

and very close to the explicit TL and XS solution.

Table 4.5 shows the average magnitude of the scalar flux and angular flux moments

averaged over the entire problem domain. The moments are defined by the expression
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Figure 4.21: Angular flux, thermal group, control rod tip

Figure 4.22: Homogenized 1D XS, thermal group, control rod tip

in Eq. (4.7), with each moment corresponding to a different weighting function. The

polar angle weighting functions Pl(µ) are Legendre polynomials, and the azimuthal

weighting functions, f(ω) are sines and cosines:

fc,p = cos (pω) , (4.6a)

fs,p = sin (pω) . (4.6b)
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Table 4.4: Eigenvalue results for 3x3 problem

1D Method TL XS keff error [pcm]
P3 ISOTROPIC ISOTROPIC 1.21632 58
P3 MOMENT ISOTROPIC 1.21656 82
SN EXPLICIT ISOTROPIC 1.21658 84
P3 MOMENT POLAR 1.21575 1
SN EXPLICIT EXPLICIT 1.21577 3

Monte Carlo Monte Carlo Monte Carlo 1.21574 (± 5)

Fl,p,s/c =
1

Vtot

I,J,K∑
i,j,k=1

∣∣∣∣∣∣∣
xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

hk
4π

1∫
−1

Pl(µ)

2π∫
0

fs/c,p(ω)ψk(x, y, µ, ω)dωdµ

 dxdy
∣∣∣∣∣∣∣ .

(4.7)

The average scalar flux is

〈φ〉 =
1

Vtot

I,J,K∑
i,j,k=1

hk

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

φk(x, y)dxdy . (4.8)

Vtot is the total volume of the system. For the polar angular flux, the azimuthally

isotropic moment is used (i.e., f(ω) = 1). The magnitudes of the average scalar

fluxes are normalized to the group 1 value. The values of each angular moment

are normalized to the average scalar flux from that group. Table 4.5 shows that

the the angular flux moments are indeed small in magnitude compared to the scalar

flux. Therefore, the assumptions made in 3.1.4 should be valid for most problems

we would encounter. From Table 4.5, it seems that the polar angular flux moments,

Table 4.5: Angular flux moments for 3x3 problem

Group 〈φ〉 F1,0 F2,0 F0,1,s F0,1,c F0,2,s F0,2,c

1 1.00 0.0095 0.0183 0.0069 0.0069 0.0035 0.0098
2 2.12 0.0043 0.0181 0.0033 0.0033 0.0016 0.0043
3 0.97 0.0030 0.0181 0.0010 0.0010 0.0005 0.0013
4 0.36 0.0028 0.0181 0.0043 0.0043 0.0018 0.0050
5 0.27 0.0033 0.0181 0.0046 0.0046 0.0021 0.0058
6 0.31 0.0022 0.0184 0.0084 0.0084 0.0055 0.0091
7 0.41 0.0012 0.0191 0.0179 0.0179 0.0155 0.0158

especially F2,0, are slightly greater than the azimuthal moments in magnitude. This

difference, in addition to a stronger space-angle coupling for the polar component,

leads to the polar dependence of Σ̂t,k,ij having greater importance than the azimuthal
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dependence. Table 4.6 shows the magnitude of the anisotropic XS relative to the

isotropic, standard homogenized total XS. The polar-dependent XS is a deviation

from the standard, isotropic total XS. Thus, the expected value of the magnitude of

that deviation,

δΣ̃t,k,ij(µn) =

∣∣∣∣∣Σ̃t,k,ij(µn)− Σ̂t,k,ij

Σ̂t,k,ij

∣∣∣∣∣ , (4.9a)

〈δΣ̃t〉 =
1

Vtot

I,J,K∑
i,j,k=1

Vi,j,k

1

2

Npol∑
n=1

δΣ̃t(µn)wn

 . (4.9b)

is given in the table. Npol is the number of polar angles and Vi,j,k is the volume of the

coarse-mesh cell (i, j, k). The azimuthal XS are moments that vary around 0, so the

expected value of the magnitude relative to the total XS,

σ̃s/c,p,k,ij(µn) =

∣∣∣∣∣Σ̃s/c,p,k,ij(µn)

Σ̂t,k,ij

∣∣∣∣∣ , (4.10)

〈σ̃s/c,p〉 =
1

Vtot

I,J,K∑
i,j,k=1

Vi,j,k

1

2

Npol∑
n=1

σ̃s/c,p(µn)wn

 , (4.11)

is given in the following table:

Table 4.6: Angular XS moments for 3x3 problem

Group Σ̂t[cm
−1] 〈δΣ̃t〉 〈σ̃s,1〉 〈σ̃c,1〉 〈σ̃s,2〉 〈σ̃c,2〉

1 0.167 0.0012 0.0000 0.0000 0.0000 0.0000
2 0.384 0.0009 0.0000 0.0000 0.0000 0.0000
3 0.559 0.0006 0.0000 0.0000 0.0000 0.0000
4 0.583 0.0013 0.0000 0.0000 0.0000 0.0000
5 0.579 0.0038 0.0002 0.0002 0.0001 0.0008
6 0.949 0.0083 0.0005 0.0005 0.0002 0.0015
7 1.924 0.0243 0.0014 0.0014 0.0004 0.0026

Table 4.6 shows that the variation in the total XS is much more significant in the

polar variable, although it is still relatively small. No azimuthal XS moment is larger

than 0.3% of the isotropic XS for a given cell and group. With this information, the

azimuthal XS moments can be comfortably neglected for LWR analysis. It is possible

that reactors with different lattice geometries or neutron spectra could generate larger

azimuthal XS moments, but no case studied for this work was identified as having

this property.
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In an attempt to generate larger azimuthal XS moments, the same analysis is

performed for a system with thin plates of fuel oriented along the x or y axis. The

radial geometry is shown in Fig. 4.23. The axial geometry (fuel height, control rod

insertion, etc.) is the same as in Fig. 4.8. The pin pitch is 1.26 cm, the plates are 1.2

mm wide and 1.14 cm long.

UO2

B4C

H2O
Coarse Mesh

Figure 4.23: 3x3 plate fuel geometry

Theoretically, this system should have stronger azimuthal dependence for the spa-

tial self-shielding effect than the cylindrical fuel, but the azimuthal moments are still

not significant. The XS moments are given in Table 4.7. Most of the azimuthal

Table 4.7: Angular flux moments for plate fuel

Group Σ̂t[cm
−1] 〈δΣ̃t〉 〈σ̃s,1〉 〈σ̃c,1〉 〈σ̃s,2〉 〈σ̃c,2〉

1 0.168 0.0003 0.0001 0.0000 0.0000 0.0002
2 0.381 0.0004 0.0000 0.0000 0.0000 0.0003
3 0.554 0.0002 0.0000 0.0000 0.0000 0.0001
4 0.582 0.0008 0.0000 0.0000 0.0000 0.0006
5 0.560 0.0012 0.0002 0.0001 0.0000 0.0009
6 0.910 0.0027 0.0003 0.0002 0.0000 0.0023
7 1.811 0.0075 0.0007 0.0004 0.0001 0.0070

moments are still very small. The P = 2 cosine moment is comparable to the az-

imuthally isotropic, polar moment. However, both are relatively small. The plate fuel

geometry reduces the polar dependence of the homogenized XS more than it increases

the importance of the azimuthal moments.
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4.6 3D C5G7 Benchmark

The 3D C5G7 benchmark is used to evaluate the accuracy of the methods developed

in this paper. The accuracy is compared to the Monte Carlo reference for each of

four methods:

1. 2D/1D with isotropic TL (standard)

2. 2D/1D with anisotropic TL (Legendre polar / Fourier azimuthal expansion)

3. 2D/1D with anisotropic TL and polar-dependent 1D total XS

4. 2D/1D with anisotropic TL and polar-azimuthal angle-dependent 1D total XS

Results for a hyper-refined case, where angular and spatial refinement is increased

to the point of convergence, are also included. This eliminates discretization error

so the magnitude of any remaining errors in the 2D/1D approximation can be deter-

mined.

The 3D C5G7 benchmark [29] is a common benchmark for evaluating the accuracy

of neutronics codes. The radial geometry is shown in Fig. 4.24. The north and west

boundaries are reflective. There are 3 standard configurations: unrodded, and two

rodded cases (A and B). In the rodded A case, the rods are partially (1/3) inserted

into the center UO2 assembly. In rodded B, the rods are (1/3) inserted into both

MOX assemblies, and (2/3) into the center UO2 assembly. The axial geometry is

shown in Fig. 4.25.

Figure 4.24: C5G7 radial
geometry Figure 4.25: C5G7 axial geometry

The discretization used was relatively fine: 144 flat source regions (FSRs) per pin

cell (9 radial x 16 azimuthal), 225 FSRs per moderator cell (Cartesian 15x15), 0.02

cm ray spacing, and 16 azimuthal × 4 polar angles per octant in the quadrature set
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(Chebyshev azimuthal, Gauss-Legendre polar). The TL treatment is moment-based,

with two cosine and two sine moments. The axial discretization is eighteen 3.57 cm

planes. The convergence criteria is a successive difference between iterations of 10−6

for the eigenvalue and 10−5 for the two-norm of the fission source.

The reference solution was generated using SHIFT [37], a Monte Carlo code. The

values given in Table 4.8 are the 1-σ uncertainties. Each case was run with 1 million

particles per cycle, with 250 inactive cycles and 3000 active cycles (3x109 total active

particles).

Pin power and eigenvalue results for the 3D C5G7 benchmark for the four cases

are given in Table 4.8. When going from isotropic to anisotropic TL, the eigenvalues

improve, but the pin powers become less accurate. This suggests cancellation of error,

with the isotropic TL solution appearing more accurate than it truly is. With polar

XS, both the eigenvalue and pin power errors are low, indicating a more robustly

accurate solution.

Even with the simplest 2D/1D model (isotropic TL and XS) the RMS error in

the 3D C5G7 benchmark is approximately 0.3%. This is well below the limit for

“high-fidelity” reactor analysis suggested by Smith and Forget [70]. The suggested

accuracy in [70] is <1.5% RMS error in the axially-integrated fission distribution

and <1.0% RMS error in the axial power shape. The C5G7 benchmark problem

has no multigroup approximation, which is a significant source of error in realistic

LWR simulations; this is why 2D/1D can achieve a much smaller 3D RMS error here.

From these results, it appears that the errors inherent in using a 2D/1D transport

approximation (as opposed to 3D transport) are not the limiting source of error

in attempting to develop a “high-fidelity” LWR analysis tool. The errors in the

multigroup approximation and scattering approximations are likely much greater than

the error from using the 2D/1D approximation to solve the multigroup transport

problem.

The azimuthal XS dependence has almost no effect on the solution. The results

are virtually identical whether 1D P3 or 1D SN is used, with S8 quadrature. This

indicates that the P3 1D solver is sufficient, and does not limit the accuracy of the

overall 2D/1D solution. Additionally, the 1D P3 solution is much faster in this case

because the 1D SN has a much lower rate of convergence and requires significantly

more iterations. This could be an advantage of the 1D P3 method, although this

difference does not necessarily hold in all cases.

Each of these cases was run using 162 cores on Titan, a supercomputer at Oak

Ridge Leadership Computing Facility. Each node on this machine contains a 16-core
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Table 4.8: 3D C5G7 benchmark errors, SHIFT reference

Method Case keff RMS Max CPU Time
(1D/TL/XS) [pcm] [%] [%] [h]

1D P3, unrodded -59 0.26 0.81 9.5
ISOTROPIC TL, rodded A -58 0.28 0.80 9.1
ISOTROPIC XS rodded B -73 0.30 0.98 10.1

1D P3, unrodded 4 0.30 0.94 36.6
POLAR / AZI TL, rodded A 18 0.38 1.16 27.3
ISOTROPIC XS rodded B 23 0.57 2.42 35.3

1D P3, unrodded -9 0.13 0.41 37.9
POLAR / AZI TL, rodded A -12 0.17 0.54 37.8

POLAR XS rodded B -20 0.25 0.86 41.4
1D P3, unrodded -9 0.13 0.42 72.6

POLAR / AZI TL, rodded A -12 0.17 0.54 66.8
POLAR / AZI XS rodded B -19 0.25 0.88 72.8

1D SN , unrodded -9 0.13 0.41 213.3
POLAR / AZI TL, rodded A -13 0.17 0.53 269.1

POLAR XS rodded B -22 0.25 0.87 129.8
MONTE CARLO unrodded 2 0.03 0.12 320.0

REFERENCE rodded A 2 0.03 0.13 320.0
UNCERTAINTY rodded B 2 0.03 0.13 320.0

2.2GHz AMD OpteronTM6274 processor and 32 GB of RAM. From the last column

in Table 4.8, the downside of using anisotropic TL and homogenized 1D XS is clear:

although the solution is significantly more accurate, it is 4 times more expensive than

the simplified isotropic TL and XS case. However, the run time of approximately

35-40 hours for a high-accuracy solution is comparable to the results achieved by a

3D MOC with linear source method [56].

The pin powers in each of the 3 planes for both homogenization types (isotropic

and polar) for the unrodded, rodded A, and rodded B cases are compared in

Figs. 4.26, 4.27, and 4.28. The reference pin powers are calculated at 3 uniform

planes. The planes are numbered from the bottom, so the rods are inserted into

plane 3, and in the rodded B case, plane 2 for the inner UO2 assembly. In this case,

the inner UO2 assembly is in the bottom left corner. The isotropic XS results are

shown in the first row, and the polar XS results are shown on the same scale on the

second row. In all three cases, there is a visible improvement in the power shape.
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Figure 4.26: Pin power errors, C5G7 3D unrodded
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Figure 4.27: Pin power errors, C5G7 3D rodded A
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Figure 4.28: Pin power errors, C5G7 3D rodded B

The core-averaged axial power shape error is given in Fig. 4.29. The one standard

deviation uncertainty is given by the dashed lines. It is clear that the anisotropic TL

and XS method has significantly better agreement with the Monte Carlo reference

solution, but the anisotropic TL alone, without anisotropic XS, is not as accurate as

the isotropic TL and XS method. This is likely because of cancellation of error.

These results show a significant improvement in the 3D C5G7 benchmark solution

with the new method at a large, but reasonable computational cost. It is also inter-

esting, both theoretically and practically, to determine how well this 2D/1D method

can match the 3D Monte Carlo transport reference solution if computational cost is

not a concern. To improve the solution further, the spatial mesh and angular quadra-

ture are refined significantly. The fuel FSR mesh was refined (180 FSRs per pin cell),

while the reflector FSR mesh was coarsened to improve load balance (121 FSRs per

pin cell). The number of azimuthal angles was doubled to 32 per octant, and the

number of polar angles was tripled to 12 per octant. The axial mesh was refined by

a factor of 4, to 0.8925 cm planes (72 total). The resulting run time increased by a

factor of approximately 25. This is approximately a factor of 3 more than the CPU

time required for the Monte Carlo solution. However, we should note that the Monte

Carlo reference is a multigroup solution, so the run time may not reflect a continuous

energy Monte Carlo solution. The results are given in Table 4.9.
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(b) 3D rodded A axial power
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(c) 3D rodded B axial power

Figure 4.29: Axial power shape error

Table 4.9: 3D C5G7 benchmark errors, 2D/1D P3 polar XS, hyper-fine mesh

keff [pcm] RMS [%] Max [%] CPU Time [h]
unrodded 3 0.18 0.83 909.0
rodded A 2 0.19 0.86 950.4
rodded B -3 0.21 0.92 953.5

The eigenvalue, RMS, and maximum pin power errors are very small, suggesting

that there is no significant difference between the 3D Monte Carlo and the improved

2D/1D solution. Even though the rodded cases are much “tougher” for the tradi-

tional 2D/1D method, the improved 2D/1D method solves each of the 3 cases equally

well, just as a true 3D transport solution would, with sufficient spatial and angular

refinement.

Without the anisotropic TL and XS, the solution does not converge to the reference

with refined spatial and angular mesh. The core-averaged axial power shape error for

the refined mesh case is given for isotropic and anisotropic TL and XS in Fig. 4.30.
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Figure 4.30: Axial power shape error, fine spatial and angular mesh

4.7 VERA Progression Problem 4

MPACT is the deterministic neutronics code for the Virtual Environment for Reactor

Applications (VERA). Several benchmark progression problems are defined to assess

the capabilities of VERA. Problem 4 is a 3x3 set of 17x17 PWR assemblies, with

control rod insertion into the center assembly. The radial and axial geometry are

given in Fig. 4.31a and Fig. 4.31b, respectively.

The green assemblies have 20 pyrex burnable absorber rods and 2.6 wt% enriched

UO2. The red assemblies have 2.1 wt% enriched UO2. The assembly is divided into

58 axial planes. In the active core region, the MOC planes are 8.065 cm thick, except

for the planes with spacer grids, which are 3.81 cm thick.

The MPACT 51-group cross section library (dated 03/26/2018) is used for this

problem. The materials, cross sections, radial, and axial dimensions reflect those of

a real PWR. This is a main target problem for MPACT. In this sense, it may be a
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(a) VERA P4 radial geometry

(b) VERA P4 axial geometry

Figure 4.31: VERA Problem 4 geometry

better test problem to evaluate the effectiveness of these methods for the practical

cases in which we are usually interested.

This is a steady-state problem. The control rods are withdrawn in 10% increments

from 0% to 100%. The eigenvalue and power shape are computed for each configura-

tion and compared to a Monte Carlo reference solution using KENO-VI [71].

However, in the standard model used in MPACT, the control rod tips are partially

inserted into the MOC planes. This leads to a rod cusping error, which is much

greater in magnitude than the effects treated by the method in this thesis. There

are methods implemented in MPACT to reduce the rod cusping errors, such as a
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polynomial decusping or subplane decomposition of the MOC plane [30]. Even with

these treatments, the remaining error from the rod cusping is large compared to the

error addressed by the improved angular coupling method.

If the axial mesh is refined so that the control rod tips align with the MOC

plane boundaries, the rod cusping error will be eliminated. However, this makes

the planes near the control rod thinner, and the axial TL between the rodded plane

and the unrodded plane becomes high. The combination of a thin plane and high

axial TL leads to a negative total 2D source, and in turn the 2D/1D iteration fails

to converge. This phenomenon was mentioned in Sec. 3.2.1. We need TL splitting

for convergence, but the TL splitting method degrades the accuracy of the 2D/1D

solution, counteracting the improved angular coupling. As a result, we have to use

the original mesh that introduces rod cusping effects.

The errors are given for three methods:

1. ISOTL: isotropic transverse leakage, isotropic cross sections

2. ISOXS: anisotropic transverse leakage, isotropic cross sections

3. POLXS: anisotropic transverse leakage, (polar) anisotropic cross sections

Eigenvalue results are given for 20% increments of rod withdrawal in Table 4.10.

The polynomial decusping method is used.

Table 4.10: Eigenvalue error, VERA Problem 4

Rod keff Error [pcm]
Withdrawal KENO-VI ISOTL ISOXS POLXS

0% (in) 0.97241 -45 -41 -43
20% 0.97936 -57 -50 -55
40% 0.99234 -44 -39 -44
60% 0.99803 -51 -48 -51
80% 1.00058 -52 -50 -53
100% (out) 1.00139 -51 -50 -52

Pin power results are given in Table 4.11. The average uncertainty in the KENO-

VI pin powers is 0.3%.

From these results, two things are clear:

1. There is a significant error in the MPACT pin power shape, especially for the

cases where the rod tip is near the center of the active core (40% and 60%

withdrawn).
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Table 4.11: Pin power errors, VERA Problem 4

Rod RMS [%] Max [%]
Withdrawal ISOTL ISOXS POLXS ISOTL ISOXS POLXS

0% (in) 0.66 0.68 0.70 7.44 6.09 6.61
20% 1.57 1.22 1.79 5.62 4.58 5.69
40% 1.45 1.55 2.13 13.31 11.71 13.73
60% 1.49 1.68 2.05 10.00 8.30 9.39
80% 0.53 0.58 0.58 3.73 4.35 4.07
100% (out) 0.50 0.60 0.52 3.80 4.33 3.82

2. The effect of the improved methods on the overall power shape is small relative

to the errors in the power shape.

Unlike the previous cases we have studied, the results here do not indicate that

any one method is significantly better than the others. The eigenvalue effect of

the anisotropic TL and XS is less than 5 pcm for each, and the effects seem to

approximately cancel in the eigenvalue.

Based on these results, we may infer that the modeling error caused by the par-

tially inserted control rod (i.e., rod cusping effect) is sufficiently large to wash out

whatever improvement we might have seen with the new, improved angular coupling

method. The effect of the new, improved angular coupling method is smaller here

than it was in the other cases studied in this chapter. The differences are larger

for the pin power errors than the eigenvalue, but there is no consistent trend in the

results.

Even for the 100% withdrawn case, which has no rod cusping effects, the new

method does not improve the solution, or make it significantly worse. Thus, it is rea-

sonable to say that the errors caused by the isotropic TL and XS approximation are

negligible in this case, and other approximations are the source of the salient errors

(-51 pcm eigenvalue, 0.50% RMS and 3.80% max pin power error). The multigroup

approximation may be the main source of this error. Spatial and angular discretiza-

tion error may also be contributing.

The axial power shape for the rodded assembly is given in Fig. 4.32a (40% with-

drawn) and Fig. 4.32b (100% withdrawn). There are subtle differences for each

method, but the main error in the vicinity of the control rod is present with each

method. With the control rod withdrawn, the magnitude of the error is much lower.

Thus, the overwhelming majority of the error is caused, either directly or indirectly,

by the axial heterogeneity introduced by the partially inserted control rod.
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The control rod insertion error in the C5G7 benchmark was effectively reduced by

the new method, but in this case it is not. The error in this case is much greater, so

we might expect the anisotropic TL and XS to be more important. However, the error

does not improve or even change in any significant way when using the higher-fidelity

method. Something may be fundamentally different about the error in this case.

4.8 Summary of Numerical Results

In this chapter, several simple test cases were used to verify that the improved angular

coupling method has the desired increase in accuracy. The numerical results demon-

strated several assertions and assumptions made in Chapter 3. The main conclusions

from the results so far are:

1. Using the anisotropic 1D XS homogenization for the axial transport problem

preserves the angular flux distribution from the radial solution (Sec. 4.1).

2. The P3 approximation to the polar dependence of the anisotropic TL is sufficient

(Sec. 4.3, Sec. 4.6).

3. The effect of the spatial distribution of the axial TL radially within a pin cell

on the overall solution is negligible (Sec. 4.2, Sec. 4.4).

4. The importance of the azimuthal dependence of the anisotropic homogenized

1D XS is small compared to the polar dependence (Sec. 4.5) and does not

significantly affect the overall solution (Sec. 4.4, Sec. 4.6).

5. Using the improved angular coupling (TL and XS) method is significantly more

expensive than the isotropic TL “hybrid” 2D/1D method typically used in

MPACT (Sec. 4.6).

6. The methods developed here have shown great improvements in accuracy for

simple benchmark problems (with C5G7 or Takeda cross sections), but the

results for a realistic PWR model show other significant errors that are not

affected by the method developed here (Section 4.7).

The improved angular coupling method, which uses anisotropic TL and polar

anisotropic XS, met our objective of significantly improving the accuracy of the 2D/1D

method for the C5G7 benchmark. All of the relevant components of the error caused

by pin heterogeneity were investigated, and a method was developed to address only

the most important component (the polar anisotropic 1D XS dependence).
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(a) Axial power shape error (40%) withdrawn

(b) Axial power shape error (100%) withdrawn

Figure 4.32: Axial power shape error for rodded assembly
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The new method with anisotropic TL and XS has a significant additional compu-

tational expense associated with it. In Chapter. 5, another method is developed that

treats the anisotropy in the TL and XS in a way that is slightly less accurate but

significantly faster.

While the improved method met many of the objectives that we had at the outset,

the results for the one realistic reactor model do not show any of the desired improve-

ments. Future work will include applying this method to a full PWR core, to see if

the new method has a more significant effect for that case. If not, more theoretical

and (numerically) experimental work will need to be done to identify the source of

the errors observed in Sec. 4.7 and address them.

It is possible that this error is inherent to the multigroup approximation and

cannot be addressed effectively within the framework of our deterministic, multigroup

transport solver. We can speculate about what the cause of this error may be; for

example, spectral changes in the vicinity of the control rod tips that are caused by

3D transport effects may not be treated accurately by the 2D subgroup fixed-source

problem that is used to generate the multigroup cross sections. It may not be possible

to address such an issue effectively without fundamentally changing the structure or

methods used by MPACT.
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Chapter 5: The 2D/1D Polar

Parity Method

In Chapter 4, the 2D/1D P3 method with anisotropic TL and XS demonstrates sig-

nificantly improved accuracy compared to both the standard 2D/1D method and the

2D/1D anisotropic TL method with isotropic XS. However, the 2D/1D anisotropic TL

method is computationally more expensive than the standard isotropic TL method,

and the anisotropic XS method requires even more computation time. While the

improved accuracy with the new 2D/1D is desirable, this method is unattractive for

common usage because it increases the run time by approximately a factor of 3.

The 2D MOC equation in standard 2D/1D has polar symmetry when all of the

sources are isotropic. One of the most significant reasons for the increase in run time

when using anisotropic TL is that the number of MOC ray segments that need to be

swept is doubled. The number of rays is doubled with anisotropic TL because there

is no longer symmetry in the polar angle. In this chapter, a new polar parity 2D/1D

method is proposed and derived to ameliorate this issue. This method solves an even

parity transport equation using 2D MOC, and solves the odd parity component of the

angular flux with a lower-fidelity SN solver. This method is implemented in MPACT

and tested on some of the same problems that were used in Chapter 4. The results

show that the polar parity method is significantly faster than the previous method

with anisotropic TL, and that accuracy of the anisotropic TL is effectively the same.

The accuracy of the anisotropic XS is limited, but it is still an improvement compared

to the standard 2D/1D method.

5.1 Polar Parity 2D/1D Equations

The 2D/1D equations with polar parity are derived in this section. The azimuthal

angle is given no special symmetry treatment. This is different from what is typically

referred to as “even-parity” transport, which involves symmetry in angle as a whole
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(i.e., both azimuthal and polar). It is important to emphasize that the method derived

in this section is only valid when isotropic scattering is used. The derivation begins

with the energy-independent fixed-source 3D Boltzmann neutron transport equation

with isotropic scattering:

Ω·∇ψ(r,Ω) + Σt(r)ψ(r,Ω) =
Q(r)

4π
, (3.1)

r = (x, y, z) , Ω =
(√

1− µ2 cosω,
√

1− µ2 sinω, µ
)
,

Q(r) =

[
Σs(r) +

νΣf (r)

keff

] ∫
4π

ψ(r,Ω)dΩ .

Here, µ is the cosine of the polar angle θ, and ω is the azimuthal angle. First, we

evaluate Eq. (3.1) at µ and −µ:[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ µ

∂

∂z
+ Σt(r)

]
ψ(x, y, z, µ, ω) =

Q(r)

4π
, (5.1a)

[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
− µ ∂

∂z
+ Σt(r)

]
ψ(x, y, z,−µ, ω) =

Q(r)

4π
, (5.1b)

Then, we take the sum of Eq. (5.1a) and Eq. (5.1b):[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]
[ψ(x, y, z, µ, ω) + ψ(x, y, z,−µ, ω)] (5.2)

+µ
∂

∂z
[ψ(x, y, z, µ, ω)− ψ(x, y, z,−µ, ω)] = 2

Q(r)

4π
,

and we subtract Eq. (5.1b) from Eq. (5.1a):[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]
[ψ(x, y, z, µ, ω)− ψ(x, y, z,−µ, ω)]

+µ
∂

∂z
[ψ(x, y, z, µ, ω) + ψ(x, y, z,−µ, ω)] = 0 . (5.3)

The even (+) and odd (-) polar-parity angular flux are defined by:

ψ+(x, y, z, µ, ω) =
1

2
[ψ(x, y, z, µ, ω) + ψ(x, y, z,−µ, ω)] , (5.4a)

ψ−(x, y, z, µ, ω) =
1

2
[ψ(x, y, z, µ, ω)− ψ(x, y, z,−µ, ω)] . (5.4b)
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Using Eq. (5.4a) and Eq. (5.4b) in Eq. (5.2) and Eq. (5.1), we obtain:[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]
ψ+(x, y, z, µ, ω)

+ µ
∂

∂z
ψ−(x, y, z, µ, ω) =

Q(r)

4π
, (5.5)[√

1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]
ψ−(x, y, z, µ, ω)

+ µ
∂

∂z
ψ+(x, y, z, µ, ω) = 0 . (5.6)

Eq. (5.5) and Eq. (5.6) are the 3D even and odd polar-parity transport equations.

The even and odd-parity angular flux appear in both equations, so the equations are

coupled. To obtain the 2D/1D even and odd-parity equations, these equations are

averaged axially over a slice k with thickness hk. However, the equations should not

be discretized until it is determined how they will be coupled. Several paths can be

taken for coupling the equations, although (2) will be the focus of this work. They

are listed in ascending order of theoretical accuracy:

1. Make an isotropic assumption to the µψ− term, leading to the standard MPACT

equations (Sec. 5.1.1).

2. Solve Eq. (5.6) on the coarse mesh, which should be quick but still accurate

(anisotropic TL without full polar MOC sweep) (Sec. 5.1.2.

3. Solve Eq. (5.6) on an intermediate mesh, yielding an anisotropic weighting func-

tion for the homogenized 1D XS (Sec. 5.1.3).

4. Solve Eq. (5.6) on the fine mesh, yielding a fine-mesh spatial shape for the

anisotropic axial TL (Sec. 5.1.4.

These 4 paths differ in the way that Eq. (5.6) is solved for ψ−. Deriving the

MPACT equations first will provide a clear picture of how the new methods proposed

here differ from the standard MPACT method.

5.1.1 MPACT Approximation

In MPACT, the standard solver assumes that the axial TL term is isotropic, and flat

over a coarse cell. In these equations, the equivalent term is the axial streaming term

(µ ∂
∂z
ψ−) in Eq. (5.5). To begin, we solve Eq. (5.6) directly for ψ− by assuming that
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the spatial derivatives of ψ+ are small [O(ε)] compared to Σt:

ψ−(x, y, z, µ, ω) (5.7)

= −
[√

1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]−1

µ
∂

∂z
ψ+(x, y, z, µ, ω)

= − 1

Σt(r)

[
1− 1

Σt(r)

√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ O(ε2)

]
µ
∂

∂z
ψ+(x, y, z, µ, ω) .

Cross-derivative terms (e.g., ∂
∂x

∂
∂z
ψ+) are O(ε2) if the derivatives are O(ε), so we

ignore these terms.

ψ−(x, y, z, µ, ω) = − µ

Σt(r)

∂

∂z
ψ+(x, y, z, µ, ω) + O(ε2) . (5.8)

Using Eq. (5.8) in Eq. (5.5), we obtain:[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]
ψ+(x, y, z, µ, ω)

+ µ
∂

∂z

[
− µ

Σt(r)

∂

∂z
ψ+(x, y, z, µ, ω)

]
=
Q(r)

4π
. (5.9)

We move the equivalent of the axial TL term to the source to obtain:[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt(r)

]
ψ+(x, y, z, µ, ω)

=
Q(r)

4π
+

∂

∂z

1

Σt(r)

∂

∂z
µ2ψ+(x, y, z, µ, ω) , (5.10)

and we average these equations over an axial slice from zk−1/2 to zk+1/2. Operating

on Eq. (5.10) by:

1

hk

zk+1/2∫
zk−1/2

(·)dz ; hk = zk+1/2 − zk−1/2 ,

we obtain:[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt,k(x, y)

]
ψ+
k (x, y, µ, ω) = (5.11)

Qk(x, y)

4π
+

1

hkΣt,k(x, y)

∂

∂z
µ2
[
ψ+
k+1/2(x, y, µ, ω)− ψ+

k−1/2(x, y, µ, ω)
]
.
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The slice-edge even-parity angular flux ψ+
k±1/2 can be obtained from the 1D transport

equation. However, the TL is approximated as isotropic in MPACT. The isotropic

TL using ψ+
k±1/2 could be calculated directly:

Jz,k±1/2 =
1

4π

1∫
−1

µ2

2π∫
0

ψ+
k±1/2(x, y, z, µ, ω)dωdµ , (5.12)

but this may not agree with the neutron current in the 1D equation, which would

lead to neutron imbalance. Instead, we assume that the angular flux is isotropic

[ψ+(x, y, µ, ω) = 1
4π
φ(x, y)]:

1

4π

1∫
−1

µ2

2π∫
0

ψ+
k±1/2(x, y, z, µ, ω)dωdµ =

1

4π
φk±1/2(x, y)

1

2

1∫
−1

µ2dµ

 , (5.13)

=
1

4π

φk±1/2(x, y)

3
.

Using Eq. (5.13) in Eq. (5.11), we obtain:[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt,k(x, y)

]
ψ+
k (x, y, µ, ω) =

Qk(x, y)

4π
+

1

4π

1

3Σt,k(x, y)hk

∂φ(x, y, z)

∂z

∣∣∣∣k+1/2

k−1/2

. (5.14)

Now, the axial TL term looks like a Fick’s law approximation to the current on the

top and bottom faces of the slice:

Jz,k±1/2(x, y) = −Dk(x, y)
∂φ(x, y, z)

∂z

∣∣∣∣
z=k±1/2

. (5.15)

[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt,k(x, y)

]
ψ+
k (x, y, µ, ω) =

1

4π

(
Qk(x, y)−

[
Jz,k+1/2(x, y)− Jz,k−1/2(x, y)

]
hk

)
. (5.16)

If the axial TL term in Eq. (5.16) is discretized on the coarse mesh, it will be equivalent

to the standard TL approximation in MPACT. This simple derivation gives us a new

perspective on the standard approximation used in MPACT and its connection to the
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anisotropic TL method. The standard method ignores the odd polar-parity angular

flux and assumes isotropic radial and axial TL. Thus, any method that incorporates

some approximate solution for the odd polar-parity angular flux should improve the

accuracy, even if the approximation is crude. This is part of the motivation and

justification for the method developed in Sec. 5.1.2.

5.1.2 2D Coarse-Mesh SN for Odd-Parity Flux

In Sec. 4.4, we observed that the spatial shape of the axial TL within a pin cell has

very little effect on the accuracy of the final solution. The method in the present

section takes advantage of this observation by treating the antisymmetric component

of the axial TL on the coarse mesh only. This method should be significantly faster

than the previous anisotropic TL method [9] without sacrificing accuracy.

To derive these equations, we start by discretizing Eq. (3.1) over a coarse cell. We

operate by 1
Aij

∫∫
ij

(·)dxdy, obtaining:

Ωx

hi

[
ψi+1/2,j(z, µ, ω)− ψi−1/2,j(z, µ, ω)

]
+

Ωy

hj

[
ψi,j+1/2(z, µ, ω)− ψi,j−1/2(z, µ, ω)

]
+ Σ̂t,ij(z)ψij(z, µ, ω) + µ

∂ψij(z, µ, ω)

∂z
=
Qij(z)

4π
. (5.17)

Here, we have assumed that the homogenized total XS is isotropic,

Σ̂t,ij(z) =

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

Σt(x, y, z)φ(x, y, z)dxdy

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

φ(x, y, z)dxdy

, (5.18)

although the rigorous definition would be anisotropic,

Σ̂t,ij(z, µ, ω) =

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

Σt(x, y, z)ψ(x, y, z, µ, ω)dxdy

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

ψ(x, y, z, µ, ω)dxdy

. (5.19)

Using an isotropic homogenized total XS is a common approximation, and it should

be suitable here. Where the anisotropic homogenized cross section had a significant

effect before, in Chapter 4, it was operating on the 1D angular flux. Here, the

homogenized cross section operates on only the odd-parity angular flux, which is
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smaller in magnitude than the even-parity flux. The odd-parity angular flux does

not directly affect the 3D scalar flux solution; it only contributes indirectly to the

solution through the anisotropic TL moments. As a result, the error in the isotropic

approximation is not large. Ignoring this anisotropy is similar to the approximation

of ignoring the anisotropic collision term in Eq. (3.38).

Next, we evaluate Eq. (5.17) at (+µ) and (−µ), and subtract and add these

equations in the same manner as before:

Ωx

hi

[
ψ+
i+1/2,j(z, µ, ω)− ψ+

i−1/2,j(z, µ, ω)
]

+
Ωy

hj

[
ψ+
i,j+1/2(z, µ, ω)− ψ+

i,j−1/2(z, µ, ω)
]

(5.20a)

+Σ̂t,ij(z)ψ+
i,j(z, µ, ω) =

Qij(z)

4π
− µ

∂ψ−ij(z, µ, ω)

∂z
,

Ωx

hi

[
ψ−i+1/2,j(z, µ, ω)− ψ−i−1/2,j(z, µ, ω)

]
+

Ωy

hj

[
ψ−i,j+1/2(z, µ, ω)− ψ−i,j−1/2(z, µ, ω)

]
(5.20b)

+Σ̂t,ij(z)ψ−ij(z, µ, ω) = −µ
∂ψ+

ij(z, µ, ω)

∂z
.

We average Eqs. (5.20) over an axial slice from zk−1/2 to zk+1/2. Operating by

1
hk

zk+1/2∫
zk−1/2

(·)dz, we obtain:

Ωx

hi

[
ψ+
i+1/2,j,k(µ, ω)− ψ+

i−1/2,j,k(µ, ω)
]

+
Ωy

hj

[
ψ+
i,j+1/2,k(µ, ω)− ψ+

i,j−1/2,k(µ, ω)
]

+ Σ̂t,ij,kψ
+
i,j,k(µ, ω) =

Qi,j,k

4π
− µ

hk

[
ψ−i,j,k+1/2(µ, ω)− ψ−i,j,k−1/2(µ, ω)

]
, (5.21a)

Ωx

hi

[
ψ−i+1/2,j,k(µ, ω)− ψ−i−1/2,j,k(µ, ω)

]
+

Ωy

hj

[
ψ−i,j+1/2,k(µ, ω)− ψ−i,j−1/2,k(µ, ω)

]
+ Σ̂t,ij,kψ

−
i,j,k(µ, ω) = − µ

hk

[
ψ+
i,j,k+1/2(µ, ω)− ψ+

i,j,k−1/2(µ, ω)
]
. (5.21b)

Eq. (5.21a) is the coarse-mesh even-parity 2D transport equation. This equation is

not solved directly; instead, the even-parity transport is solved on the fine mesh. To

obtain the continuous form of the even-parity 2D transport equation, we integrate
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Eq. (5.5) over an axial slice. Operating by 1
hk

zk+1/2∫
zk−1/2

(·)dz, we obtain:

[√
1− µ2

(
cosω

∂

∂x
+ sinω

∂

∂y

)
+ Σt,k(x, y)

]
ψ+
k (x, y, µ, ω)

=
Qk(x, y)

4π
− µ

hk

[
ψ−k+1/2(x, y, µ, ω)− ψ−k−1/2(x, y, µ, ω)

]
. (5.22)

Eq. (5.22) is solved on the fine mesh.

The solution of the coarse-mesh even-parity equation would be a rough approxi-

mation to the solution of the fine-mesh even-parity equations, but we do not employ a

coarse-mesh even-parity equation. The solution to the coarse-mesh odd-parity equa-

tion, which we do employ, is also an approximation to a potential fine-mesh odd-parity

solution. However, this solution does not directly affect the scalar flux or the isotropic

moments of the leakage between coarse cells. The odd-parity equation is only used

to determine higher-order polar moments of the anisotropic radial TL. We can still

obtain a relatively accurate overall solution without a high fidelity solution for these

moments. Thus, the low-fidelity solution for the odd-parity flux should be acceptable.

Eq. (5.21b) is the coarse-mesh odd-parity 2D transport equation. It is a Cartesian

2D transport equation that can be solved using SN . This equation has 3 unknowns (2

downwind surface angular fluxes, 1 cell-average flux). It is assumed that two upwind

angular fluxes are known. Two additional equations are required. These equations

come from a closure relationship between the surface and cell-average angular fluxes.

Diamond difference can be used, but it would be inaccurate and likely unstable due

to the typical optical thickness of a pin cell. Instead, step characteristics is used [72]:

ψR = q + (ψL − q) (1− ρ) e−α ρ < 1 (5.23a)

+ (ψB − q) ρ
(
1− e−α

)
/α

ψT = q + (ψL − q)
(
1− e−α

)
/α ρ < 1 (5.23b)

or

ψR = q + (ψB − q)
(
1− e−β

)
/β ρ > 1 (5.23c)

ψT = q + (ψL − q)
(
1− e−β

)
/ (ρβ) ρ > 1 (5.23d)

+ (ψB − q) (1− 1/ρ) eβ ,
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where

q =
Q

Σ̂t

, (5.24a)

α =
Σ̂thx
ξ

, (5.24b)

β =
Σ̂thy
η

, (5.24c)

ρ =
α

β
. (5.24d)

Here, ψR and ψT are the “right” and “top” surface angular fluxes, which are the

downwind or unknown fluxes. The upwind fluxes on the left and bottom, ψL and

ψB, are known from a boundary condition or previous step. The step characteristics

scheme is well-suited to this problem, which is effectively a purely absorbing problem

with a fixed source from transverse leakage. This problem is solved using discrete

ordinates, with angle index n:

Ωn =
(√

1− µ2
n cosωn,

√
1− µ2

n sinωn, µn

)
= (ξn, ηn, µn) . (5.25)

The quadrature used for this solution is the same as the quadrature that is used for

the even-parity MOC. Using Eq. (5.23a) in Eq. (5.21b), with known “upwind” surface

fluxes.

ψ−n,ij,k =

2ξn
hi
ψn,i∓1/2,j,k + 2ηn

hj
ψn,i,j∓1/2,k − µn

hk

[
ψ+
n,ij,k+1/2 − ψ

+
n,ij,k−1/2

]
Σ̂t,k,ij + 2ξn

hi
+ 2ηn

hj

, (5.26)

ξn ≷ 0 , ηn ≷ 0 , µn > 0 .

A coarse-mesh SN should be much faster than the fine-mesh MOC, since there are

typically dozens of FSRs (and hundreds of ray segments in a single direction) in a pin

cell. This extra work should be a small fraction of the overall run time for MPACT.

It could be significantly faster than even the 1D nodal solution, because it would be

much less communication-intensive. However, it would be solved with full azimuthal

dependence, while the 1D equations are often solved for only the azimuthally isotropic

moment and a few additional anisotropic moments. Thus, the run time may be

comparable to the 1D solution, depending on how many sweeps are performed during

each iteration. The 2D coarse-mesh solution is performed after the 1D calculation,
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before the 2D MOC calculation. The details of the algorithm are given later in this

section.

The solution of Eq. (5.21b) gives the cell-edge fluxes ψ−i±1/2,j,k and ψ−i,j±1/2,k, which

will be used in calculating the anisotropic radial TL. The slice-edge values ψ−i,j,k±1/2

are used to calculate the axial TL term in the even-parity transport Eq. (5.22).

While these can be calculated by averaging the cell-average values from the solution

of Eq. (5.21b), it is both easier and more accurate to use the solution of the 1D

equation. In practice, a Fourier azimuthal expansion on the axial TL terms is used

to limit the fine-mesh memory requirements and coarse-mesh parallel communication

requirements. With the solution of Eq. (5.22) and Eq. (5.21b), the radial TL terms

are calculated using Eq. (5.27).

Jr,ij,k(µ, ω) =
1

Aij

∫∫
ij

(
Ωx

∂

∂x
+ Ωy

∂

∂y

)[
ψ+(x, y, µ, ω) + ψ−(x, y, µ, ω)

]
dxdy

(5.27)

=
∑

s=N,E,S,W

1

hs
(Ω · n̂s)

[
ψ+
ij,s(µ, ω) + ψ−ij,s(µ, ω)

]
.

Here, n̂s is the outward unit normal vector from the surface (North, East, West,

or South), and hs is the distance between the two parallel surfaces. The radial TL

Jr,ij,k(µ, ω) is expanded in Fourier moments in (ω) and Legendre moments in (µ),

similar to the anisotropic TL methods from Sec. 3.1 [9],[73].

TLs/c,p,ij,k(µ) =

2π∫
0

fs/c,p(ω)Jr,ij,k(µ, ω)dω , (5.28a)

f0(ω) = 1 , (5.28b)

fs,p(ω) = sin (pω) , (5.28c)

fc,p(ω) = cos (pω) , (5.28d)

TLl,s/c,p,ij,k (5.29)

=

1∫
−1

Pl(µ)

 ∑
s=N,E,S,W

2π∫
0

fs/c,p(ω)
(Ω · n̂s)
hs

[
ψ+
ij,k,s(µ, ω) + ψ−ij,k,s(µ, ω)

]
dω

 dµ .
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The homogenized XS can be calculated from the solution of Eq. (5.22), using either

isotropic or anisotropic homogenization of the total XS. If anisotropic homogenization

is used, the solution of Eq. (5.21b) can also be incorporated.

The 1D solution is not changed in this new method except for the way its inputs

are calculated. The solution of the 1D equation gives the anisotropic source term for

Eq. (5.21b) on the coarse mesh.

The 2D/1D polar-parity equations with coarse-mesh 2D odd-parity transport are

given by Eq. (5.22) and Eq. (5.21b), with Σ̂t,k,ij defined by Eq. (5.18), axial TL for

both the even and odd-parity 2D equations defined by the standard 1D equations,

and radial TL defined by Eq. (5.29). These equations should be more accurate than

the standard, isotropic TL equations used in MPACT. The accuracy can be improved

further if an anisotropic homogenized XS is used in the 1D solution. The 2D coarse-

mesh SN does not give the spatial distribution of the odd-parity flux within a coarse

cell, we assume that the spatial distribution is flat. The homogenized total XS is then

given by:

Σ̂t,ij,k(µ) =

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

Σt,k(x, y)
[
ψ+
k (x, y, µ) + ψ−ij,k(µ)

]
dxdy

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

[
ψ+
k (x, y, µ) + ψ−ij,k(µ)

]
dxdy

. (5.30)

This assumption is clearly imperfect, but in practice it improves the solution signifi-

cantly over the isotropic homogenization from Eq. (5.18). The odd-parity flux could

also be interpolated using a non-flat function within the coarse cell, but it is not

apparent what an appropriate shape would be. One option is to use the scalar flux,

ψ−k (x, y, µ) = ψ−ij,k(µ)
Aijφk(x, y)

xi+1/2∫
xi−1/2

yj+1/2∫
yj−1/2

φk(x, y)dxdy

, (5.31)

but this is much less accurate than the flat distribution. Aside from solving the

odd-parity equation on a finer mesh, there does not seem to be an effective way to

approximate the shape of the solution within the coarse mesh. The best results are

observed when assuming a flat shape. This is demonstrated in Sec. 5.2.

Modifying MPACT to allow only even polar anisotropy (and still ignoring the odd

component) does not improve accuracy in any appreciable way, because the odd polar

anisotropy is significant near transport boundaries, which is precisely where the axial
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and radial TL approximations are most important. Axial boundary layers create

significant axial TL, which is strongly antisymmetric. This strong antisymmetric

source generates larger odd-parity angular fluxes. Thus, the 2D/1D method needs to

account for odd polar anisotropy to significantly improve accuracy. The coarse-mesh

2D odd-parity transport equation calculates the odd-parity flux on the coarse-mesh

surfaces, which can be used to calculate radial TL with odd polar anisotropy. It also

gives a spatially averaged estimate of the odd-parity flux within a pin cell, which

enables the calculation of an anisotropic homogenized XS. This should improve the

axial flux shape calculated by the 1D solution, and in turn improve the overall 3D

flux distribution of the final solution. The solution of this new odd-parity equation is

fast compared to the overall run time of MPACT. Timing results are given in Sec. 5.2;

the computational cost of the actual coarse-mesh 2D SN solution is less than 5% of

the overall run time.

The proposed algorithm for a steady-state eigenvalue problem in MPACT with

a radial 2D coarse-mesh odd-parity transport solution is given in Algorithm 1. The

algorithm is taken from the MPACT theory manual [74]. Updates corresponding

to the method proposed here are denoted by the dagger (†) symbol. The required

changes do not significantly affect the MPACT iteration scheme. The new 2D coarse-

mesh transport problem is solved immediately before the 2D even-parity transport

equation using MOC.

5.1.3 Intermediate-Mesh MOC Solution of the Odd-Parity Equation

The third option we have for the odd-parity angular flux is to solve for it on an

intermediate mesh. This intermediate mesh may have a few flat source regions (FSRs)

on a pin cell that radially divides the materials, but would not have several radial

divisions within a material or azimuthal divisions within the pin, as the fine mesh

does. An example of the proposed mesh is given in Fig. 5.1, with hypothetical MOC

rays traced through the geometry. This would require an MOC solution, although

the ray spacing could be much larger than the even-parity solution because the flat

source regions are much larger. It should still be much faster than the fully anisotropic

MOC without polar-parity. The advantage of solving for the odd-parity angular flux

on the material mesh level is that it allows for more accurate calculation of the

anisotropic homogenized 1D XS. The anisotropic homogenized XS can significantly

improve accuracy for certain problems [73], but most of that benefit is already realized

by the method in Sec. 5.1.2, where the odd-parity flux is assumed flat over a coarse

cell. This will be demonstrated in the results.
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Algorithm 1 Algorithm for solving an eigenvalue problem in MPACT

1: Update macroscopic cross sections from resonance treatment (subgroup) calcula-
tions.

2: Guess initial source (φ(0)) and eigenvalue (k
(0)
eff ).

3: while φ(n) and k
(n)
eff not converged do

4: if using CMFD, then
5: Generate coarse-grid quantities from the fine-grid fluxes and leakages.
6: Solve the CMFD eigenvalue problem iteratively to obtain an updated eigen-

value (k
(n+1)
eff ) and coarse-grid scalar flux

7: Update the fine-grid scalar flux/fission source (φ(n+1/2)).
8: end if
9: if 2D/1D then

10: Solve the 1D axial equation to update the scalar fluxes.
11: Update the axial leakage with the 1D solution
12: end if
13: for each energy group do
14: † Obtain ψ− by performing sweeps on the coarse-mesh 2D odd-parity trans-

port equation, Eq. (5.21b) using ψ+ from 1D solution
15: Obtain ψ+ and φ(n+1) by performing transport sweep(s) on the 2D radial

transport equations, Eq. (5.22)
16: † Calculate the anisotropic homogenized Σ̂t using Eq. (5.30)
17: end for
18: end while

This option is less intruiging than the previous method because the user would

likely have to specify an additional mesh for the odd-parity problem, which may re-

quire understanding of this method well beyond the scope of what should be expected

from a typical user. On the other hand, the coarse-mesh method from Sec. 5.1.2 uses

constructs that already exist within the code without requiring any significant ad-

ditional user input. Additionally, the odd-parity MOC may have a non-negligible

run time footprint, and the implementation could be complicated. The homogenized

XS can have some effect, but it is typically not important, and the simpler method

captures most of that effect. There is little motivation to develop this method, which

would be significantly slower than the standard 2D/1D method with isotropic TL.

However, it may be useful for problems where the homogenization effect is significant

and it is practically necessary to correct it.

5.1.4 Full MOC Solution of the Odd Parity Equation

The final option considered involves solving the odd-parity transport equation on the

fine mesh. This is potentially a very accurate (albeit expensive) way to calculate a
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Figure 5.1: Intermediate mesh for odd-parity problem

fine-mesh axial TL shape in a 2D/1D method. However, we observed in Sec. 4.4 that

the effect of the spatial shape of axial TL within a pin cell is usually negligible. This

method would be expensive because it would double the time spent on MOC, and

there are other potential problems without an immediately apparent solution. For

example, passing ray-level data axially between processes will be, without question,

prohibitively expensive. While it may be possible to develop a method of this type

that has a computational cost within reason, it would likely have no tangible benefit.

The MOC equations with full polar dependence can be solved without any of the

complications or disadvantages of polar-parity.

5.2 2D/1D Polar-Parity Results

The method described in Section 5.1.2 was implemented in MPACT. The purpose of

implementing this method is to obtain accuracy equivalent or close to the accuracy

of the previously existing MPACT methods for using anisotropic TL ([9],[73]), while

significantly reducing the run time. Two test cases are used to demonstrate that

the accuracy of these methods is sufficient. The first case is a homogeneous fuel

problem from Sec. 4.3. This problem demonstrates the validity of the 2D/1D polar

parity method in the absence of pin homogenization error. In this case, the polar-

parity 2D/1D method produces results close to the reference solution. The 3D C5G7

benchmark is used to demonstrate that the new method is significantly faster than

the old method, and nearly as fast as the standard 2D/1D method in MPACT. The

results for the 3D C5G7 benchmark are not as close to the reference solution because
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Figure 4.4: Homogeneous fuel (repeated from page 76)

the homogenization error is not being treated correctly. However, the accuracy is still

improved compared to the standard isotropic TL case.

5.2.1 Homogeneous Fuel Test Problem

The homogeneous fuel problem is the same problem that was used in Sec. 4.3. It

is designed to expose the fundamental deficiency in the isotropic TL approximation

used by many 2D/1D codes. The problem uses 2-group fuel and reflector XS from

the Takeda benchmark [31]. The geometry is given in Fig. 4.4. It is a 2D problem,

with a 25 cm x 25 cm block of fuel surrounded by 5 cm of reflector on two sides. The

other two sides have reflecting boundary conditions. In MPACT, this is solved using

the 2D/1D method, with the MOC solver in the x direction and the 1D axial solver

in the z direction. The reference solution is obtained by solving the 2D problem using

2D MOC. The problem is discretized into 1 cm square coarse cells, with a 0.5 mm

fine-mesh size (i.e., flat source region size) in the x direction. Table 5.1 shows the

eigenvalue, RMS power, and maximum power error for this problem using each TL

method. When the old (full) anisotropic TL method is used, the eigenvalue error

decreases from -156 pcm to +9 pcm, and the RMS and maximum pin power errors

are both decreased by more than a factor of 2. When the new polar-parity method

is used, the eigenvalue error is less than 1 pcm. The RMS and maximum pin power

errors are similar to the previous method. The pin power errors using each method

are given in Figs. 4.5a, 4.5b, and 5.3c. There is a clear improvement in the power
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Table 5.1: Eigenvalue error and pin power errors for 1D Z, 2D X-Z problem

1D Method P1 P3 P3 P3

TL Method ISO ISO ANISO (FULL) ANISO (PARITY)
keff error [pcm] -454 -156 +9 0

RMS power error (%) 1.04 0.30 0.13 0.13
Max power error (%) 4.85 1.31 0.46 0.51
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(b) P3 with anisotropic TL (repeated
from page 77)
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Figure 5.3: 2D homogeneous fuel problem power error (absolute)

shape when using the anisotropic TL method. With anisotropic TL, the 1D/1D P3

method is very close to the 2D transport reference, with the only significant error

occuring at the axial interface between the fuel and reflector, which is difficult for 1D

P3 to resolve. The results are similar whether the old or new method for anisotropic

leakage is used.
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5.2.2 3D C5G7 Benchmark

The 3D C5G7 benchmark [29] is used to demonstrate the speedup achieved by this

method compared to the old method for calculating anisotropic TL. The results also

show the effectiveness of the anisotropic XS homogenization. The radial geometry is

repeated in Fig. 4.24.

(a) C5G7 radial geometry (re-
peated from page 90)

(b) C5G7 axial geometry (repeated from page 90)

Figure 5.4: C5G7 benchmark problem geometry

The discretization is the same as before. Pin power and eigenvalue results, along

with run times for the 3D C5G7 benchmark for the four cases are given in Ta-

bles 5.2, 5.3, and 5.4. The different transverse leakage methods are:

• ISOTL: 2D/1D with isotropic TL, the standard method in MPACT and many

2D/1D codes

• ODD-P : 2D/1D with polar-parity and 2D coarse-mesh SN for odd-parity equa-

tion

• MOM-P : 2D/1D with old anisotropic leakage method; full polar domain in

MOC solution, no symmetry

• SYM-P : 2D/1D with TL that is symmetric in the polar angle, odd-parity

angular flux assumed to be zero.

• -P : order P Fourier expansion in the azimuthal angle of the axial and radial

TL

The goal is for the ODD-P method to produce a similar solution to the equivalent

MOM-P method, but in significantly less time. The SYM-P method is the ODD-P
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method without the 2D coarse-mesh SN . SYM-P should be just as fast as ODD-P

but will not give the same solution as the MOM-P method. This shows that the run

time of the 2D coarse-mesh SN is negligible, and that it has a significant effect on the

accuracy of the result.

The eigenvalues improve, but the pin powers become less accurate when going from

isotropic to anisotropic TL. This suggests cancellation of error, with the isotropic TL

solution appearing to be more accurate than it truly is. The results in Sec. 4.3,

show that the anisotropic TL performs significantly better when there is no homog-

enization error. To show that the anisotropic TL is truly more accurate when the

homogenization error is corrected, the result using polar XS homogenization is given.

Table 5.2: 3D C5G7 unrodded benchmark results, SHIFT reference

TL XS keff Error RMS Max Time Time
[pcm] (%) (%) [min] [relative]

ISOTL ISO 1.14239 -64 0.27 0.83 32.0 1.0
ODD-0 ISO 1.14241 -62 0.27 0.79 28.9 0.9
MOM-0 ISO 1.14241 -62 0.27 0.79 42.5 1.3
ODD-1 ISO 1.14307 4 0.30 0.97 37.8 1.2
MOM-1 ISO 1.14309 6 0.30 0.95 51.3 1.6
SYM-1 ISO 1.14253 -51 0.27 0.85 42.7 1.3
ODD-1 POL 1.14306 3 0.14 0.52 44.1 1.4
MOM-1 POL 1.14296 -7 0.13 0.40 104.3 3.3

Table 5.3: 3D C5G7 rodded A benchmark results, SHIFT reference

TL XS keff Error RMS Max Time Time
[pcm] (%) (%) [min] [relative]

ISOTL ISO 1.12750 -62 0.25 0.71 29.1 1.0
ODD-0 ISO 1.12750 -62 0.28 0.75 29.7 1.0
MOM-0 ISO 1.12750 -62 0.28 0.76 44.7 1.5
ODD-1 ISO 1.12829 17 0.36 1.12 39.2 1.3
MOM-1 ISO 1.12831 19 0.38 1.17 51.8 1.8
SYM-1 ISO 1.12765 -47 0.28 0.74 37.6 1.3
ODD-1 POL 1.12817 5 0.21 0.68 41.4 1.4
MOM-1 POL 1.12803 -9 0.17 0.52 93.0 3.2

The magnitude of the errors is not the focus of these results. What is important is

that the new parity method for anisotropic TL produces the same results as the the

old method. This is clear from the similar eigenvalue, RMS, and maximum pin power

errors. This is true both with azimuthally isotropic TL and the Fourier expansion
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Table 5.4: 3D C5G7 rodded B benchmark results, SHIFT reference

TL XS keff Error RMS Max Time Time
[pcm] (%) (%) [min] [relative]

ISOTL ISO 1.07698 -76 0.30 0.98 25.1 1.0
ODD-0 ISO 1.07699 -75 0.32 1.03 31.0 1.2
MOM-0 ISO 1.07698 -69 0.32 1.03 46.9 1.9
ODD-1 ISO 1.07798 24 0.54 2.20 39.5 1.6
MOM-1 ISO 1.07801 27 0.59 2.46 53.6 2.1
SYM-1 ISO 1.07676 -98 0.32 0.91 38.4 1.5
ODD-1 POL 1.07776 2 0.33 1.38 44.6 1.8
MOM-1 POL 1.07760 -14 0.25 0.82 93.2 3.7

azimuthal TL. With the azimuthally isotropic TL, only the polar dependence of the

radial and axial TL is treated to a higher order than isotropic. This is not as accurate,

but it is much faster. With the 2D coarse-mesh odd-parity SN , the polar component

of the TL can be added without any significant increase to the run time. Conversely,

the old anisotropic TL method has a run time that is 30%, 50%, and 90% longer than

the standard method for the three different cases.

The azimuthal TL has a longer run time because it requires more calculations to

determine angular moments of surface leakage for each ray that crosses a coarse-mesh

boundary. Thus, the polar-parity method is not as fast as the standard method when

azimuthal moments are added to the TL, but it is still significantly faster than the

old method for anisotropic TL. Compared to ISOTL, the ODD-1 run times are 20%,

30%, and 60% longer for the three cases. The MOM-1 run times for the same cases

are 60%, 80%, and 110% longer. The average speedup for the ODD-1 case is 25%

compared to the MOM-1 case.

We can also view the speedup from another perspective. The average slowdown

using MOM-1 is 84%. With ODD-1, the average slowdown is reduced to 37%. The

average slowdown when using MOM-0 is 58%. With ODD-0, that slowdown is reduced

to 5% on average.

With the polar XS homogenization, the results for the ODD and MOM methods

are not identical. They are similar for the unrodded case, but the ODD polar XS case

has significantly greater error for the rodded B case. This makes sense, because the

polar XS homogenization is more important for the rodded B case, and the spatially

flat odd-parity flux approximation is more detrimental as a result. However, the polar

homogenization still improves the solution significantly, and it is much faster with the

polar-parity method.
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Three options for approximating the spatial distribution of the odd-parity angular

flux for XS homogenization are tested:

1. Flat

2. Scalar flux weighted

3. Even-parity flux weighted

The results for the rodded B case are given in Table 5.5. The flat distribution per-

Table 5.5: Polar XS homogenization weighting results, rodded B

TL XS Weighting keff Error [pcm] RMS (%) Max (%)
ODD-1 ISO N/A 1.07698 -76 0.55 2.21
ODD-1 POL FLAT 1.07776 2 0.32 1.35
ODD-1 POL SCALAR 1.07799 25 0.60 2.57
ODD-1 POL EVEN 1.07799 25 0.60 2.57
MOM-1 POL MOC 1.07760 -14 0.25 0.82

forms significantly better than the other two, which are slightly worse than using an

isotropic homogenized XS. Upon closer inspection, it was discovered that scalar flux

weighting and even-parity flux weighting produce algebraically equivalent anisotropic

XS homogenization source terms, leading to the exact same solution. When using

these weighting methods, the antisymmetric anisotropic collision terms (i.e., first and

third Legendre moments) are zero, which is likely why the results are poor. Based on

this, the spatially flat approximation was used for all other analysis.

The error in the axial power shape using the polar-parity method with anisotropic

TL and XS is compared to that of the previous method for the three cases in Fig. 5.5.

The dashed black line indicates the single standard deviation uncertainty. The un-

certainty is very small because the axial power profile is determined by averaging

radially over all pins. In all cases, the solution with odd-parity TL and XS is close to

the full anisotropic MOC solution.

5.3 Computational and Memory Cost

The anisotropic TL and XS method described in Chapter 3 is more accurate than the

isotropic TL and XS method, but it is significantly more demanding of memory and

computation. The 2D/1D method with coarse-mesh odd-parity 2D SN solution is

designed to significantly reduce that additional burden without sacrificing too much

of the improvement in accuracy.
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(a) Unrodded (b) Rodded A

(c) Rodded B

Figure 5.5: Axial power profile errors, C5G7

To compare the memory profile and run time of the several methods, we use

the radial lattice from the C5G7 benchmark problem, with 3 axial planes and one

process per plane. An azimuthal expansion order of 2 is used. The required memory

per process for each method is given in Table 5.6.

Any anisotropic TL method requires a significant increase in memory to store

the anisotropic source. Using polar-dependent homogenization does not significantly

increase the required memory. The size of the polar-dependent angular flux is only a

fraction of the size of the anisotropic MOC source. For example, if 2 cosine and sine

moments are used, the anisotropic source is 5 times larger than the polar-dependent

angular flux. If azimuthal XS moments are used, then the angular flux storage is

equivalent to the MOC source storage.

The MOC type refers to the way the inscattering source is calculated. If it is up-

dated after each group is swept (1G), this is a Gauss-Seidel iteration. If the scattering

source is not updated after each group (MG), this is a Jacobi iteration. In the case
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Table 5.6: Memory requirements for 2D/1D

TL XS MOC Type Memory [GB] Memory Ratio
ISO ISO 1G 0.544 1.00

ODD ISO 1G 0.772 1.42
MOM ISO 1G 0.866 1.59
ODD POLAR 1G 0.783 1.44
MOM POLAR 1G 0.915 1.68
ISO ISO MG 0.632 1.16

ODD ISO MG 1.470 2.70
MOM ISO MG 2.216 4.07
ODD POLAR MG 1.633 3.00
MOM POLAR MG 2.561 4.71

of MG, the energy group loop is performed at the ray level. The MG sweep requires

the source to be stored for all groups, which is especially expensive for anisotropic TL

methods. The difference between 1G and MG is much more pronounced with a larger

number of energy groups. As a result, anisotropic TL methods are often memory

limited to using only the 1G MOC type with the typical 51 group structure.

For any choice of MOC type and XS homogenization type, the odd parity method

requires significantly less memory than the full-anisotropic moment-based equivalent.

To determine the breakdown of run times for each significant piece of the solver,

a single-assembly problem was run using 3 axial planes. Only 1 process was used to

eliminate communication time. For each outer iteration, the 1D nodal solver performs

5 groups sweeps with 5 inner sweeps each, the SN solver performs 2 sweeps, and the

MOC solver performs 1 sweep. These are the default options. The run times are

given in Table 5.7.

Table 5.7: 2D/1D odd-parity coarse-mesh SN run time

Calculation Run Time [s] Fraction
Initialization 18.5 9%

CMFD 4.1 2%
Nodal (1D) 25.7 12%

SN 3.6 2%
MOC 155.0 75%
Total 206.9 100%

As expected, the run time for the SN calculation is only a small fraction (2%) of

the overall run time. The MOC is by far the most expensive part of the calculation.

Even though the individual nodal sweeps are relatively cheap, the nodal calculation
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is the next most expensive component because the default setting is to perform 25

sweeps for each group in the upscattering range.

The run time for 2D/1D with full anisotropic MOC is given in Table 5.8. The

MOC run time is increased by 56%, and the overall run time is increased by 41%.

Table 5.8: 2D/1D full anisotropic TL run time

Calculation Run Time [s] Fraction
Initialization 18.5 6%

CMFD 4.4 2%
Nodal (1D) 27.3 9%

MOC 242.4 83%
Total 292.6 100%

The run times given in Table 5.7 and Table 5.8 are for isotropic XS homogeniza-

tion. With anisotropic XS homogenization, the relative cost of the MOC is greater,

and the difference is more significant. These results are given in Table 5.9 and Ta-

ble 5.10.

Table 5.9: 2D/1D odd-parity coarse-mesh SN run time, polar XS

Calculation Run Time [s] Fraction
Initialization 18.6 8%

CMFD 4.0 2%
Nodal (1D) 25.9 11%

SN 3.4 2%
MOC 173.8 77%
Total 225.7 100%

Table 5.10: 2D/1D full anisotropic TL run time, polar XS

Calculation Run Time [s] Fraction
Initialization 18.5 5%

CMFD 4.3 1%
Nodal (1D) 27.3 7%

MOC 350.8 88%
Total 400.9 100%

With anisotropic XS, the MOC run time is 2 times longer for full anisotropic MOC

than for even parity MOC. As a result, the overall run time is 78% longer.
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5.4 Local Refinement of TL and XS Approximation

The polar parity sweeper is a faster method than the full-polar anisotropic TL and

XS 2D/1D method, but the improvement in accuracy is not quite as good. The lower

degree of accuracy is especially apparent for the C5G7 rodded B case, where there

are partially inserted control rods in 3 of the 4 assemblies, which leads to especially

strong axial gradients. This suggests that the polar parity method may be sufficient

for most of the domain, but the full-polar anisotropic treatment may be necessary to

capture the 3D transport effects near axial heterogeneities with good accuracy.

Since the full-anisotropic treatment is significantly more expensive, it might be

advantageous to have a 2D/1D implementation that uses approximations of varying

fidelity in different regions of the core. Specifically, it may be possible to develop a

method with the favorable characteristics of both the polar parity method (speed)

and the full-polar anisotropic TL and XS method (accuracy) by using the higher-

fidelity method only in the regions of the core where it is most important. For many

problems, the regions within a few mean-free-paths of an axial transport boundary

such as a rod tip is a small fraction of the overall core volume, so the vast majority

of the core can be treated with the lower-fidelity method. This could theoretically

eliminate most of the additional computational cost associated with the higher-fidelity

method.

The concept of local refinement of the TL and XS approximations in a 2D/1D

solver is much simpler on paper than in a real implementation. The choice of these

approximations affects the structure of the MOC source and sweep kernel. It would

be a significant coding challenge to efficiently change between two different types of

approximations within a single 2D MOC solution. It would be much easier to require

that the TL and XS approximation must be the same throughout each 2D MOC

plane, and only allow the fidelity to vary between separate planes. This means that

any 2D MOC plane that is near the tip of a control rod would require a high fidelity

approximation throughout its entire radial domain. This would reduce the advantage

of a local refinement method because the potential locality of the refinement is limited.

Even if an effective local refinement can be implemented, it will not be effective

without proper load balancing. If the high fidelity method is used throughout an entire

MOC plane, load balancing would only be achievable with a coarse spatial parallel

decomposition, where multiple low-fidelity MOC planes can be assigned to a process

for each high-fidelity MOC plane assigned to another. With a typical decomposition,
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each process has only one MOC plane, so load balancing with local refinement is

impossible: the overall time is limited by the plane with the longest solve time.

There are many questions about how one would implement an effective local re-

finement scheme with the desired speed and accuracy properties. Solutions to these

issues are outside the scope of this work. However, there is no reason to pursue a

time-efficient local refinement scheme unless it is expected to have good accuracy.

To determine whether the idea is viable, a crude local refinement scheme was

implemented and tested for the 3D C5G7 benchmarks. It is the 2D/1D method with

polar parity, with the full-polar anisotropic TL used in MOC planes immediately

above and below the control rod tips. Fig. 5.6 illustrates the idea in a simple cartoon.

Fig. 5.6a is a side view of the C5G7 3D rodded B configuration. Fig. 5.6b shows where

(a) C5G7 rodded B side view (b) C5G7 rodded B refinement zones

Figure 5.6: 2D/1D local refinement

local refinement would occur with transparent boxes. The strongest leakage effects

are localized to the regions around the rod tips, so most of the improvement seen

with the higher-fidelity method should be captured by refining only in the vicinity of

these axial heterogeneities.

The results using the local refinement are compared to isotropic TL (standard),

polar parity, and full-polar anisotropic TL and XS in Table 5.11. All other parameters

of the discretization are the same for all cases. The middle block, with “PAR/MOM”

TL and “PAR/POL” XS, is the local refinement method using a combination of

the polarity parity and full moment-based TL options. The expected accuracy is

between the parity method and the full anisotropic method. This is not observed

for the unrodded and rodded A cases, perhaps because the difference between the
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Method Case keff RMS Max CPU Time
(1D/TL/XS) [pcm] (%) (%) [h]

1D P3, unrodded -60 0.26 0.80 4.5
ISOTROPIC TL, rodded A -58 0.27 0.69 4.2
ISOTROPIC XS rodded B -71 0.29 0.95 3.2

1D P3, unrodded -58 0.21 1.00 9.5
ISO / MOM TL, rodded A -64 0.26 1.30 10.7
ISO / POL XS rodded B -72 0.29 1.13 10.6

1D P3, unrodded 3 0.15 0.53 4.8
PARITY TL, rodded A 5 0.21 0.68 4.8
PARITY XS rodded B 2 0.33 1.39 5.2

1D P3, unrodded 2 0.16 0.58 9.6
PAR / MOM TL, rodded A 1 0.20 0.71 9.4
PAR / POL XS rodded B -3 0.29 1.12 10.5

1D P3, unrodded -10 0.13 0.40 8.9
POLAR / AZI TL, rodded A -10 0.17 0.51 8.9

POLAR XS rodded B -18 0.25 0.82 9.6
MONTE CARLO unrodded 2 0.03 0.12 320.0

REFERENCE rodded A 2 0.03 0.13 320.0
UNCERTAINTY rodded B 2 0.03 0.13 320.0

Table 5.11: 2D/1D local refinement results

two methods is small. For the rodded B case, the RMS and maximum error is

approximately halfway between the parity and full anisotropic methods. From these

results, the local refinement method does not look promising. It seems that it is

necessary to have the high-fidelity approximation throughout the core in order to

achieve the maximum accuracy.

The local refinement method is not faster than the full anisotropic method because

the load balancing is poor. The average time spent on MOC for each process (18 total)

is given in Table 5.12. The overall solution time is limited by the slowest processes,

so the time saved on the other processes does not reduce the overall solution time.

METHOD Unrodded Rodded A Rodded B
PARITY 14 14 14

FULL ANISO 29 30 30

Table 5.12: MOC time per process, in minutes

In summary, the proposed local refinement scheme has, at best, a marginal benefit.

The lower fidelity method in the scheme, which uses anisotropic TL and XS with a

coarse-mesh 2D SN odd parity solution, has accuracy that is already relatively close to
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the higher fidelity method. Thus, there is not much room for improvement with local

refinement. A very small amount of improvement is seen with the local refinement,

but it is not enough to justify the many complications and restrictions of a local

refinement scheme with effective load balancing.

5.5 2D/1D Polar Parity Summary

In this chapter, a new 2D/1D method with anisotropic TL was developed. This

method is cost efficient compared to the previous method for calculating anisotropic

radial TL moments, which was described in Chapter 3 and used for the results in

Chapter 4. The cost efficiency is achieved by splitting the angular flux into even-

parity and odd-parity components, and treating the components with different levels

of fidelity.

A few different ways to apply the polar parity concept to the 2D/1D method in

MPACT were considered, but only one was pursued. This method was chosen because

it is relatively simple, but still provides the fidelity that we seek with the anisotropic

TL. In this method, the even-parity angular flux is calculated with MOC on the fine

mesh, as it is in the other MPACT 2D/1D methods. The odd-parity angular flux

is calculated on the coarse mesh, in a fast 2D coarse-mesh SN solution. The even-

parity [P0(µ) and P2(µ)] anisotropic radial TL moments are calculated using the MOC

solution, as before. The odd-parity anisotropic radial TL moments [P1(µ) and P3(µ)]

are calculated from the coarse-mesh odd-parity solution. With this method, we can

calculate the polar dependence of the radial TL while only simulating the quadrature

directions in the upper half of the unit sphere (µ > 0) in the MOC solver. This

significantly reduces the amount of time spent on MOC, which is generally the most

expensive part of the overall MPACT calculation.

The new 2D/1D method in this chapter is significantly faster than the method

from Chapter 3. With respect to the anisotropic TL treatment, the new method is

effectively equivalent to the previous method from Chapter 3, which was based on

Stimpson’s work in [8]. With respect to the anisotropic XS treatment, the new method

is more accurate than assuming isotropic 1D XS, but it is not as accurate as the

method from Chapter 3. The accuracy of the method from Chapter 3 demonstrated in

Chapter 4 is better because the full polar distribution of the angular flux is calculated

on the fine mesh. With the method in Chapter 5, the even polar-parity component of

the angular flux is calculated on the fine mesh, but the odd polar-parity component

is calculated on the coarse mesh. The correct fine-mesh angular flux is not known
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with fine enough spatial detail to accurately calculate the anisotropic homogenized

1D XS.

The accuracy improvement from using the odd polar-parity treatment for the

angular flux developed in this chapter is significant, despite the relatively coarse

spatial approximation used for the odd-parity angular flux. Most of the benefit from

using anisotropic TL and XS that was observed in Chapter 4 was still observed

with the method in Chapter 5, but the run times were reduced substantially. This

new method may be more promising from a practical perspective than the previous

method, because the slowdown compared to standard MPACT, at approximately 40-

80%, is much more manageable than the 200-300% slowdown associated with the

method from Chapter 3.
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Chapter 6: SP3 limit of the 2D/1D

Equations

In this chapter, the SP1 and SP3 asymptotic limits of the standard 2D/1D equations

with isotropic TL and the 2D/1D equations with anisotropic TL are derived and com-

pared to the corresponding limits of the transport equation–which are the standard

SP1 and SP3 equations. These theoretical results show that the 2D/1D equations

with anisotropic TL have better accuracy than with isotropic TL. The theoretical

results are confirmed numerically in Sec. 6.4.

The best application for the traditional 2D/1D method is in problems where the

axial gradients are weak. In these cases, the accuracy is not severely limited by

the coupling between the 2D and the 1D equations, and the accuracy of the overall

solution is mostly determined by the accuracy of the 2D equation, which is transport.

In cases where gradients in all 3 dimensions are strong, the accuracy of 2D/1D

is limited by the 1D solution accuracy and the fidelity of the coupling between 2D

and 1D. If 1D P1 is used with isotropic TL, the solution will be more accurate than

3D diffusion, i.e. 3D SP1. If 1D P3 is used with isotropic TL, the 2D/1D equations

will be more accurate than with 1D P1, but they do not preserve the 3D SP3 limit.

This is demonstrated theoretically in Sec. 6.2. However, with a sufficient number of

anisotropic TL moments, the 2D/1D equations with 1D P3 will preserve the SP3 limit,

and will be at least as accurate as 3D SP3. This theoretical analysis is performed in

Sec. 6.3.

The theoretical analysis in this chapter for the SP3 approximation and the 2D/1D

with isotropic TL approximation were originally done by Professor Larsen [75]. For

this thesis, this line of analysis was extended to 2D/1D methods with anisotropic TL

moments. This extension is the most significant original contribution in this chapter.

After these theoretical results, numerical results are given to compare the 2D/1D

methods to 3D diffusion and 3D SP3 in Sec. 6.4. These numerical results corroborate

the theoretical results.
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6.1 Asymptotic Limit of the SP3 Equations

As a point of reference for analysis of the 2D/1D equations, we begin by deriving the

SP3 approximation to the 3D Boltzmann Transport Equation:

Ω · ∇ψ(r,Ω) + Σtψ(r,Ω) =
1

4π
[Σsφ(r) +Q(r)] , (6.1)

φ(r) =

∫
4π

ψ(r,Ω′)dΩ′ . (6.2)

For simplicity, we assume no energy dependence and isotropic scattering, and an

infinite homogeneous medium in which Q→ 0 and ψ → 0 as |r| → ∞.

We also assume that spatial derivatives are weak:

| 1

Σt

Ω · ∇ψ| << ψ . (6.3)

The assumption in Eq. (6.3) is the basis of the analysis in this chapter. This assump-

tion is valid in weakly-absorbing media, sufficiently far away from material bound-

aries.

We define:

F (r) = Σsφ(r) +Q(r) , (6.4)

and rewrite Eq. (6.1) as:(
I +

1

Σt

Ω · ∇
)
ψ(r,Ω) =

1

4πΣt

F (r) . (6.5)

We solve for ψ and use Eq. (6.3) to formally expand the transport operator:

ψ(r,Ω) =

(
I +

1

Σt

Ω · ∇
)−1

1

4πΣt

F (r)

=
∞∑
n=0

(−1)n
(

1

Σt

Ω · ∇
)n

1

4πΣt

F (r) . (6.6)
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Next, we operate on Eq. (6.6) by
∫
4π

(·)dΩ. We use the following integral properties

of the unit vector Ω:

1

4π

∫
4π

(
1

Σt

Ω · ∇
)n

dΩ = 0 for n odd , (6.7a)

1

4π

∫
4π

(
1

Σt

Ω · ∇
)2n

dΩ =
1

2n+ 1

(
1

Σt

∇ · 1

Σt

∇
)n

. (6.7b)

We obtain:

φ =

[
I +

1

3

(
1

Σt

∇ · 1

Σt

∇
)

+
1

5

(
1

Σt

∇ · 1

Σt

∇
)2

+
1

7

(
1

Σt

∇ · 1

Σt

∇
)3

+ ...

]
1

Σt

F .

(6.8)

For simplicity, we define an operator L :

L =

(
∇ · 1

Σt

)(
∇ · 1

Σt

)
= (3D diffusion operator)× 1

Σt

. (6.9)

Using this notation, Eq. (6.8) can be written:

Σtφ =

[
I +

1

3
L +

1

5
L 2 +

1

7
L 3 + ...

]
F . (6.10)

Here, we have ignored terms of order O(L 4) and higher. We can formally solve for

F :

F =

[
I +

1

3
L +

1

5
L 2 +

1

7
L 3 + ...

]−1

Σtφ . (6.11)

Again using an expansion for the relatively small derivative terms, we obtain:

F =

{
I −

[
1

3
L +

1

5
L 2 +

1

7
L 3 + ...

]
+

[
1

3
L +

1

5
L 2 + ...

]2

−
[

1

3
L + ...

]3}
Σtφ ,

=

{
I − 1

3
L +

(
−1

5
+

1

9

)
L 2 +

(
−1

7
+

2

15
− 1

27

)
L 3 + ...

}
Σtφ ,

=

[
I − 1

3
L − 4

45
L 2 − 44

945
L 3 + ...

]
Σtφ . (6.12)
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We can write Eq. (6.12), with O(L 4) error, as:

F =

{
I − 1

3
L

[
I +

4

15
L +

44

315
L 2 + ...

]}
Σtφ ,

=

{
I − 1

3
L

[
I +

(
I +

11

21
L

)
4

15
L + ...

]}
Σtφ ,

=

{
I − 1

3
L

[
I +

(
I − 11

21
L

)−1
4

15
L + ...

]}
Σtφ ,

(6.13)

We now define φ2(r) by:

2Σtφ2 =

[(
I − 11

21
L

)−1
4

15
L

]
Σtφ , (6.14)

allowing us to write Eq. (6.12) and Eq. (6.13) as a coupled diffusion system:

F = Σtφ−
1

3
L Σt (φ+ 2φ2) , (6.15a)(

I − 11

21
L

)
Σtφ2 =

2

15
L Σtφ . (6.15b)

Equivalently, with O(L 4) error:

−1

3

(
∇ · 1

Σt

∇
)

(φ+ 2φ2) + Σtφ = Σsφ+Q , (6.16a)

−11

21

(
∇ · 1

Σt

∇
)
φ2 + Σtφ2 =

2

15

(
∇ · 1

Σt

∇
)
φ . (6.16b)

Eqs. (6.16) are one form of the standard 3D SP3 equations.

The 3D SP3 equations agree with the 3D transport solution for terms up to O(L 3),

because they were derived from Eq. (6.12) using only approximations with O(L 4) or

higher error.

In the following sections, we perform a similar analysis for 2D/1D methods. The

order of L to which the corresponding theoretical accuracy of each 2D/1D method

agrees with Eq. (6.12) will be an indicator of how accurately we can expect that

2D/1D method to approximate the 3D transport solution. If only O(L ) terms agree,

then the 2D/1D method preserves the SP1 limit, or diffusion. If the limit is correct

for O(L 2) terms as well, the SP2 limit is preserved. If all terms up to O(L 3) are

correct, then the 2D/1D method preserves the SP3 limit.
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2D/1D equations that preserve high order SPN equations will have better 3D

transport accuracy, especially in cases where the spatial derivatives are relatively

strong in the radial and axial dimensions. It is desirable to preserve these limits ex-

actly, but we would still expect good accuracy if the limit is approximately preserved.

For example, if the coefficients of the O(L n) operators are within roughly 5-10% of

the correct coefficients from Eq. (6.12), then we can still expect the 2D/1D method

to preserve the SPN limit, for practical purposes. In practice, the 2D/1D method will

often be more accurate than the corresponding SPN method that it approximately

preserves, because the radial solver has transport accuracy.

6.2 2D/1D SN with Isotropic TL

In this section, we determine the theoretical accuracy of a 2D/1D method using

isotropic TL. The theoretical method analyzed here assumes an exact transport so-

lution in the axial direction. In practice, we often use a 1D P3 method for the axial

solver in MPACT. The results of this analysis will not be affected significantly by this

difference. The difference in theoretical accuracy between a 1D P3 method and 1D

(exact) transport would only manifest if we were considering higher order SPN limits

(i.e., including O(L 4) and higher terms). Since we are ignoring these terms in the

analysis, we can simply assume an exact 1D transport solution.

We begin by stating the 2D equation:

Ωy
∂ψ

∂x
+ Ωy

∂ψ

∂y
+ Σtψ =

1

4π

(
Σsφ+Q− ∂Ĵz

∂z

)
, (6.17a)

Jx =

∫
4π

ΩxψdΩ , (6.17b)

Jy =

∫
4π

ΩyψdΩ , (6.17c)

and the 1D equation,

µ
∂ψ̂

∂z
+ Σtψ̂ =

1

4π

(
Σsφ̂+Q

)
− 1

4π

(
∂Jx
∂x

+
∂Jy
∂y

)
, (6.18a)

Ĵz =

∫
4π

Ωzψ̂dΩ , (6.18b)
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with

φ =

∫
4π

ψdΩ , φ̂ =

∫
4π

ψ̂dΩ . (6.19)

∂Jz
∂x

and ∂Jy
∂y

are the radial TL, and ∂Jz
∂z

is the axial TL. In Eq. (6.18a), it is assumed

that the axial solver of the 2D/1D coupled system is 1D transport and the transverse

leakages are isotropic. Integrating Eq. (6.17a) and Eq. (6.18a) over Ω ∈ 4π, we

obtain: (
∂Jx
∂x

+
∂Jy
∂y

)
+ Σtφ = Σsφ+Q− ∂Ĵz

∂z
, (6.20a)

∂Ĵz
∂z

+ Σtφ̂ = Σsφ̂+Q−
(
∂Jx
∂x

+
∂Jy
∂y

)
. (6.20b)

Eq. (6.20a) and Eq. (6.20b) imply that φ̂ = φ. We want to analyze these coupled

equations in the same way that we analyzed Eq. (6.1). Again, we define:

F (r) = Σsφ(r) +Q(r) = Σsφ̂(r) +Q(r) , (6.21)

and divide Eq. (6.17a) and Eq. (6.18a) by Σt, obtaining

[
I +

1

Σt

(
Ωx

∂

∂x
+ Ωy

∂

∂y

)]
ψ =

1

4πΣt

[
F − ∂Ĵz

∂z

]
, (6.22a)

[
I +

1

Σt

(
µ
∂

∂z

)]
ψ̂ =

1

4πΣt

[
F −

(
∂Jx
∂x

+
∂Jy
∂y

)]
. (6.22b)

Solving for ψ and ψ̂ and expanding the inverted transport operator in an infinite

series, we obtain:

ψ =
∞∑
n=0

(−1)n
[

1

Σt

(
Ωx

∂

∂x
+ Ωy

∂

∂y

)]n
1

4πΣt

[
F − ∂Ĵz

∂z

]
, (6.23a)

ψ̂ =
∞∑
n=0

(−1)n
[

1

Σt

(
µ
∂

∂z

)]n
1

4πΣt

[
F −

(
∂Jx
∂x

+
∂Jy
∂y

)]
. (6.23b)

To obtain an expression for the scalar flux, we operate on Eq. (6.23a) by
∫
4π

(·)dΩ:

φ =
1

Σt

[
I +

1

3
Lr +

1

5
L 2
r +

1

7
L 3
r + ...

](
F − ∂Ĵz

∂z

)
, (6.24)
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where:

Lr = ∇r
1

Σt

· ∇r
1

Σt

=
∂

∂x

1

Σt

∂

∂x

1

Σt

+
∂

∂y

1

Σt

∂

∂y

1

Σt

(6.25)

= “radial” diffusion operator.

Hence,(
F − ∂Ĵz

∂z

)
=

[
I +

1

3
Lr +

1

5
L 2
r +

1

7
L 3
r + ...

]−1

Σtφ ,

=

{
I −

[
1

3
Lr +

1

5
L 2
r +

1

7
L 3
r + ...

]

+

[
1

3
Lr +

1

5
L 2
r + ...

]2

−
[

1

3
Lr + ...

]3
}

Σtφ

=

{
I −

[
1

3
Lr +

1

5
L 2
r +

1

7
L 3
r + ...

]

+

[
1

9
L 2
r +

2

15
L 3
r + ...

]
−
[

1

27
L 3
r + ...

]}
Σtφ

=

[
I − 1

3
Lr +

(
−1

5
+

1

9

)
L 2 +

(
−1

7
+

2

15
− 1

27

)
L 3 + ...

]
Σtφ(

F − ∂Ĵz
∂z

)
=

[
I − 1

3
Lr −

4

45
L 2
r −

44

945
L 3
r + ...

]
Σtφ ,

Σsφ+Q− ∂Ĵz
∂z

=

[
I − 1

3
Lr −

4

45
L 2
r −

44

945
L 3
r + ...

]
Σtφ . (6.26)

Next, we need an equation for ∂Ĵz
∂z

. We use Eq. (6.20a) to write:

Σsφ+Q−
(
∂Jx
∂x

+
∂Jy
∂y

)
= F −

(
∂Jx
∂x

+
∂Jy
∂y

)
,

= Σtφ+
∂Ĵz
∂z

, (6.27)

and rewrite Eq. (6.23b) as:

ψ̂ =
∞∑
n=0

(−1)n
[

1

Σt

(
µ
∂

∂z

)]n
1

4πΣt

[
Σtφ+

∂Ĵz
∂z

]
. (6.28)
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Operating on Eq. (6.28) by
∫
4π

(
µ ∂
∂z

)
dΩ, we obtain an expression for the axial TL:

∂Ĵz
∂z

=
∞∑
n=0

(−1)n

4π

∫
4π

[
1

Σt

(
µ
∂

∂z

)]n+1

dΩ

(
Σtφ+

∂Ĵz
∂z

)
,

= −
[

1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

](
Σtφ+

∂Ĵz
∂z

)
, (6.29)

where

Lz = ∇z
1

Σt

· ∇z
1

Σt

=
∂

∂z

1

Σt

∂

∂z

1

Σt

(6.30)

= “axial” diffusion operator.

Eq. (6.29) can now be written:[
I +

1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]
∂Ĵz
∂z

= −
[

1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]
Σtφ (6.31)

∂Ĵz
∂z

= −
[
I +

1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]−1 [
1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]
Σtφ

= −

{
I −

[
1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]
+

[
1

9
L 2
z +

2

15
L 3
z + ...

]
+

[
1

27
L 3
z

]}

·
[

1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]
Σtφ

= −
[
I − 1

3
Lz −

4

45
L 2
z −

44

945
L 3
z + ...

]
·
[

1

3
Lz +

1

5
L 2
z +

1

7
L 3
z + ...

]
Σtφ

= −
[

1

3
Lz +

(
1

5
− 1

9

)
L 2
z +

(
1

7
− 1

15
− 4

135

)
L 3
z

]
Σtφ+ O(L 4

z )

∂Ĵz
∂z

= −
[

1

3
Lz +

4

45
L 2
z +

44

945
L 3
z

]
Σtφ+ O(L 4

z ) . (6.32)

Introducing Eq. (6.32) into Eq. (6.26), we obtain:[
I − 1

3
Lr −

4

45
L 2
r −

44

945
L 3
r

]
Σtφ+ O(L 4

r )

= Σsφ+Q+

[
1

3
Lz +

4

45
L 2
z +

44

945
L 3
z

]
Σtφ+ O(L 4

z ) . (6.33)
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Equivalently,

Σsφ+Q = (6.34){
I−1

3
[Lr + Lz]−

4

45

[
L 2
r + L 2

z

]
− 44

945

[
L 3
r + L 3

z

]}
Σtφ+ O(L 4

r + L 4
z ) .

This result in Eq. (6.34) is similar, but not equivalent, to the result in Eq. (6.12).

We note that:

Lr + Lz =

(
∂

∂x

1

Σt

∂

∂x

1

Σt

+
∂

∂y

1

Σt

∂

∂y

1

Σt

+
∂

∂z

1

Σt

∂

∂z

1

Σt

)
= L . (6.35)

However,

L 2 = L 2
r + L 2

z + LrLz + LzLr ,

L 2 6= L 2
r + L 2

z , (6.36)

and

L 3 = L 3
r + L 3

z + LrL
2
z + LrLzLr + L 2

r Lz + LzL
2
r + LzLrLz + L 2

z Lr ,

L 3 6= L 3
r + L 3

z . (6.37)

Thus, the 2D/1D method with isotropic TL preserves the 3D SP1 (diffusion) limit,

but it does not preserve the 3D SP2 limit or the 3D SP3 limit. The correct limits for

orders greater than SP1 involve cross-derivative terms between the radial and axial

spatial variables. The asymptotic limit of 2D/1D with isotropic TL has no such cross

derivatives.

In order to introduce cross derivatives, we must couple the 2D and 1D equations

with anisotropic TL terms. If the angular dependence is exact, and both the radial

and axial transport solvers are exact, then that 2D/1D method would have exact

3D transport accuracy. Several codes use methods that fit this description, including

CRX-2 [62], PROTEUS-MOCEX [22], and others. However, in MPACT we often use

approximations to the angular dependence of the axial and radial TL. The azimuthal

dependence is expanded in Fourier moments, and the polar dependence is expanded

in Legendre polynomials, as described in Chapter 3. These expansions, especially

the azimuthal expansion, significantly reduce the memory required to represent the

anisotropic TL dependence. We know that we want to use this approximation, but
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we also know that we will not preserve 3D transport if the approximation is not

sufficiently accuarte.

We can apply the analysis in this section to a 2D/1D method with anisotropic

TL expansion in order to determine what degree of expansion is required to preserve

certain levels of accuracy. In this case, we are interested in preserving the 3D SP3

limit with the 2D/1D method. This type of analysis can inform us of the minimum

order of Legendre and Fourier expansions required to do this.

In order to perform this analysis, we make a simplification to what we are deeming

the “3D SP3 limit.” We do not believe that these simplifications change the results in

any substantial way, qualitatively or quantitatively. First, we note that the derivative

operators Lr and Lz are commutative:

LzLr = LrLz . (6.38)

Since this analysis is being applied to an infinite medium problem, in which Σt has no

spatial dependence, these operators commute. This allows us to reduce the number

of terms we are trying to exactly preserve: For the SP2 limit, we have:

LzLr + LrLz = 2LrLz , (6.39)

For the SP3 limit, we have:

LrL
2
z +LrLzLr+L 2

r Lz+LzL
2
r +LzLrLz+L 2

z Lr = 3
(
L 2
r Lz + LrL

2
z

)
. (6.40)

Now, instead of seeking 2 additional terms for the SP2 limit and 6 for the SP3 limit,

we are only comparing to 1 for the SP2 limit and 2 for the SP3 limit. With this

simplification, the 3D SP3 limit [see Eq. (6.12)] is:

F =

[
I − 1

3
(Lr + Lz)−

4

45

(
L 2
r + L 2

z

)
− 8

45
(LrLz)

− 44

945

(
L 3
r + L 3

z

)
− 44

315

(
L 2
r Lz + LrL

2
z

)
+ ...

]
Σtφ . (6.41)

Thus, we seek an expression with the following form:

F =

[
I − 1

3
(Lr + Lz)−

4

45

(
L 2
r + L 2

z

)
− A (LrLz)

− 44

945

(
L 3
r + L 3

z

)
−B

(
L 2
r Lz

)
− C

(
LrL

2
z

)
+ ...

]
Σtφ . (6.42)
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We want our coefficients A, B, and C to match the SP3 limit:

A = 2 · 4

45
=

8

45
= 0.17778 , (6.43a)

B = C = 3 · 44

945
=

44

315
= 0.13968 . (6.43b)

Eq. (6.42) and Eqs. (6.43) set the stage for the next step. In Sec. 6.3, we analyze

2D/1D methods with varying orders of anisotropic TL moments to obtain expressions

in the form of Eq. (6.42). The accuracy of these methods are evaluated based on how

closely they match the correct SP3 limit.

6.3 PN Transverse Leakage dependence

In this section, we allow the axial and radial TL terms of the 2D/1D method to have

higher order (non-isotropic) dependence in ω and Ωz = µ. These anisotropic TL terms

lead to cross derivatives between the radial and axial variables in the expression for the

asymptotic accuracy limit. These terms are necessary to preserve SPN limits above

order N = 1. We expect to find that the coefficients of these cross-derivative terms

will approach the correct SP2 and SP3 limit coefficients as the number of anisotropic

TL moments is increased for both the polar and azimuthal angle.

To simplify this analysis, we assume that the problem is infinite in the y direction,

and all y derivatives are zero. Effectively, we are analyzing a 1D/1D method. The

results of this analysis are still applicable to a 2D/1D method. A 1D/1D method has

exactly the same deficiency as a 2D/1D method with respect to the order of the TL

coupling.

Additionally, the results of a 1D/1D y − z analysis would be exactly the same as

the 1D/1D x − z analysis. Since the x and y variables are coupled directly within

the 2D transport solution, with no approximation, there are no x− y cross derivative

terms that the 2D/1D equations with isotropic TL are missing. Thus, there is no

deficiency that we are failing to observe by assuming that the derivatives are zero in

one of the two radial dimensions. Analysis of a 1D/1D method will produce the same

results and the same information as analysis of a 2D/1D method would.

In the 2D/1D method, the azimuthal dependence of the TL is expanded in both

sine and cosine moments. In the 1D/1D analysis, we expand only in cosine moments.

Because of symmetry, all sine moments would be zero.
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6.3.1 Analysis

First, we recall the radial and axial angular flux definitions, applying the assumption

that all y derivatives are zero:

ψ =
∞∑
n=0

(−1)n
[

1

Σt

(
Ωx

∂

∂x

)]n
1

Σt

[
F

4π
− TLz

]
, (6.44a)

ψ̂ =
∞∑
n=0

(−1)n
[

1

Σt

(
µ
∂

∂z

)]n
1

Σt

[
F

4π
− TLx

]
. (6.44b)

With polynomial and trigonometric expansion for the angle-dependence, the TL

terms TLz and TLx are:

TLz = µ
∂

∂z

[
L∑
l=0

2l + 1

2
Pl(µ)

(
fl,0
2π

+
1

π

P∑
p=1

fc,l,p cos (pω)

)]
, (6.45a)

TLx =
∂

∂x

[
L∑
l=0

2l + 1

2
Pl(µ)

(
gl,0
2π

+
1

π

P∑
p=1

gc,l,p cos (pω)

)]
, (6.45b)

fl,0 =

1∫
−1

Pl(µ)

 2π∫
0

ψ̂dω

 dµ , (6.45c)

fc,l,p =

1∫
−1

Pl(µ)

 2π∫
0

ψ̂ cos (pω)dω

 dµ , (6.45d)

gl,0 =

1∫
−1

√
1− µ2Pl(µ)

 2π∫
0

ψ cosωdω

 dµ , (6.45e)

gc,l,p =

1∫
−1

√
1− µ2Pl(µ)

 2π∫
0

ψ cosω cos (pω)dω

 dµ . (6.45f)

Here, fc,l,p are the expansion coefficients of the 1D angular flux, and gc,l,p are the

expansion coefficients of the radial TL. In MPACT, the radial TL moments (i.e., Ωx ·
∂
∂x
ψ) are expanded in Legendre and Fourier moments. However, the axial TL moments

are not directly expanded. Instead, the 1D angular flux is expanded in Legendre and

Fourier moments. The axial TL is calculated explicitly using the expansion of the 1D

angular flux.
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We need to define equations for each coefficient fx,l,p and gx,l,p and solve these

equations:

gl,0 =

1∫
−1

Pl(µ)

2π∫
0

∞∑
n=0

(−1)n
[
∂

∂x

1

Σt

Ωx

]n+1 [
F

4π
− TLz

]
dωdµ , (6.46a)

gl,0 =

1∫
−1

Pl(µ)

2π∫
0

∞∑
n=0

(−1)n
[
∂

∂x

1

Σt

Ωx

]n+1

·

(
F

4π
− µ ∂

∂z

[
L∑
l′=0

2l + 1

2
P ′l (µ)

(
fl′,0
2π

+
1

π

P∑
p′=1

fc,l′,p′ cos p′ω

)])
dωdµ . (6.46b)

gc,l,p =

1∫
−1

Pl(µ)

2π∫
0

cos pω
∞∑
n=0

(−1)n
[
∂

∂x

1

Σt

Ωx

]n+1

·

(
F

4π
− µ ∂

∂z

[
L∑
l′=0

2l + 1

2
P ′l (µ)

(
fl′,0
2π

+
1

π

P∑
p′=1

fc,l′,p′ cos p′ω

)])
dωdµ . (6.46c)

The moments of the axial 1D angular flux are given by:

fc,l,p =

1∫
−1

Pl(µ)

2π∫
0

cos pω
∞∑
n=0

(−1)n
[
∂

∂z

1

Σt

µ

]n
1

Σt

[
F

4π
− TLx

]
dωdµ . (6.47)

Each azimuthal moment of the 1D axial angular flux is determined solely by the

radial TL moment of the corresponding order. There is no “cross-talk” between

different azimuthal moments of the radial TL and the 1D axial flux. Therefore, we

have:

fl,0 =

1∫
−1

Pl(µ)
∞∑
n=0

(−1)n
[
∂

∂z

1

Σt

µ

]n
1

Σt

[
F

4π
−

(
L∑
l′=0

2l + 1

2
P ′l (µ)gl′,0

)]
dµ , (6.48a)

fc,l,p =

1∫
−1

Pl(µ)
∞∑
n=0

(−1)n
[
∂

∂z

1

Σt

µ

]n
1

Σt

(
−

L∑
l′=0

2l + 1

2
Pl(µ)gc,l,p

)
dµ . (6.48b)
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The equation for the scalar flux is:

φ =

1∫
−1

2π∫
0

ψdωdµ

=

1∫
−1

2π∫
0

∞∑
n=0

(−1)n
[
∂

∂x

1

Σt

Ωx

]n
(6.49)

· 1

Σt

[
F

4π
− µ ∂

∂z

[
L∑
l′=0

2l + 1

2
Pl(µ)

(
fl,0
2π

+
1

π

P∑
p′=1

fc,ll,p′ cos p′ω

)]]
dωdµ .

The system of equations formed by Eq. (6.46) and Eq. (6.48) is a relatively dense,

[2(P+1)(L+1)]×[2(P+1)(L+1)] system, where P is the number of Fourier moments

and L is the number of Legendre moments in the TL expansion. This is shown in

Fig. 6.1, with two additional rows and columns for the scalar flux φ and the total

source F . Each term in the system of equations is an infinite series in derivatives (z

derivatives for the axial 1D angular flux, x derivatives for the radial TL moments). In

this analysis, we are specifically interested in how well the 2D/1D method preserves

the asymptotic 3D SP3 accuracy limit. For this limit, we are concerned only with

spatial derivatives up to order 6. Consequently, we ignore the terms in the series

beyond this order.

There are several aspects of this analysis that make it exceedingly difficult to

perform manually. For example:

1. The system is moderately large (For P = 3, L = 3, it is 32x32). The density of

this system is shown in Fig. 6.1.

2. The coefficients in the system of equations are not monomial, but instead consist

of several derivative operators.

3. To determine the coefficients in the system, several complicated integrals in µ

and ω are required.

Because of these difficulties, the analysis was performed using a Python script 1

written specifically for this application. The code is publicly available on online.2

The script first defines the system of equations by using a Gauss-Legendre quadra-

ture (128 points) in the polar angle µ and a Chebyshev quadrature (64 points) in the

1Python Software Foundation, https://www.python.org/
2https://github.com/mgjarrett/SP3_limit
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Figure 6.1: Density of SP3 limit system For P = 3, L = 3

azimuthal angle ω to evaluate each integral. The Chebyshev quadrature is equally-

weighted, evenly spaced points around the unit circle, with weights summing up to

2π. This system of equations is then solved to obtain an expression for the scalar flux

φ in terms of the 3D source F . First, we substitute the equations for gc,l,p, Eq. (6.46),

into Eq. (6.48). After this step, the radial TL moments gc,l,p are removed from the

system. Then, the equations defined by Eq. (6.48) can each be solved in terms of the

source F . These expressions can be substituted into the expression for the scalar flux,

Eq. (6.49), and then we can solve for the expression we want, which has the form:

F =

[
I − 1

3
(Lx + Lz)−

4

45

(
L 2
x + L 2

z

)
− A (LxLz)

− 44

945

(
L 3
x + L 3

z

)
−B

(
L 2
xLz

)
− C

(
LxL

2
z

)
+ ...

]
Σtφ . (6.50)

The analysis consists of solving these equations with varying levels of Legendre and

Fourier expansion in the TL moments. For each level of angular expansion coupling,

we compare the coefficients A, B, and C to the correct SP3 limit. The expectation is

that as the Legendre order L and Fourier order P become large, the coefficients will

approach the correct SP3 limit values.
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6.3.2 Results

The results of the analysis for Legendre order L and Fourier order P up to 6 are given

in Table 6.1 (relative to SP3) and Table 6.2 (absolute).

Table 6.1: 2D/1D SP3 limit coefficients (relative)

L P A B C
1 1 1.324 0.722 0.111
2 2 0.898 0.606 1.368
3 3 0.983 1.015 0.910
4 4 0.997 1.012 0.971
5 5 0.999 1.002 0.994
6 6 1.000 1.000 0.999

SP3 SP3 1.000 1.000 1.000

Table 6.2: 2D/1D SP3 limit coefficients (absolute)

L P A B C
1 1 0.23538 0.10087 0.01552
2 2 0.15958 0.08465 0.19105
3 3 0.17480 0.14182 0.12713
4 4 0.17720 0.14138 0.13565
5 5 0.17763 0.14002 0.13886
6 6 0.17775 0.13972 0.13957

SP3 SP3 0.17778 0.13968 0.13968

These results are plotted in Fig. 6.2. The SP2 cross term is at approximately 90%

of the correct theoretical value with L = 2 and P = 2. All of the cross terms are

within ±3% with L = 4 and P = 4. Having these coefficients within this range means

that we can expect SP3 accuracy from the 2D/1D solver.

In practice, MPACT almost always uses P3 Legendre expansion (L = 3) in the

polar angle. Most of the terms are very close to the SP3 limit with L = 3 and P = 3.

However, in practice we have observed that the difference in accuracy between P = 3

and P = 2 is relatively small, so P = 2 is usually used to minimize run time. P = 1

is slightly less accurate than P = 2 in many cases, but the difference is not severe.

P = 1 can provide much better results than P = 0 for problems where axial and

radial derivatives are strong.
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Figure 6.2: 2D/1D convergence to SP3 limit

6.3.3 Importance of Azimuthal Moments

In MPACT, the number of azimuthal moments chosen for the TL representation

is highly flexible, but the number of polar moments is essentially fixed. Because the

anisotropic TL and XS method is only implemented with the 1D P3 solver, we cannot

use an expansion of higher order than P3. There is not a good reason to use fewer

than 3 moments, because it is not expensive to calculate the polar moments. The

radial TL is initially calculated as discrete in the polar angle and then the moments

are later calculated from this discrete representation. The cost of calculating the

polar moments of the TL is negligible compared to the cost of calculating the radial

TL itself.

The azimuthal dependence of the transverse leakage is treated differently. Because

we do not want to store the full azimuthally dependent radial TL, we calculate the

moments on the fly during the MOC sweep. Thus, it is significantly more expensive

(in both memory and run time) to add more azimuthal moments. Therefore, we

want to use as few azimuthal moments as possible to achieve the desired accuracy.

In practice we observe that 1 or 2 azimuthal moments is sufficient. Here, we use the

SP3 limit analysis to determine how many azimuthal moments are required to retain
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2D/1D accuracy that is approximately equivalent to the SP3 limit. The results are

given in Table 6.3.

Table 6.3: 2D/1D relative SP3 limit with P3 polar and varying azimuthal TL

L P A B C
3 0 -0.125 -0.091 -0.091
3 1 0.983 0.676 0.910
3 2 0.983 1.015 0.910
3 3 0.983 1.015 0.910
3 4 0.983 1.015 0.910
3 5 0.983 1.015 0.910
3 6 0.983 1.015 0.910

SP3 SP3 1.000 1.000 1.000

In Table 6.3, we see that even with just one azimuthal moment, the coefficient re-

lated to the SP2 limit (A) is already 98.3% of the correct value. Additional azimuthal

moments do not affect the SP2 limit without a change in the polar TL order.

Adding a second azimuthal moment improves the B coefficient, but does not

affect C. Both are relatively close to the correct SP3 limit values. Beyond the second

azimuthal moment, these coefficients are not affected.

Using P3 expansion for the polar angle with azimuthally isotropic TL does not offer

any significant benefit to the accuracy. The cross-derivative terms without azimuthal

anisotropy are too small in magnitude, and of the incorrect sign.

This interesting theoretical result can inform our practical application of the

anisotropic TL method. If we are interested in preserving the 3D SP3 limit with the

2D/1D solver, we do not need to use any more than 2 azimuthal moments for the ra-

dial and axial TL. Using any more than 2 azimuthal moments will have no additional

benefit with respect to the 3D SP3 limit. Presumably, higher-order moments will

affect higher-order operators, such as the SP4 or SP5 cross-derivative terms. While

using higher-order azimuthal moments can have a marginal benefit for the overall

accuracy of the 2D/1D method, we can capture most of the anisotropic TL effect

with only 2 azimuthal moments. Even using just 1 azimuthal moment will capture

a significant portion of the cross-derivative terms of the correct SP3 limit. Using

anisotropic polar TL with isotropic azimuthal TL does not improve the theoretical

accuracy of the method compared to isotropic TL.
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6.3.4 Modular Azimuthal Quadrature Sets

The transport solution in MPACT is obtained using discrete ordinates in both the

azimuthal and polar angle, either directly (in the 2D MOC solution) or indirectly (to

calculate polar integrals for the 1D axial PN solution). The order of accuracy of these

quadrature sets can affect the theoretical accuracy of the 2D/1D method. MPACT

frequently uses azimuthal quadrature sets in which the directions have been adjusted

to define a modular set of rays. In this section, we study the effect of that adjustment

on the theoretical accuracy of the 2D/1D method.

In MPACT, the azimuthal quadrature angles are adjusted slightly to define mod-

ular rays for the MOC solution. If these adjustments are severe, it is possible that it

could adversely affect the accuracy of the overall solution. An example of modularized

and non-modularized MOC rays is given in Fig. 6.3.

(a) Non-modularized MOC rays (b) Modular MOC rays

Figure 6.3: Modularization of angles for MOC rays

The adjustments are exaggerated in Fig. 6.3. Typically, the adjustments are

relatively small (less than 1◦). Additionally, the ray tracing module is typically square,

which leads to a modularized quadrature set that is symmetric about π
4

in the first

quadrant. The quadrature directions in the other quadrants are all reflections of the

directions in the first quadrant over the x or y axis. As a result, the modularization

of the quadrature set does not usually have a significant effect on the accuracy of the

solution. We can evaluate the SP3 limit of the 2D/1D equations with a modularized

quadrature set to see if there is a significant effect on the solution.

149



The Chebyshev quadrature set with 16 azimuthal angles ωn and weights wn per

octant (64 total) is given in Table 6.4, along with the modularized quadrature set

(ω′n and w′). The parameters used for this modularization are a ray tracing module

dimension of 1.26 cm x 1.26 cm and a ray spacing of 0.5 mm.

Table 6.4: Modularized azimuthal quadrature set

ωn (◦) wn ω′n (◦) w′n
2.8125 π

32
2.8624 0.09942

8.4375 π
32

8.5308 0.09751
14.0625 π

32
14.0362 0.09994

19.6875 π
32

19.9831 0.09743
25.3125 π

32
25.2011 0.09582

30.9375 π
32

30.9638 0.10183
36.5625 π

32
36.8699 0.09620

42.1875 π
32

41.9872 0.09724
47.8125 π

32
48.0128 0.09724

53.4375 π
32

53.1301 0.09620
59.0625 π

32
59.0362 0.10183

64.6875 π
32

64.7989 0.09582
70.3125 π

32
70.0169 0.09743

75.9375 π
32

75.9638 0.09994
81.5625 π

32
81.4692 0.09751

87.1875 π
32

87.1376 0.09942

Table 6.5 shows the SP3 limit results with the original Chebyshev azimuthal

quadrature, and Table 6.6 shows the results with the modularized quadrature. In

both cases, an S8 quadrature is used for the polar angle. From these results, it is

clear that the effect of modularization is negligible. The only differences are very mi-

nor, in the fifth decimal place of these coefficients. The coefficients for the non-cross

derivative operators are all exactly correct with both quadratures (not shown here).

Table 6.5: SP3 Limit of 2D/1D, Chebyshev quadrature (64 azimuthal angles)

L P A B C
1 1 0.23538 0.10087 0.01552
2 2 0.15958 0.08465 0.19105
3 3 0.17480 0.14182 0.12713
4 4 0.17720 0.14138 0.13565
5 5 0.17763 0.14002 0.13886
6 6 0.17775 0.13972 0.13957

SP3 SP3 0.17778 0.13968 0.13968
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Table 6.6: SP3 Limit of 2D/1D, modularized Chebyshev quadrature (64 azimuthal
angles)

L P LxLz L 2
xLz LxL 2

z

1 1 0.23538 0.10087 0.01552
2 2 0.15958 0.08465 0.19105
3 3 0.17480 0.14182 0.12713
4 4 0.17720 0.14138 0.13565
5 5 0.17763 0.14001 0.13886
6 6 0.17775 0.13971 0.13957

SP3 SP3 0.17778 0.13968 0.13968

6.3.5 Tabuchi-Yamamoto Polar Quadrature

The optimized polar quadrature developed by Tabuchi and Yamamoto [49] for MOC is

widely used. In MPACT, this type of quadrature is often used when the TL is isotropic

(i.e., most of the time). The goal of this quadrature set is to provide decent MOC

accuracy with as few polar angles as possible. While it does provide good accuracy

for the 2D MOC solution, it does not correctly integrate many functions in the polar

angle that are associated with the anisotropic TL moments. As a result, anisotropic

TL moments that are supposed to integrate to zero do not, and the neutron balance

between the 2D and 1D solutions is disrupted, which leads to numerical instability.

Thus, the Tabuchi-Yamamoto polar quadrature sets cannot be used with anisotropic

TL.

The Tabuchi-Yamamoto quadrature with 3 polar angles in a quadrant is used

for the analysis. This quadrature, given in Table 6.7, is a commonly used polar

quadrature in MPACT.

Table 6.7: Optimized Tabuchi-Yamamoto polar quadrature

|µn| wn
0.986016 0.046233
0.843132 0.283619
0.359996 0.670148

The effect of using Tabuchi-Yamamoto quadrature with anisotropic TL is demon-

strated in Table 6.8. With isotropic TL, the non-cross-derivative terms are correct,

and the cross-derivative terms are 0. However, if we use anisotropic TL with a

Tabuchi-Yamamoto polar quadrature, all of the terms are incorrect (both non-cross

and cross-derivatives).
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Table 6.8: 2D/1D with Tabuchi-Yamamoto quadrature, coefficients relative to SP3

limit

L P Lx Lz L 2
x L 2

z LxLz L 3
x L 3

z L 2
xLz LxL 2

z

1 1 0.99987 1.00050 0.99236 0.97999 1.33284 0.95402 1.08825 0.78943 0.09779
2 2 0.99987 1.00050 0.99236 0.97999 0.92829 0.95402 1.08825 0.75686 1.23115
3 3 0.99987 1.00089 0.99236 0.95557 1.11707 0.95402 1.07408 1.57178 0.47737
4 4 0.99987 1.00089 0.99236 0.95557 1.11015 0.95402 1.07408 1.62246 0.41666
5 5 0.99987 1.05012 0.99236 0.79549 1.76788 0.95402 1.09105 3.34351 -0.24133
6 6 0.99987 1.05012 0.99236 0.79549 2.37476 0.95402 1.09105 6.45686 -1.17073

The results in Table 6.8 show that if the 2D/1D method with anisotropic TL

converged using Tabuchi-Yamamoto quadrature, the accuracy of the method would

be relatively poor. While the SP1 limit is approximately preserved, the agreement in

higher order terms is not good, especially when a large number of polar moments is

used. It is disconcerting that even the non-cross derivative term coefficients are not

preserved here.

The asymptotic limit is incorrect because the Tabuchi-Yamamoto quadrature does

not correctly integrate the anisotropic TL moments in the polar angle. Again, this

integration error also causes particle imbalance that leads to numerical instability.

As a result, Tabuchi-Yamamoto quadrature cannot be used with polar anisotropic

TL moments. Instead, a quadrature that correctly integrates Legendre polynomials

such as the Gauss-Legendre quadrature that is used throughout this thesis, should

be used.

6.3.6 S4 Quadrature

The analysis in this chapter assumes a discrete ordinates solution for the 1D transport

equation with a specified quadrature order N . 1D S4 is demonstrably equivalent to

1D P3. Thus, if we use a Gauss-Legendre quadrature with 4 quadrature points (S4),

the result should be equivalent to the result of the analysis for a 1D P3 solver. The

results using S4 polar quadrature with a 64-point Chebyshev azimuthal quadrature

are given in Table 6.9.

Table 6.9: 2D/1D anisotropic TL limit, S4 quadrature

L P A B C
1 1 1.367269 0.714048 0.132873
2 2 0.938756 0.583537 1.501047
3 3 1.000012 0.999982 0.999982

SP3 SP3 1.000000 1.000000 1.000000
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The results in 6.9 are interesting. Using the S4 quadrature leads to nearly perfect

agreement with the correct SP3 limit using only 3 polar and 3 azimuthal moments.

This agreement is better than the agreement seen with a higher-order S8 quadrature

in Table 6.1. Although the agreement is not perfect out to machine precision, it is

correct out 4 decimal places. With the S8 quadrature, the C coefficient was off by

9%.

This result suggests that the 2D/1D P3 method with 3 polar and 3 azimuthal

moments actually has better theoretical accuracy than a 2D/1D SN method with

the same number of anisotropic TL moments. However, this may not be exactly

equivalent to the 2D/1D P3 method implemented in MPACT. In MPACT, if we are

using S8 quadrature, the radial TL moments for the 1D P3 solution will be calculated

with the S8 quadrature. In this analysis, the radial TL moments are calculated with

S4.

The limit with 2 polar and 2 azimuthal moments is not correct when using S4

quadrature. However, it is similar to the limit when using S8 quadrature. This

suggests that there is no significant disadvantage to using P3 as the axial solver

instead of SN , with respect to the SP3 limit. In certain cases, the axial derivatives

may be strong enough that the L 4
z term is important. In these problems, the 1D SN

solver will be more accurate than 1D P3. But with respect to the 3D SP3 limit, there

is no significant difference between the two axial solution methods.

6.4 Numerical Results for SP3 Limit

In this section, two problems are used to compare the traditional and new 2D/1D

methods to 3D SPN . First, a simple 2D problem with strong gradients in both the

radial and axial directions is used to compare 2D SP1, 2D SP3, and 1D/1D in MPACT.

The fact that there is only 1 radial dimension (x) in the 1D/1D instead of 2 (x and

y) will not affect the results. The takeaway from these results is mainly the effect of

the angular coupling between the radial and axial solutions, which is independent of

the number of dimensions used for either solution.

Next, the 3D Takeda-Ikeda benchmark problem is used to compare the 2D/1D

methods to 3D SPN . The results from this probem effectively demonstrate the accu-

racy differences between the various methods.
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To obtain results for SP1 and SP3, a simple finite difference code with CMFD

acceleration was written in Python. The code is available online.3 This code solves

multigroup eigenvalue problems with Cartesian geometry in 1D, 2D, or 3D.

6.4.1 2D Test Problem

The test problem geometry is shown in Fig. 6.4. It is very similar to the problem from

Sec. 4.3, but the fuel region is smaller here to increase the gradients and accentuate

any deficiencies in the methods.

Figure 6.4: 2D problem geometry

The SP1 and SP3 discretization is finite difference with 1 mm square cells. For the

1D/1D cases, the coarse cells are 1 cm square, and the MOC uses 32 azimuthal angles

and 12 polar angles per octant, with 0.2 mm ray spacing and 1 mm flat source regions

in the x direction. The results are given in Table 6.10. There are several takeaways

Table 6.10: 2D homogeneous fuel results

ISO TL ODD TL MOM TL 1D S24 SP3 SP1

keff [pcm] -379 +1 -2 +2 +31 -1665
RMS error (%) 0.48 0.18 0.18 0.02 0.29 2.44
Max. error (%) 1.43 0.53 0.54 0.10 1.08 7.54

from the results in Table 6.10. First, the 2D SP1 (diffusion) performs poorly. The

standard 1D/1D with isotropic TL (0.38% RMS, 1.43% max, -379 pcm) is significantly

3https://github.com/mgjarrett/SP3_solver_FD
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better than diffusion, but is also significantly worse than 2D SP3 (0.29% RMS, 1.08%

max, +31 pcm). This indicates that the standard 1D/1D method does not preserve

the SP3 limit. With ansiotropic TL, the accuracy of 1D/1D is better than SP3.

The difference between the reference solution and 1D/1D with anisotropic TL are

relatively small (0.18% RMS and 0.53% max, +1 pcm), and mostly attributable to

the error from the 1D P3 solution. When using 1D S24, the errors are very small

(0.02% RMS and 0.10% max).

From these results, an approximate hierarchy of accuracy can be established,

beginning with the least accurate:

1. 3D SP1 (diffusion)

2. 2D/1D with isotropic TL

3. 3D SP3

4. 2D/1D P3 with anisotropic TL

5. 2D/1D SN with anisotropic TL

In this case, the difference between (3) and (4) was relatively small compared to the

difference between (1) and (2) or (2) and (3). While the magnitude of the differences

may change in other cases, the relative order should remain the same.

The power shape error for each method is given next. The standard 1D/1D with

isotropic TL pin power errors are given in Fig. 6.5a. The parity TL method errors

are given in Fig. 6.5b. The 2D SP3 errors are given in Fig. 6.5c. The errors for the

1D/1D SN method are given in Fig. 6.5d. We see that the magnitude of the error for

1D/1D with isotropic TL is greater than that for 2D SP3. 1D/1D P3 with anisotropic

(odd-parity) TL is more accurate than 2D SP3. 1D/1D SN is more accurate than

1D/1D P3.

Next, the axially integrated radial power shape error is shown in Fig. 6.6, and the

radially integrated axial power shape is shown in Fig. 6.7. This helps to highlight

the accuracy of the 1D/1D method with respect to strong gradients in the radial and

axial directions, individually.

In Fig. 6.6, the isotropic TL method and the 2D SP3 method have some error in

the radial power shape. The anisotropic TL method has better accuracy. In Fig. 6.7,

the isotropic TL method has significant error in the axial power shape. The 2D SP3

method and the anisotropic TL method (with axial 1D P3) have nearly identical axial

power shape errors. Thus, the 1D/1D P3 method with anisotropic TL is limited in the
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(a) 1D/1D, isotropic TL (b) 1D/1D, parity TL

(c) 2D SP3 (d) 1D/1D SN , anisotropic TL

Figure 6.5: 2D homogeneous fuel problem power error

axial direction by the accuracy of the 1D solution. With isotropic TL, the accuracy

is limited by the low-fidelity isotropic TL.

6.4.2 Takeda-Ikeda Benchmark Problem

The Takeda-Ikeda LWR benchmark [31] is a good test problem to compare 2D/1D to

3D SP3 because it can be exactly modeled by a structured Cartesian 3D mesh. This

allows the use of the finite difference 3D SP3 solver from the previous section.

The problem geometry is a 25 cm cube with a 15 cm cubic core surrounded by a

reflector region. Immediately adjacent to the core is a 5 cm × 5 cm × 25 cm control

rod. The top view of the geometry is shown in Fig. 6.8 and the side view is shown in

Fig. 6.9.

An unrodded problem also exists, where the control rod is replaced by void. The

2D/1D solvers do not converge for the voided case. In this work, only the rodded

Takeda-Ikeda benchmark problem is studied.
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Figure 6.6: Axially integrated radial power shape error

Figure 6.7: Radially integrated axial power shape error

Table 6.11 shows the two group XS data for the three different materials in the

rodded benchmark problem.
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Figure 6.8: Takeda-Ikeda geometry - top view

Figure 6.9: Takeda-Ikeda geometry - side view

In MPACT, the radial discretization consists of 1 cm cube coarse cells, with 1

mm square FSRs. The angular quadrature has 16 azimuthal and 4 polar angles per

octant. The ray spacing is 0.02 cm. The eigenvalue results are given in Table 6.12.

We see the same trend as in the previous section. Of all the methods, 3D SP1 has

the largest error. 3D SP3 is significantly better than 2D/1D with isotropic TL. The

eigenvalue error for the 2D/1D isotropic TL method with 1D P3 is 500 pcm less than
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Table 6.11: Takeda-Ikeda cross section data

Region g Σtr,g νΣf,g χg Σs0,1→g Σs0,2→g

Core
1 2.23775E-01 9.09319E-03 1.0 1.92423E-01 0.00000E+00
2 1.03864E+00 2.90183E-01 0.0 2.28253E-02 8.80439E-01

Reflector
1 8.52325E-02 0.0000E+00 0.0 6.77241E-02 0.00000E+00
2 2.17460E-01 0.0000E+00 0.0 6.45461E-05 3.52358E-02

Control Rod
1 2.50367E-01 0.0000E+00 0.0 1.93446E-01 0.00000E+00
2 1.64482E+00 0.0000E+00 0.0 5.65042E-02 1.62452E+00

with 1D P1. 2D/1D P3 is significantly more accurate than with 1D P1, but it does not

have 3D SP3 accuracy. 2D/1D P3 (or SN) with anisotropic TL is significantly more

accurate than 3D SP3, and within uncertainty of the Monte Carlo transport solution.

It is important to note that the uncertainty given with the Monte Carlo reference is

relatively large (60 pcm). The errors in the flux for group 1 and group 2, integrated

over each material region, are also given.

Table 6.12: Takeda-Ikeda rodded keff results

Method keff error FUEL (%) REFL (%) CTRL (%)
[pcm] 1 2 1 2 1 2

Reference 0.96240 ± 60 (0.10) (0.13) (0.21) (0.23) (0.48) (0.72)
3D SP1 0.93265 -2975 -3.08 0.31 12.69 12.32 8.51 15.75
3D SP3 0.95981 -259 -0.93 -0.07 1.20 1.99 0.36 -1.64

2D/1D P1 ISO TL 0.95014 -1226 -1.55 0.03 4.74 4.58 -0.06 1.53
2D/1D P3 ISO TL 0.95523 -717 -0.85 -0.09 1.82 1.96 -0.29 0.43

2D/1D P3 ODD TL 0.96244 +4 -0.46 -0.16 0.00 0.20 -0.12 -0.06
2D/1D SN 0.96250 +10 -0.35 -0.18 -0.14 0.13 0.01 -0.08

The results in Table 6.12 are obtained with the control rod oriented along the

z axis. This configuration has stronger radial TL than axial, because the interface

between core and control rod is on a lateral face. This geometry can be rotated so

that the control rod is oriented along the x or y axis. This case will have stronger axial

TL than radial TL, because the interface between control rod and fuel is on an axial

boundary. The eigenvalue results for 2D/1D with the rotated geometry are given in

Table 6.13. As expected, 2D/1D with isotropic TL does not perform as well when

the strongest gradients are treated by the 1D solver instead of the 2D. The difference

with 1D P1 is more significant than the difference with 1D P3. When using 1D SN ,

the 3D transport accuracy is maintained. Although it seems that the anisotropic TL

methods are also slightly less accurate, it is difficult to determine the significance of

the results because the statistical uncertainty in the Monte Carlo solution is much

larger than the errors.
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Table 6.13: Takeda-Ikeda rodded keff results, rotated

Method keff Difference [pcm]
Reference 0.96240 ± 60

2D/1D P1 ISO TL 0.94612 -1628
2D/1D P3 ISO TL 0.95393 -847

2D/1D P3 ODD TL 0.96219 -21
2D/1D SN 0.96256 +16

6.5 Summary

In this section, the asymptotic accuracy limit was determined for 2D/1D methods

with varying orders of anisotropic TL coupling. These theoretical results show that

the 2D/1D method with isotropic TL preserves the 3D SP1 limit, but it does not

preserve the 3D SP3 limit. Using higher-order anisotropic TL moments improves

the accuracy of 2D/1D. With 3 polar and 3 azimuthal moments, the 2D/1D method

approximately preserves the 3D SP3 limit. The modularization of the azimuthal

quadrature has little effect on the accuracy of 2D/1D, but the Tabuchi-Yamamoto

polar quadrature is insufficient when using anisotropic TL moments. For 2D/1D with

anisotropic TL, Gauss-Legendre quadrature should be used.

A finite-difference 3D diffusion and SP3 solver was developed in Python to provide

numerical results against which the 2D/1D methods in MPACT could be compared.

The comparison was done using the Takeda-Ikeda benchmark. The results show that

the 2D/1D method with isotropic TL is more accurate than 3D SP1, but less accurate

than 3D SP3. This provides numerical verification for the results of the theoretical

analysis in this chapter.

The results also show that the 2D/1D method with sufficiently accurate

anisotropic TL treatment preserves the 3D SP3 limit, and is actually more ac-

curate than the 3D SP3 equations. The 2D/1D method with anisotropic TL is more

accurate than 3D SP3 because it has transport accuracy for the radial solver, which

is important when the radial gradients are large.

In this chapter, we have shown that the 2D/1D P3 method with anisotropic TL

preserves the 3D SP3 limit, both theoretically and numerically. This is an important

result, because SP3 is a commonly used method, and some other codes that are used

in the same realm as MPACT (LWR analysis) do preserve the 3D SP3 limit. Any

3D Monte Carlo or deterministic 3D transport method will have better than 3D SP3

accuracy. Pin-by-pin SP3 [76, 77] is a tool that has been developed and used for

LWR analysis lately that also has SP3 accuracy. This would be an advantage of
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these methods over 2D/1D with isotropic TL. With anisotropic TL, 2D/1D has SP3

accuracy, and does not suffer from the same homogenization problems as pin-by-pin

SP3. The analysis here has shown that the anisotropic TL removes this one possibly

significant disadvantage of 2D/1D compared to other contemporary methods.
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Chapter 7: Conclusion

7.1 Summary

The objective of this thesis is to advance the theory behind the 2D/1D methods used

in MPACT and develop new 2D/1D methods with improved accuracy, especially for

LWR problems that have heterogeneity within the coarse cell. Previous work had

improved 2D/1D accuracy significantly for problems without this pin heterogeneity

by using anisotropic TL [9]. For problems with the pin heterogeneity, a non-negligible

error in the 2D/1D solution still existed. The anisotropic 1D XS homogenization

method developed in Chapter 3 addresses this error. The 2D/1D P3 method with

anisotropic 1D XS homogenization, using a polar-dependent homogenized 1D XS for

the axial solution, has significantly improved transport accuracy compared to any

previous pin-homogenized 2D/1D method. The 2D/1D P3 method developed in this

thesis is a significant and novel contribution to the theory of 2D/1D methods and the

capabilities of the 2D/1D neutron transport solution implemented in MPACT.

The transport accuracy of the method developed in Chapter 3 is demonstrated

using several different test problems in Chapter 4. The most significant test case

is the 3D C5G7 benchmark, where the new 2D/1D method shows good agreement

with the 3D multigroup Monte Carlo reference solution. With a very fine spatial

and angular mesh, the 2D/1D method is within ±3 pcm of the Monte Carlo solution

for all three C5G7 benchmark cases, and the maximum power error is less than 1%.

For several other smaller cases, the 2D/1D P3 method with anisotropic 1D XS shows

almost perfect agreement with a 3D transport or near-3D transport solution.

The 2D/1D P3 method with anisotropic 1D XS homogenization is a high-fidelity

approximation to the 3D transport equations. It makes use of several approximations

to the angular variable:

1. The polar dependence of the radial TL, axial TL, and homogenized 1D total

XS, is expanded in Legendre polynomials.
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2. The azimuthal dependence of the radial and axial TL is expanded in Fourier

moments.

3. The azimuthal dependence of the homogenized 1D total XS is ignored.

These approximations drastically reduce the memory and run-time required compared

to a similar 2D/1D method with exact representation in angle for the TL and XS. The

numerical results in this thesis demonstrate that these approximations, compared to

exact representations of the TL and XS, do not degrade the accuracy in a significant

way. A good example of this is Table 3.1 in Sec. 3.3, where the 2D/1D P3 method

using the above approximations agrees almost exactly with a 2D/1D SN method with

exact angular representation of the TL and XS. Although there are still some small

errors in the 2D/1D P3 method, they generally do not arise from the approximations

enumerated above.

The 2D/1D P3 method with full anisotropic TL and polar-dependent homogenized

1D XS developed in Chapter 3 is significantly more burdensome than the standard

2D/1D method with isotropic TL used in MPACT. The anisotropic TL leads to a

source for the 2D MOC problem that is not symmetric in the polar angle, and re-

quires that the 2D MOC simulate angles over the full unit sphere (4π). With isotropic

TL, the MOC could simulate only half of the unit sphere, with the other half being

defined by polar symmetry. The additional MOC requirement is a significant compu-

tational cost. Also, calculating the polar-angular flux on the fine mesh during MOC

sweeps for the polar-dependent homogenized 1D XS requires additional computation

for each MOC sweep. These two requirements, along with calculation of radial TL

moments on the coarse surface boundaries during MOC sweeps, combine to signifi-

cantly increase the run time of 2D/1D with anisotropic TL and XS. While the desired

accuracy improvement is attained by this method, the associated slowdown makes it

less attractive for practical use.

To avoid the cost of performing MOC over 4π instead of 2π, a 2D/1D method with

polar-angle parity was developed in Chapter 5. This method splits the 2D angular

flux into a symmetric (even-parity) component and an antisymmetric (odd-parity)

component. The even-parity angular flux is calculated using the fine-mesh 2D MOC,

which is similar to the standard isotropic TL 2D/1D method in MPACT. The odd-

parity angular flux is calculated on the coarse mesh using a Cartesian 2D SN . The

run time for the 2D SN solution is fast (approximately 5% of the run time for MOC).

The accuracy of this method for modeling the anisotropic TL is nearly equivalent

to the fully anisotropic MOC method, but significantly faster. The 2D/1D method
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with coarse-mesh odd-parity 2D SN is not as accurate for calculating the anisotropic

homogenized 1D XS because the odd-parity angular flux is not calculated on the fine

mesh. However, the anisotropic 1D XS can still be calculated by assuming a spatially

flat odd-parity angular flux over the coarse cell. Even using this crude approximation,

the accuracy of the 2D/1D method is improved by using the polar-dependent 1D XS.

This 2D/1D method with fast calculation of the anisotropic TL is another novel

contribution to the field of 2D/1D computational neutron transport methods.

It is clear that 2D/1D with anisotropic TL should be more accurate than 2D/1D

with isotropic TL. This is intuitive, and it is borne out in numerical results, both

in this work and several previous works on this topic [8, 9, 11, 67, 68]. In some

of these cases, an explicit angular representation of the TL is used [11, 67]. The

explicit representation is accurate, but it is relatively expensive and can be overkill

in many cases. In MPACT, functional expansion of the angular dependence is used

to significantly decrease the burden of using anisotropic TL [8, 9].

When choosing to make this approximation to the anisotropic TL in MPACT,

one must select the appropriate number of moments to use. One should strive for

the fewest number of moments required to achieve the desired accuracy in order

to keep run times (and memory) to a minimum. Initially, the preferred number of

moments was determined empirically in Stimpson’s thesis [8], where results show that

the solution with second-order azimuthal moments is close to the solution with an

explicit representation, and using any more azimuthal moments does not significantly

affect the solution. In the present thesis, numerical results show that the 1D P3 solver

(with P3 polar TL dependence) provides similar solutions to the 1D SN with explicit

polar representation.

While this simple experimentation provides some guidance, it is beneficial to have

a theoretical basis for choosing the optimal order of expansion used for the TL. In

Chapter 6, we compare the theoretical asymptotic accuracy of the 2D/1D equations

with anisotropic TL to the SP3 limit of the 3D transport equations to determine

the number of anisotropic TL moments required to preserve the 3D SP3 limit. This

is a good measuring stick for the 2D/1D method, because SP3 is a commonly used

method that is often considered to have sufficient accuracy for a wide range of practical

problems. 2D/1D with isotropic TL does not preserve the 3D SP3 limit.

The theoretical analysis, which involved an unwieldy amount of integration and

algebra, was performed using a Python script. The results of this analysis in Sec. 6.3.2

show that as the number of anisotropic TL moments is increased, the limit of the

2D/1D equations converges to the exact 3D SP3 limit. The analysis also showed
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that using P3 polar dependence with 2 azimuthal moments provides good accuracy

in Sec. 6.3.3. The 2D/1D limit agrees well with the SP3 limit using this configuration

(L = 3, P = 2); the largest discrepancy is 9% for the LrL 2
z term. Using an additional

azimuthal moment (P = 3) does not improve the 2D/1D accuracy with respect to the

SP3 limit. Thus, L = 3 and P = 2 are a good choice for the accuracy and efficiency

of the 2D/1D method with anisotropic TL. These are exactly the parameters that

were used for most of the numerical results in this thesis, including the 3D C5G7

benchmark in Sec. 4.6. Thus, the theoretical analysis has provided more support for

what we have already inferred through numerical testing. The theoretical foundation

gives us confidence that the 2D/1D P3 method will be at least as accurate as 3D SP3

when a sufficient number of anisotropic TL moments are used.

The 2D/1D P3 method was compared directly to a 3D SP3 solution using the

Takeda-Ikeda benchmark in Sec. 6.4. The results for this benchmark corroborate the

theoretical analysis. The 2D/1D method with isotropic TL is more accurate than 3D

SP1 (diffusion), but less accurate than 3D SP3. The 2D/1D method with anisotropic

TL is more accurate than 3D SP3. 2D/1D P3 with anisotropic TL is more accurate

than 3D SP3 because, in addition to preserving the 3D SP3 limit, it has transport

accuracy in the radial directions.

The theoretical and numerical comparison of 2D/1D with anisotropic TL to 3D

SP3 is a significant result that can inform our choice of the polar and azimuthal angle

treatment for the 2D/1D method. This result also establishes and contextualizes

the theoretical accuracy of the 2D/1D method with approximate anisotropic TL. It

is an analogue to an analysis performed in Kelley’s thesis [63], which compared the

2D/1D method with isotropic TL to 3D SP1. In [63], it was shown that 2D/1D P1

with isotropic TL was more accurate than 3D SP1. The analysis in the present thesis

shows that 2D/1D P3 with isotropic TL is not as accurate as 3D SP3, but 2D/1D P3

with a sufficient number of anisotropic TL moments preserves the 3D SP3 limit, and

is more accurate than 3D SP3 in some cases.

7.2 Future Work

Several remaining aspects of the 2D/1D method in MPACT are either not fully de-

veloped or not fully understood. Thus, there are many possible avenues of further

research that are at least loosely related to some of the work contained in this the-

sis. Here, we focus on those that are most promising or most directly related to the

present work.
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7.2.1 More Applications to Real LWR Problems

While the methods developed in this thesis generally had excellent results for some

benchmark problems, the results for the one realistic PWR model in Sec. 4.7 (VERA

Problem 4) were underwhelming. This is a problem where the standard MPACT

solution has large error due to partially inserted control rods. Unfortunately, the

differences between the standard MPACT 2D/1D solution and the higher-fidelity

2D/1D solution developed in this thesis were barely perceptible. While the anisotropic

TL and XS were effective for the C5G7 benchmark in Sec. 4.6, they were much less

effective for VERA Problem 4. The smearing of the control rod axially within the

MOC plane into which it is partially inserted generates a large error. We do not

expect the method developed in this thesis to do anything to treat that error, but

we might still expect it to reduce other errors in the 2D/1D solution. Instead, the

change in the solution when using the new method is relatively small. Because it is

so small, we cannot tell whether the solution is being improved.

There has been work in MPACT to develop improved control rod decusping meth-

ods [30]. These other methods are mostly focused on using an axial sub-mesh within

the standard MPACT MOC slice, and an additional solver (1D collision probabilities

method or subray MOC) to model the physics near a control rod tip. These methods

perform significantly better than the polynomial decusping that was used in Sec. 4.7.

However, the new anisotropic TL and XS methods developed in this thesis are not yet

implemented together with the advanced decusping methods. Implementing these im-

provements to the 2D/1D methods side-by-side may be important for problems with

partially inserted control rods.

There may be other target problems for MPACT, such as full core PWR analysis,

where these methods are important, but none have been identified yet. It is also

possible that the errors addressed by the methods developed in this thesis are not

practically important for MPACT target problems, and whatever small effect these

methods have is not worth the significant computational cost of using them. If this

were the case, it would likely not be that the LWR problems are “easy” for 2D/1D

and do not require 3D transport, but rather that the errors associated with the

standard 2D/1D approximation are small enough that they are not limiting for any

of the simulation, design, verification, or other analysis an MPACT user would be

conducting.

BWRs have much stronger axial streaming than PWRs, large water rods, and

partially inserted control rods. Because of this, we expect that BWRs will be more

difficult for the standard 2D/1D method and will require methods with better trans-
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port accuracy, such as the 2D/1D P3 method with anisotropic TL and XS developed

in this thesis. Preliminary testing on 3D BWR assemblies with MPACT has com-

menced, but we have not yet identified any case where the method developed in this

thesis provides a clear and significant benefit. Further testing is required to determine

where there is a need for the “high-fidelity” 2D/1D methods and what role they could

perform in LWR analysis.

7.2.2 Extension to PN Scattering

MPACT frequently uses TCP0 scattering, because it is efficient and usually effective

for PWR problems. However, PN scattering should be more accurate in some cases.

For reactors with a fast neutron spectrum, PN scattering up to order 2 or 3 is abso-

lutely necessary. If we want a high-fidelity 2D/1D solution, the separate high-fidelity

methods should all be capable of working simultaneously. The anisotropic TL and XS

methods developed in this thesis have not yet been implemented with PN scattering

in MPACT. This work would include not just coding and implementation, but also

theoretical development for the correct homogenization of the anisotropic scattering

moments. It may be possible to use some of the same anisotropic moment information

for the scattering source and the XS homogenization. If so, it could save run time

and memory, which would make the anisotropic XS homogenization relatively more

attractive with anisotropic scattering.

One possibly significant difficulty in using the anisotropic TL formulation that

we currently have with PN scattering is that the TL and scattering moments are

expanded differently. The TL is expanded in separate Legendre polar and Fourier

azimuthal moments, but the scattering moments are expanded in spherical harmonics.

While these moments are loosely related, they are not the same. The storage and

calculation of the anisotropic MOC source may be complicated with different angular

expansions of the TL and scattering. Storing the TL in spherical harmonics is not

conducive to efficient 1D axial solutions, but storing the scattering moments like the

TL would have a significantly higher memory footprint and computation requirement.

7.2.3 2D/1D Convergence and Transverse Leakage Splitting

The standard 2D/1D method in MPACT usually converges for the problems of inter-

est, and failure to converge due to negative source sensitivity is not a major concern.

If the 2D/1D iteration does fail to converge due to nonlinear negative source insta-
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bility, it can often be fixed by splitting the axial or radial TL. However, this splitting

can degrade the accuracy.

When using anisotropic TL, this negative source sensitivity is much more likely.

This is because the maximum anisotropic TL is often several times greater in mag-

nitude than the isotropized TL. Because the axial TL magnitude is larger, negative

sources, and in turn, negative fluxes, are more likely. Homogenizing with negative

fluxes for the 1D solution can cause numerical instability. This makes it more difficult

to apply the 2D/1D method with anisotropic TL to real problems, since the negative

sources are more likely with narrower energy groups. While the C5G7 benchmark

cross sections used in this thesis have only 7 groups, MPACT often uses a 51-group

structure, and the TCP0 approximation reduces the scattering source, which makes

the situation ripe for a negative total source.

TL splitting can sometimes alleviate the sensitivity, but the degradation in ac-

curacy defeats the purpose of using anisotropic TL and XS in the first place. A

more accurate, angle-dependent TL splitting has been recently developed [66], but it

is computationally expensive. There is a significant amount of room for further re-

search into causes and modes of 2D/1D convergence issues, and ways to address the

negative source sensitivity without sacrificing too much run time or accuracy. Any

method that could substantially improve stability without perturbing the solution

would be a significant development in 2D/1D neutron transport.

Possible avenues of future research could include formal analysis of the stability

and accuracy consequences of transverse leakage splitting. Proper under-relaxation

factors for 2D/1D with one-node axial solvers are also a potential topic for future

research. The under-relaxation method that was originally developed to achieve sta-

bility for 2D/1D was specific to two-node 1D solvers. Some work in this area has

indicated that under-relaxation is not necessary for one-node 1D solvers, but the

work is not complete. The hybrid one-node/two-node P3 solver previously developed

in [17] could also be converted to a full two-node solver by using the polar-dependent

angular flux that is necessary for the polar-dependent XS homogenization to calculate

the pin-averaged P2(µ) moment of the angular flux.

The need for TL splitting arises because the 2D/1D iteration has negative flux

sensitivity caused by the nonlinearity in the 2D/1D iteration, which was mentioned

in Sec. 3.2.1. If the 2D/1D method is defined without nonlinearity, the iteration

should be much more robust and would not fail to converge when negative solutions

are encountered during the iteration. Removing the sensitivity would require:

1. Using a linear acceleration scheme.
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2. Avoiding homogenization or modifying the homogenization so that it is less

sensitivie to the presence of negative fluxes.

If future work were to successfully remove the negative source sensitivity in MPACT,

the need for TL splitting would be eliminated. In turn, the need for all the aforemen-

tioned TL splitting study, analysis, and improvements would be removed. Addressing

the negative source sensitivity directly by removing the nonlinearity is likely a more

robust way to resolve the convergence failure problem than to develop more advanced,

but still ad hoc, TL splitting methods. If the negative source sensitivity can be ad-

dressed without TL splitting, MPACT will have an improved capability to converge

to an accurate solution for difficult and realistic neutron transport problems.

7.2.4 Intermediate-Mesh Odd-Parity 2D/1D

In Chapter 5, we chose to use a coarse-mesh 2D SN solution to calculate the odd-parity

angular flux for the 2D/1D method with polar parity. The odd-parity coarse-mesh 2D

SN solver uses pin-homogenized XS. This method is simple to implement, efficient, and

effective for calculating the odd-parity angular flux on the coarse-mesh boundaries.

However, it does not provide the within-pin spatial distribution of the odd-parity

angular flux that would be necessary to calculate the anisotropic homogenized 1D

XS. In order to do this, the spatial mesh of the odd-parity 2D solution should be no

coarser than what is necessary to faithfully model the material distribution in the

pin cell without smearing or homogenization of dissimilar materials such as fuel and

moderator.

In Sec. 5.1.3, a polar-parity 2D/1D method is roughly outlined in which the odd-

parity transport equation is solved using MOC on an “intermediate” mesh. This

intermediate mesh is finer than the pin mesh, but not as fine as the even-parity MOC

FSR mesh. This intermediate mesh would allow for coarser ray spacing than what

is used in the fine-mesh MOC solution. Between the coarser FSR mesh and coarser

ray spacing, the intermediate-mesh MOC run time should still be relatively small

compared to the fine-mesh MOC for the even-parity solution.

A method such as the one just described, or one that otherwise utilizes the polar

parity concept for 2D/1D, is a potentially fruitful topic for future research. The key

facet that makes the polar-parity 2D/1D concept attractive is the treatment of the

TL with less fidelity than the scattering and fission source. This separation of TL

from scattering and fission allows for the 2D/1D method to account for TL effects

without sacrificing too much speed.
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Appendix A: 1D/1D SN

Demonstration Results

This appendix contains extended results from Section 4.1. While a simplified single

pin cell case was presented in the main text, these results serve to demonstrate that

the method also works when there is non-zero radial TL in the transverse “axial”

solution. The MOX pin results are shown to demonstrate the increased severity of

the anisotropic XS effect with MOX fuel.

The angular fluxes in groups 1, 4, 6, and 7 for a MOX pin cell are given in Fig. A.1.

The thermal anisotropy effect is stronger in the MOX pin than it was in UO2. The

errors in the transverse 1D angular fluxes are given in Tables A.1. Again, the angular

Table A.1: Transverse 1D angular flux error, MOX pin

(a) Scalar flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -0.05% 0.11% -0.07% 0.06% -0.97% -2.73% -9.13%
Angle 2 -0.05% 0.10% -0.07% 0.06% -0.90% -2.46% -7.85%
Angle 3 -0.04% 0.08% -0.05% 0.04% -0.66% -1.47% -3.56%
Angle 4 0.08% -0.16% 0.11% -0.09% 1.43% 3.75% 12.64%

Total 0.01% -0.02% 0.02% -0.01% 0.22% 0.61% 2.06%

(b) Angular flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -2.3E-09 -2.8E-10 1.3E-10 1.1E-10 8.7E-11 1.6E-10 4.1E-10
Angle 2 -2.3E-09 -2.8E-10 1.3E-10 1.1E-10 8.7E-11 1.6E-10 4.1E-10
Angle 3 -2.3E-09 -2.8E-10 1.3E-10 1.1E-10 8.7E-11 1.6E-10 4.1E-10
Angle 4 -2.3E-09 -2.8E-10 1.3E-10 1.1E-10 8.7E-11 1.6E-10 4.1E-10

Total -2.3E-09 -2.6E-10 1.7E-10 1.6E-10 1.4E-10 2.1E-10 4.7E-10

flux homogenization exactly reproduces the group-wise angular flux distribution from

the original 1D SN solution. The scalar flux homogenization has larger errors in the
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(a) Group 1 (b) Group 4

(c) Group 6 (d) Group 7

Figure A.1: C5G7 MOX pin cell group angular fluxes

thermal groups than in the UO2 pin cell case. Here, the maximum individual angle

error is 12.6% for group 7, angle 4, and the total partial current error for group 7 is

2.0%.

The control cell is a control pin with a fuel pin on either side, with reflective

boundaries on the outside. A simple diagram is given in Fig. A.2. The angular fluxes

in groups 1, 4, 6, and 7 for a control cell are given in Fig. A.3. As expected, the

anisotropy effect is even stronger in control cell than in the MOX pin. The errors in

the transverse 1D angular fluxes for the control pin are given in Tables A.2. Here,

there are non-negligible errors in all 7 energy groups, with the total errors reaching

2-3% in the thermal groups and the max errors peaking near 20%. Again, the angular

flux homogenization exactly reproduces the group-wise angular flux distribution from

the original 1D SN solution. This case is more complicated because there is radial TL

between the adjacent pin cells in the transverse 1D problem. However, the angular

flux is still reproduced exactly when the correct anisotropic TL and anisotropic XS
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Figure A.2: Geometry for 3-pin control cell

Table A.2: Transverse 1D angular flux error, control pin

(a) Scalar flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -4.53% -2.14% -1.67% -5.94% -13.56% -16.60% -13.89%
Angle 2 -4.27% -1.91% -1.35% -4.71% -11.38% -12.96% -9.44%
Angle 3 -3.22% -1.11% -0.40% -1.09% -4.18% -2.58% -0.16%
Angle 4 7.45% 2.85% 1.68% 6.10% 19.09% 20.45% 12.40%

Total 1.10% 0.47% 0.32% 1.17% 3.12% 3.67% 2.66%

(b) Angular flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 1.7E-12 5.2E-11 1.1E-10 6.5E-11 3.1E-11 1.7E-10 6.1E-10
Angle 2 1.7E-12 5.2E-11 1.1E-10 6.6E-11 3.2E-11 1.7E-10 6.4E-10
Angle 3 1.7E-12 5.2E-11 1.1E-10 6.9E-11 3.5E-11 1.9E-10 6.9E-10
Angle 4 1.9E-12 5.4E-11 1.2E-10 7.8E-11 4.5E-11 2.4E-10 7.3E-10

Total 1.8E-12 5.3E-11 1.1E-10 7.2E-11 3.8E-11 2.0E-10 6.9E-10

are used. The scalar flux homogenization has very large errors in the thermal groups

because of the strong thermal flux anisotropy.

The assembly model is a 17-pin “lattice” with reflective boundaries on either end.

There are control rods at positions 3, 6, 9, 12, and 15; all fuel pins are UO2. This is

like a 1D slice through the exact center of a 2D C5G7 assembly with the control rods

inserted, but with the instrumentation chamber in the center replaced by a control

rod.

The angular fluxes in groups 1, 4, 6, and 7 for the assembly are given in Fig. A.4.

The angular flux variation is very strong along the length of the assembly. Because
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(a) Group 1 (b) Group 4

(c) Group 6 (d) Group 7

Figure A.3: C5G7 control cell group angular fluxes

of the rapid variation between sinks and sources of thermal and fast neutrons (fuel,

moderator, control), there is strong variation and strong anisotropy in the angular

flux. The errors in the transverse 1D angular fluxes for the 4th pin (fuel) are given

in Tables A.3a and A.3b. The errors in the 9th pin (center control rod) are given in

Tables A.3c and A.3d.

Again, the angular flux homogenization exactly reproduces the group-wise angular

flux distribution from the original 1D SN solution. This is true for all 17 pins in the

problem (not shown here). The magnitude of the transverse angular flux errors in

this problem is similar to that of the fuel and control pins in the other problems.

This gives us confidence that the angle-dependent XS homogenization will produce

the desired, accurate results when implemented in a full 2D/1D solver.
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(a) Group 1 (b) Group 4

(c) Group 6 (d) Group 7

Figure A.4: C5G7 assembly group angular fluxes

174



Table A.3: Transverse 1D angular flux error, assembly

(a) Pin 4 (fuel), scalar flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 4.48% 2.96% 2.40% 5.49% 10.92% 6.16% -3.86%
Angle 2 4.56% 2.37% 1.71% 3.86% 7.84% 3.20% -4.80%
Angle 3 3.30% 0.78% 0.21% 0.31% 0.91% -1.94% -4.46%
Angle 4 -6.21% -2.82% -1.83% -3.85% -7.35% -2.18% 7.44%

Total 0.06% -0.07% -0.16% -0.77% -1.57% -1.07% 0.46%

(b) Pin 4 (fuel), angular flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 6.6E-11 9.5E-11 8.9E-11 6.2E-11 5.4E-11 8.2E-11 1.1E-10
Angle 2 6.6E-11 9.4E-11 8.8E-11 6.1E-11 5.2E-11 7.9E-11 1.1E-10
Angle 3 6.5E-11 9.3E-11 8.7E-11 5.9E-11 4.9E-11 7.5E-11 1.1E-10
Angle 4 5.9E-11 8.9E-11 8.5E-11 5.6E-11 4.4E-11 7.2E-11 1.1E-10

Total 6.2E-11 9.0E-11 8.6E-11 6.0E-11 5.0E-11 7.9E-11 1.1E-10

(c) Pin 9 (control), scalar flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -7.97% -3.01% -2.04% -5.90% -12.60% -15.48% -13.83%
Angle 2 -6.42% -2.18% -1.49% -4.70% -10.57% -12.38% -9.59%
Angle 3 -2.34% -0.68% -0.36% -1.39% -4.34% -3.06% 0.06%
Angle 4 9.37% 2.85% 1.96% 6.79% 19.74% 22.43% 14.91%

Total 1.65% 0.55% 0.37% 1.20% 2.98% 3.59% 2.82%

(d) Pin 9 (control), angular flux homogenization

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7
Angle 1 -1.3E-12 -7.5E-14 5.1E-13 4.3E-13 2.2E-13 2.4E-13 3.5E-13
Angle 2 -1.4E-12 -7.6E-14 5.2E-13 4.3E-13 2.2E-13 2.5E-13 3.6E-13
Angle 3 -1.4E-12 -8.1E-14 5.2E-13 4.5E-13 2.4E-13 2.8E-13 3.9E-13
Angle 4 -1.6E-12 -8.0E-14 5.4E-13 5.1E-13 3.1E-13 3.4E-13 4.2E-13

Total -1.5E-12 -8.0E-14 5.3E-13 4.7E-13 2.7E-13 3.0E-13 4.0E-13
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