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Abstract 
 

 
Politicians use deceit as a successful strategy for political gains and positive image 

creation. Political fact checking organizations assess the political statements for being truthful or 

deceitful. This is a challenging problem and has enormous social and political impacts. 

Automatic deception detection has gained interest in applications, such as security purposes, 

criminal investigations, and social interactions over the past years, however, there has not been 

significant statistical analysis for deceit detection in political statements. This gap in analysis can 

be attributed to the lack of any labeled multimodal dataset for political deception detection. In 

this thesis, we collected a novel dataset for analyzing political deceit from videos which are 

labeled by fact checking organizations. The dataset consists of 180 videos from 88 politicians 

from the two main political parties, including 87 Democratic and 93 Republican videos. An 

empirical analysis is conducted using the new dataset to investigate political deception detection 

using linguistic, acoustic and visual modalities. The experimental results indicate the feasibility 

of detecting political deception using multimodal automated systems as well as specify 

behavioral patterns that are associated with truthful and deceptive statements from different 

politicians and different parties.  
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Chapter 1 Introduction 
 

Democracy requires political trust. How citizens show faith in political institutions, such 

as political parties and government when faced with uncertainty explains their political trust. 

Politicians are known to lead people down the garden path. Statements by politicians can be 

beguiled by false promises and an attempt to delude the reality. The use of selective statements 

by the opposition and presenting it in an opposite sense is common in politics. Politicians have 

an artful way of twisting reality in their favor. In everyday life it is easy to mislead by telling the 

truth. Politicians palter for their party and personal benefit. They exaggerate the benefits of their 

proposed policies and their achievements. When contradicted for their wrongdoing they indulge 

in carefully crafted denials. “Post-truth politics" is a term that was first used in 1992, but became 

the Oxford Dictionary 2016 Word of the Year. It is defined in the Oxford Dictionary as- 

“Relating to or denoting circumstances in which objective facts are less influential in shaping 

public opinion than appeals to emotion and personal belief.” The increased use of the term points 

to how the grey area between truths and lies has increased over the years. Therefore, the question 

that arises is, how can citizens assess the reliability of what politicians say and how to 

differentiate between truths, perceived truths and lies?  

The need to assess deceit in political statements has influenced the emergence of fact 

checking as an independent stream in news reporting and thus has led to the rise of political fact 

checking establishments, such as PolitiFact, FactCheck.org and the Washington Post’s fact 

checker. These fact checking establishments assess the statements made by politicians and try to 

decipher if the statement was truthful or deceptive. Some recent studies have revealed that the 
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faith of citizens in social media has reduced over time. The Edelman trust [1] results of 2018 

shows that 71 to 75% of people who were surveyed were concerned about the dangers of fake 

news. Another study by Stanford [8] shows that people who were using social media for news 

could not differentiate between real and fake news stories thus plummeting the trust in social 

media as a news source. 

It is not possible to use the traditional covert methodologies, such as polygraphy to detect 

deceit in everyday political statements. Inspired by these difficulties we want to extend the use of 

learning-based deception detection on political statements. The learning-based methodologies do 

not require special equipment, but rely on data collected from truthful and deceptive speeches. 

Early work in automatic deception detection relied on data collected in a special lab setting [31] 

and required subjects to speak about what they believed about certain topics and then their 

opposite opinion to provide the deceptive statements In [32] the subjects were interviewed on a 

mock crime scenario, where they lie about committing a crime in order to provide a dataset to 

understand the behavior of liars. The drawback in these datasets is that the subjects were in an 

artificial setting when they, enacted the statements, which can hinder the real emotional 

expressions observed in real-life deceitful and truthful scenarios. In [34] trial data was used to 

perform only textual analysis.  

A new real-world multimodal high-stake dataset was introduced in [33] and was used for 

deception detection using textual and gesture modalities. Authors of [23,4,35,36] used the dataset 

proposed in [33] and applied multimodal techniques involving acoustic, visual and lexical 

analysis for deception detection. The results of these papers showed that multimodal techniques 

can be successfully used for deception detection for videos recorded in an unimpeded 

environment. 
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There is no existing dataset to detect political deceit in the context of a learning-based 

multimodal system, as per our best knowledge. To bridge the gap in this work we propose a new 

dataset derived from videos collected based on political statements classified by Politifact as 

truthful or deceptive. Politifact does extensive work to classify statements made by public 

figures. The statements are freely available on their site and list what steps were involved in 

marking the high-stake statement as one of their lie categories.  As explained in the dataset 

section, we collected the videos of these statements and extracted the part of the video where the 

statement is made. These video clips are used to perform multimodal analysis using the vision, 

linguistic, and acoustic channels to detect deceit in these publicly made political statements. In 

particular, we build systems that integrate and learn from these multimodal features to detect 

political lies. Moreover, we analyze the linguistic, visual and acoustic patterns that exhibit higher 

associations with truth and deceit. 
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Chapter 2 Related Work 
 

Human emotion detection has always gained researchers’ interest. Traditionally, 

psychological measures have been used for analyzing human behavior and emotions. Modalities 

that have been analyzed to detect deceptive behavior include psychological, physiological, 

thermal, linguistic, visual and acoustic [51, 52, 53, 54, 55, 56].  

In the psychology domain for deception detection researchers studied behavioral changes 

associated with deceit. They posed questions related to how deceiver presents themselves and 

observed for suppressed or exaggerated facial expressions, verbal changes and fear level [57]. 

The approaches focused on aspects of felt emotion (anxiety, scratching, evasive response), 

arousal (eye blinking, pupil dilation, speech disturbance), control (planned or rehearsed behavior 

lacking spontaneity) and cognitive processing (hesitation, longer response time). [57] studied 

120 independent sample and compiled 158 cues to detect deception. 

The finding that deceivers and truth tellers show different cues has motivated researchers 

to use thermal, language and visual features to identify lies. Polygraph, a physiological method, 

which was developed between 1895 and 1945 [27], is still the most widely used tool for 

deception detection. It has limitations as it involves attaching physical instruments to monitor 

blood pressure, electrodermal skin conductance and respiratory rate. It is also very time 

consuming involving multiple rounds of interview and background checks to help polygraph 

examiners get additional information for inferring the interview. The emotional status of the 

subject, such as fear and anxiety can affect the result of a polygraph test [48]. Additionally, they 
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are subject to human error and bias [47]. Another drawback of polygraph is that subjects can 

fake innocence by using specific training and countermeasures such as tongue biting, muscle 

tensing or stating lie in the pre-test questionnaire [49] making it unreliable. 

The application of deception detection is not restricted to criminal justification but has 

found requirement in other areas, such as daily life, social media, online transactions and 

interviews, generating a necessity for finding alternative approaches. Work of [28] showed the 

usefulness of functional magnetic resonance imaging (fMRI) scanning to identify deception. The 

electrodermal activity signals captured from subjects in their study showed that there was 

significant activation in the right middle frontal cortex and the anterior cingulate gyrus parts of 

the brain, related mostly with emotions, communication, working memory semantic processing 

and decision making. However, application of such methodology is not feasible for large-scale 

application.  

In [29, 32] thermal imaging was suggested as an alternative to polygraphs. The authors 

used mid-infrared cameras to acquire thermal data concentrating on the periorbital area of the 

subject’s face. Blood flow distribution toward the musculoskeletal tissue was spotted as a 

nervous system response towards deceitful action. The system was found comparable to 

polygraph test and was found to attain equivalent results. Further experiments were conducted to 

detect areas that would provide more accuracy for deceit detection using thermal imaging.  [3] 

found that features from the forehead area achieved improved performance when compared with 

different thermal facial regions.  

Numerous studies presented the relationship between deceptive behavior and linguistic 

selection. [40] examined linguistic indicators of deceit in written stories. They tested and 

measured different linguistic dimensions of linguistic sets that were earlier found to be correlated 
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with deception, negative emotion, self-references and indicators of cognitive complexity [50]. 

The study observed responses of subjects divided into deceptive and truthful groups acting in a 

“Mock Crime” scenario. The analysis provided evidence of linguistic differences between 

deceptive and truthful responses. Computational approaches were attempted to replicate the 

psychological experimentation findings. As mentioned in previously, [31] used classifiers to 

distinguish between deceptive and truthful writings covering three topics: opinions about death 

penalty, opinions on abortion and feelings about a best friend. In this data-driven approach, 

authors used unigrams features with classifiers such as Naive Bayes and Support Vector 

Machines.  Results presented a clear separation between deceptive and truthful writings. 

Computational linguistics has also found its applications in identification of deception 

involving applications with computer-mediated communication including forums, chats, social 

networks, online dating websites and product review websites. [58] analyzed linguistic patterns 

in deceptive reviews to identify spam reviews by using n-grams and LIWC dictionary. The 

authors found that the machine learning algorithms can be used to identify fake reviews with 

accuracies higher than human baselines. [59] used Support Vector Machines (SVM) and Spanish 

version of LIWC dictionary to detect deception in Spanish essays and [60] explored various 

strategies, such as part-of-speech, utterance length, LIWC features and lemmas to detect deceit in 

Italian court cases. Therefore, computational linguistic research is not limited to English as a 

language. [61] studied the variances among deceptive and truthful essays written by Spanish, 

Romanian and English speakers and found interesting lying and truthful patterns among cultures.  

Computer vision provides an important tool for covert visual deception detection method. 

[30] used blob analysis to extract information about hands and head movement and augmented it 

with features extracted from the face.  
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For visual deceit detection, psychologists have studied microexpressions. 

Microexpression is a voluntary and involuntary response that occurs when the emotion center of 

the brain responds to a stimulus. According to [2] microexpressions last for only 0.5 or less of a 

second which is much smaller compared to an emotion which can last from 0.5 to 4 seconds. 

Because they appear for such a small fraction of time, it is extremely difficult to hide these types 

of expressions.  

 Moreover, they can be used to recognize emotions, such as surprise, fear, disgust, 

sadness, anger, happiness, contempt, etc. Based on these microexpressions, Facial Action Unit 

encoding System (FACS) [24] is being used extensively for automatic facial emotion 

recognition. FACS involves encoding of the slight facial changes that are related to some 

specific facial muscles. These FACS are widely used in emotion recognition in both phycology 

works and automatic emotion recognition in computer science. Along with verbal 

communication facial expressions can be used for detecting depression, deceit and other 

emotions.  

Researchers discovered multimodal approaches for creating more informed deceit 

detection systems where features from different modalities are integrated. This aims to avoid the 

uncertainty related with the use of single modalities and presents the benefit of enriching the 

dataset with information from different sources. [62] utilized verbal and nonverbal features to 

find cues for deception detection.  

In 2016, [4] analyzed the same dataset introduced in [33]. However, their approach added 

the use of acoustic features along with the linguistic and vision analysis that was previously used. 

[4] used five categories of features, the first being prosody features, such as intensity, pitch and 

loudness. The second is energy features that describe the amount of energy in the sound and 
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relate it to how humans perceive loudness. The third is voicing probabilities features that present 

an estimate of unvoiced and voiced energy percentage. The fourth is spectral features that are 

frequency-based features, and cepstral features. The authors also used bag of words model using 

words with a frequency above five. These were then associated with the frequency of each 

unigram for every script. They used SenticNet to add emotional information. To further enhance 

their feature vector, they used Part of Speech (POS) weighted vectors. We build on the previous 

findings to develop our political deception detection system and we start by describing the data 

collection process. 
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Chapter 3 Dataset 
 

 
Most of the earlier deception detection work was based on data collected under a 

controlled environment. There have been very few works which used data from real-life-

scenarios. One dataset used in many recent deception detection works was introduced in [33].  

Their dataset consists of 121 video clips collected from real life court trials. This work presented 

a multimodal approach for high-stake deception detection problems, but manual labeling of 

micro expressions was used. Some other studies [23,4,12,35,36]  were also based on the same 

dataset. Another work which created a real-life dataset was [5]. They collected videos from the 

internet involving forensic cases of emotional pleaders asking for help to find their missing 

relatives or pleading to find a murderer or one who dismembered them. They collected videos of 

69 suspects with an average length of 20 seconds. However, they did not have any ground truth 

of indicating which segment of the complete video recording the subject is lying or telling the 

truth. Their label is based on the final verdict for the suspect being guilty or truthful, but not the 

exact moment when the truth or lie is being said. They created temporal clips and assumed the 

label for all these clips as the decision of the final verdict. This could create errors in 

classification. 

Additional significant lexical dataset related to fake news detection was introduced in [7]. 

Their work was based on statements classified by PolitiFact.com. It includes a list of 12,836 

statements collected from natural context, such as TV ads, debates, Twitter, Facebook posts, 
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interviews etc. The dataset is only useful for lexical analysis; however, it lacks the multimodal 

input. 

To address the absence of any existing publicly available multimodal dataset for political 

deception detection we propose a novel dataset for training deception detection models. We are 

focused on political statements where the stakes are high and are fact-checked by the labeler. 

The goal is to build a multimodal collection of high-stake occurrences for real-life political 

deception as well as build classification models and conduct ‘political lies’ analysis using this 

dataset.   

3.1 Data Collection 

We target those statements which could be analyzed by the current multimodal 

technologies that are freely available and would not require any special or advanced instruments. 

We aim to perform a multimodal analysis, which requires synchronized data from all the three 

modalities: audio, lexical and visual. Thus, if a statement was made and reported in newspaper 

columns, tweets, radio and/or phone interviews, they were unsuitable for our analysis as they 

lack data from at least one of the three modalities.  

During the data collection process, we faced multiple challenges. For visual analysis the 

subject’s face needed to be clearly visible in the video, especially while the statement is being 

made. If the subject was far away from the camera the face detection tool was unable to detect it. 

Also, the subject’s face needed to be visible for most of the duration of the video with a visual 

quality adequate to extract the visual features. The camera frame needed to have only the subject 

of interest in view without any other people in focus. If faces other than the subject’s were 

visible, the tool might focus on someone other than the subject of interest and capture incorrect 

features. Sample pictures with these challenges are shown in Figure 1. To overcome the 
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challenge of multiple people in a video, we manually cropped the videos with multiple faces to 

have only subject in focus. Thus, the resulting video contained only the main subject, allowing it 

to be useful for the analysis. 

  

 

 

Figure 1 Video selection challenges 

 

For the audio feature extraction process, it is required that the subject’s voice be clearly 

audible without any music or noise in the background. There are many classified statements in 

PolitiFact that are based on political advertisements. We had to remove those videos as they 

included loud music playing in the background while the subject was making the statement. 

For the transcript we had to search the actual source of the statement and then manually 

reconstruct the complete statement. This was required because PolitiFact often paraphrased 

instead of providing word to word transcriptions of the statements made.  

The final process involved searching for a statement in which all the modalities were 

present, downloading its source video from YouTube, Facebook or Twitter and locating and 

trimming to the part of the clip where the statement is made and cropping the video if required. 

Given the challenges and our set goal, the data collection process was very demanding and 

arduous involving several iterations of web data mining, cleaning and analysis. 

Subject far away Multiple faces detected Wrong face detected 
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The final dataset consists of 180 videos with an average length of 18.65 seconds of 88 

subjects. The distribution between parties is 87 Democratic videos and 93 Republican videos. 

The party wise distribution of data is shown in Figure 2. The party label of the subjects is 

according to the PolitiFact site or Wikipedia.org. 

 

 

Figure 2  Party wise Truthometer Distribution 

 

We collected data for the following six-point labels of truthfulness as rated by PolitiFact: 

0 Pants on Fire, 1 False, 2 Mostly False, 3 Partly True, 4 Mostly True, and 5 True. The 

distribution per category is shown in Figure 3. The data sheet contains details for the video id, 

source (if available), date when the statement was made, flag to indicate if the statement was 

made in a prepared (in a speech etc.) or spontaneous (in a debate, interview etc.) setting, the 

political party, transcript, gender and duration of the video. There are 146 male subject videos 

and 34 female subjects. A sample from the dataset is shown in Table 1. 
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Figure 3 Truthometer Data Distribution 

 

Video File 1103 

Source abc this week 

Subject Tim Scott 

Date Nov 26 2017 

Prepared (Y/N) N 

Political Party Republican 

PolitiFact Rating  

(0-5 with 0 being pants on fire) 

1 

Transcript Well, if you don't pay income taxes and we 

increase your refund by 40 percent, that is 

a direct dollar impact. In other words, 

you'll have more money to use to keep 

those ends together, those single mothers 

like mine, who are working paycheck to 
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paycheck, they will now not get a $9,300 

deduction. 

Gender M 

Duration 20 

  

Video File 1302 

Source WSB TV2 

Subject Jon Ossoff 

Date Jun 6 2017 

Prepared (Y/N) N 

Political Party Democrat 

PolitiFact Rating (0-5 with 0 being pants on 

fire) 

3 

Transcript And he is able to get coverage right now 

because there are protections for children 

like that with preexisting conditions. But 

secretary Handel supports a bill that will 

gut the protections for Americans with 

preexisting condition hundreds and 

thousands of them. Well if I might and 

with all due respect Secretary Handell first 

of all when it comes to preexisting 

conditions, I'm afraid that you are 

mistaken. The bill that passed the house 

guts protection for preexisting conditions 

for Georgians. 
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Gender M 

Duration 26 

 

Table 1 Sample of data sheet details. 
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Chapter 4 Methodology 
 

 
 This section describes the different approaches we used to process multiple modalities.  

4.1 Linguistic Modality 

Linguistic features are commonly used in research papers involved in both emotion 

detection and deceit detection. We extract various linguistic features which have shown 

correlation with deceptive speech. The feature set used for feature extraction is extracted from 

the manual transcripts created for each video. It was ensured that the written transcript matches 

with the video recording. In particular, the following techniques are used: 

LIWC: To extract features related to psychological state of a subject when stating the 

truthful and deceitful statements, we selected Linguistic Inquiry and Word Count (LIWC) [39]. 

LIWC is a transparent textual analysis program for creating word counts for psychologically 

meaningful groupings and has been used in textual deceit detection [40,41]. It extracts the 

cognitive, structural and emotional components present in text. We used the LIWC 2015 which 

has a dictionary containing almost 6,400 words, select emoticons and word stems [42] and 

produces 90 features for each statement received as input. The 90 features are grouped into 7 

broad sub-categories, such as summary language variables (which relate to emotional tone, 

analytical thinking, clout and authenticity), standard linguistic dimensions (verbs, nouns etc.), 

general descriptors, psychological concepts related words, personal concerns (home, work), 

informal language markers and punctuation markers. To generate our feature set using LIWC we 

extracted the frequency of words of every category for each video transcript. 
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For additional understanding, we inspected our dataset to find some interesting insights 

related to LIWC categories. When comparing the words per sentence (WPS), shown in Figure 4, 

as seen in previous studies [64], the POF statements have higher count when compared to other 

truthometer rated text. This indicates that politicians tend to use more words when stating a lie. 

 

 

Figure 4 Distribution for Average words per Sentence for each Truthometer rating. 

 

Some other interesting indications are shown in Figure 5, which depicts the comparison 

of interesting linguistic and other grammar categories for the truthometer ratings. It clearly 

depicts the use of the self-reference singular pronoun ‘I’ when stating a lie (POF rating) 

compared to the higher use of plural pronoun ‘we’ when stating a truthful statement (TRUE 

rating). Another noticeable insight is the higher use of interrogatives (how, when, what) when 

the statement is marked as POF. The figure also shows a higher use of numbers in truthful 

statements compared to deceitful statements. As numbers are inclined to be associated with facts, 

we can see their association with more truthful scenarios. 
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Figure 5 Use of LIWC classes for different Truthometer ratings 

 

 Table 2 shows the top 10 LIWC classes distribution for Republicans and Democrats. 

Observation from Table 2 is the higher value of emotional tone by Democrats when stating a 

false statement compared to true statements. A higher value of tone is associated with more 

positive style, implying Democrats speak more positively when stating a lie compared to when 

they are making a true statement. For Republicans the tone is not varying with true and false 

categories. 
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Authentic Authentic  Authentic Tone 
Sixltr Sixltr  Sixltr Sixltr 
verb verb  verb relativ 

 

Table 2 Top 10 LIWC classes for Republican and Democrats 

 

POS tagging: We used the NLTK’s POS tagger to generate the Part-Of-Speech (POS) 

tags for the linguistic features. The tagger uses the PerceptronTagger which is a greedy averaged 

perceptron tagger, trained on Wall Street Journal corpus [37]. For our linguistic features, the 

extracted POS features are encoded using frequency distribution for each POS tag in the dataset. 

Semantic features: We used GloVe (Global Vectors for Word Representation) [38] for 

creating a global vector for each video transcript. The GloVe is an unsupervised learning 

algorithm developed by Stanford for generating word embeddings. The embeddings are created 

using statistics derived from global word-word co-occurrence in a corpus. It is a global log-

bilinear regression model using both global matrix factorization and local context window 

models. We use the Wikipedia 2014+ Gigaword5 pretrained corpus with word embedding vector 

of size 100. The transcripts from the videos are first lemmatized and then corresponding word 

embedding vectors are created using the GloVe corpus. 

Unigrams: In [4] researchers used bag-of-words to represent the transcripts of video 

recordings. Bag of words was used to extract the unigram counts which were used as the 

linguistic feature set. The paper shows that the best results were obtained by a combination of 

LIWC and unigrams. Inspired by their finding, we decided to use BoW unigrams as an additional 

lexical feature set. The feature set consists of 2029 unique words. 

We also extract the term frequency-inverse document frequency (TF-IDF) unigrams to 

provide normalized frequency distribution over the vocabulary consisting of all the words in our 
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transcripts. Term frequency (TF) is the measure of occurrences of a word in a document. This 

term frequency is then weighted by an inverse document frequency count (IDF) which is a 

measure of occurrences of a word in the entire corpus. Mathematically, we can define TF-IDF as 

follows: 

𝑇𝐹𝐼𝐷𝐹 = 𝑡𝑓(𝑤) ∗ 𝑖𝑑𝑓(𝑤)  

Where tf(w) represents the number of times the word “w” appears in a document divided by total 

number of words in the document and idf(w) represents the log (total number of documents / 

number of documents containing word w). 

 Each unigram is encoded as TF-IDF values, that help us understand the importance of 

each word with respect to the whole corpus. We then set a threshold of 3.5 for binary class and 

4.2 for multi-class classification. We only keep terms having high TFIDF score as informative 

candidate features for our model. Thus, all stop words, such as ‘the’, ‘and’, ‘of’, ‘to’, ‘in’, ‘that’, 

‘is’, ‘have’, ‘it’, ‘for’, ‘you’, which are used frequently in the entire corpus, are eliminated from 

the feature set.  

4.2 Acoustic Modality 

We use OpenSmile (Open-Source Media Interpretation by Large Feature-space 

Extraction) to extract acoustic features [43]. OpenSMILE is a toolkit written in C++ in the scope 

of the European EU-FP7 research project SEMAINE and is used there as the acoustic emotion 

recognition engine in a real-time affective dialogue system. It can run on different main-stream 

platforms such as Linux, Windows, and MacOS. OpenSMILE is used for extracting features for 

signal processing and machine learning applications in order to classify speeches and music 

signals, all via a simple configuration file. The interesting part about OpenSMILE is that it can 

be used for audio-signal features and to analyze other modalities, such as physiological signals, 
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visual signals, and other physical sensors. We can communicate with OpenSMILE using famous 

data formats used in the field of data mining and machine learning such as PCM WAVE for 

audio files, CSV (Comma Separated Value, spreadsheet format) and ARFF (Weka Data Mining) 

for text-based data files.  

We extracted WAV format audio from the mp4 videos because OpenSmile requires the 

input to be in audio format for analysis. We used FFmpeg, which is a multimedia framework for 

this conversion. In order to distinguish between deceptive and truthful speech, we examined the 

Interspeech 2009 Emotion Challenge feature set (IS09) which is used for emotion recognition 

and since emotion and deception are correlated [45], we try to predict deception using acoustic 

emotion features. 

The IS09 feature set [46] contains 32 descriptors that are divided into 16 delta regression 

coefficients and 16 low-level descriptors (LLD). These include 12 mel-frequency cepstral 

Coefficients (MFCCs 1-12), zero-crossing-rate (ZCR), root mean square (RMS) frame energy, 

pitch frequency (F0), and Noise-to-Harmonics ration (NHR), which indicates that the total 

number of features from this set is 384 features as 12 functionals are applied: Arithmetic mean, 

Standard deviation, Skewness, Kurtosis, maximum and minimum value, range, Relative position 

of max. and min. value, Linear regression slope, offset, and quadratic error. Accordingly, using 

this OpenSMILE’s IS09 feature set, we were able to extract 384 features from the audio files.  

In previous research in deception in spoken dialogue [44], the author compared 

OpenSMILE and Praat for classification. In [44], researchers identified the top 20 features from 

OpenSmile using the SelectKBest function in scikit-learn and f-classif score function (that uses 

the ANOVA F-value) in order to rank the features. We create our acoustic feature set using these 

top 20 features. 
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4.3 Visual Modality 

4.3.1 IDT Features 

The real-life videos in our dataset were collected from various online sources and are 

therefore of varying quality in terms of resolution, frame rates, and camera angles. For this 

reason, we found the improved dense trajectories (IDT) method to be an ideal candidate for 

extracting motion-based descriptors. This is accomplished by employing a series of computer 

vision techniques such as feature detection/tracking, geometric image transformations, and 

optical flow estimation to each set of consecutive frames throughout the video. Finally, each 

frame is processed at multiple scales to calculate action trajectories, which are robust against 

camera motion. 

We applied the same series of operations to calculate the IDT features as originally 

proposed by [14]. However, we used a slightly different set of features for tracking and 

estimating the homography due to several reasons. First, we wanted to take advantage of the 

hardware acceleration features offered through the OpenCV CUDA API’s due to their expected 

improved performance. The second reason was to limit the number of tracking points down to 

those most likely to capture human motion. Therefore, we use the features from Accelerated 

Segment Test (FAST) feature detector in favor of dense sampling. These points are then 

projected onto the optical flow field to calculate the motion trajectories. Similarly, we only used 

SURF descriptors to compute the holography estimation instead of using a combination of SURF 

and harris corners as done in previous work. 

Finally, we used a fisher vector encoding to translate the low-level motion-based 

histograms into higher level descriptors to be used as training data for supervised learning [16]. 

We used the same encoding scheme used in several previous works [12,14,16]. Each MBH 
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descriptor consists of 192 dimensions, which is reduced to 32 dimensions (D=32) using Principal 

Component Analysis (PCA). A codebook of visual words is created by estimating a Gaussian 

Mixture Model (GMM). We set the number of Gaussians to 16 (K=16) and randomly sample a 

subset of 256,000 samples. Stratified sampling was used to create an evenly distributed random 

sample. Therefore, 42,667 samples were randomly selected from each of the 6 classes defined by 

PolitiFact’s Truth-O-Meter rating system. After encoding, each video is represented as a 2DK 

(1,024) dimensional fisher vector [17]. 

4.3.2 Facial Feature extraction 

OpenFace is used to extract facial behavior features from the videos. It uses Constrained 

Local Neural Field (CLNF) [10] for facial landmark detection. CLNF represents an improvement 

over Constrained Local Model (CLM) [9] which struggled to perform in poor lighting condition, 

the presence of blockage and detecting landmarks in datasets which are not previously seen. The 

CLNF includes a Local Neural Field (LNF) patch expert which learns about both the adjacent 

and long-distance pixels by gaining information about the similarity and the long-distance 

sparsity constraints. This provides local variation of each landmark’s appearance. The second 

main component for facial landmark detection is Point Distribution Model which captures 

variation in the shape of facial landmarks. When processing videos, OpenFace initializes the 

CLNF model based on facial landmarks detected in previous fames. This provides the detection 

of 68 facial landmarks [10]. 

To get the head pose OpenFace projects the 3D detected facial landmarks on the image, 

using an orthographic camera projection. For detecting eye gaze, they detect eye-region 

landmarks first and then calculate the pupil location based on the intersection of a ray passed 
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through the pupil and the eye ball sphere. This provides the pupil location in 3D camera which is 

used for creating a feature vector for each eye [10]. 

For extracting facial appearance features, OpenFace uses a similarity transformed from 

the presently noticed facial landmarks to a neutral expression frontal landmark representation. 

HOG (Histogram of Oriented Gradients) is extracted from the aligned face generating a high 

dimensional vector (4464-dimensional vector). Then PCA is applied in order to reduce the 

dimensionality. This dimensionality reduced HOG features and facial features from CLNF are 

used for AU prediction and intensity measure [10]. It is capable of recognizing following subset 

of Action Units (AU):  1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 20, 23, 25, 26, 28, and 45 and reports 

the intensity and presence of these actions. The presence is recorded as 0 (absent) and 1 (present) 

respectively and the intensity ranges from 0 to 5, where 0 means the AU is not present, 1 is the 

lowest intensity level and 5 represents the maximum intensity.  

We use AU, gaze and head pose features in addition to the IDT features to represent our 

visual modality feature set. OpenFace also provides the landmarks as their output, however 

including landmarks as features resulted in adding noise to the feature set as explained in 

experimental results section.  

Figure 6 provides more insight on how deceptive and truthful statements associate with 

the AU features extracted from the videos. To find an indication of deceptive vs truthful 

expressions, the graph bars are calculated by subtracting the deceptive AU average feature values 

from the truthful ones. Therefore, a positive result specifies an association between an AU and 

truthfulness, and a negative result indicates an association between an AU and deception. The 

resulting figure provides interesting observations. The Cheek Raiser and Lip Corner Puller which 

are related to joy/smile, are mostly associated with truthful statements. Similarly, Upper lid raiser 
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(which can be related to surprise, fear and anger, depending on which other AU is shown along 

with it) and Lip suck is strongly associated with truthful statements for all the subjects 

irrespective of their party. It is interesting how Republicans’ Lip tightener is associated with 

truthful statements, while for Democrats it is associated with lying. Similar behavior is seen for 

Lip corner depressor (associated with sadness and disgust) between the parties, with Republicans 

showing its association with truth while Democrats showing it for deception. This could 

potentially indicate that Republicans make more truthful statements related to sadness. 

 

 

Figure 6 Party differences in deception, as reflected in AUs. 

 

4.4 Multimodal Features 

After extracting features from individual modalities, we test their performance 

independently and combined. The multimodal fusion is achieved by integrating the features 

collected from the three multimodal streams to create a single feature vector, which is then 
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utilized to make a decision about the classification of the video. A decision tree classifier is used 

for classification with leave-one-subject-out cross validation scheme, using the scikit 

LeaveOneGroupOut functionality. This means that all the instances that belong to the same 

subject are held in reserve for testing, while all the instances belonging to the remaining subjects 

are used for training in each fold. We report the average overall accuracy and recall of each of 

the binary and multiclass classes.
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Chapter 5 Experimental Discussion 
 

 
Given our novel dataset of 180 instances for linguistic, acoustic and visual modalities, we 

started by evaluating classification results for deceit detection from individual modalities and 

then assess their combinations. In this section, we present the performance comparison on 

individual and combined modalities using Decision Tree classifier. We tried other well-known 

classifiers, such as Random Forest and Naïve Bayes however, Decision Tree was observed to 

perform better for most of the combinations. The dataset is represented in six different categories 

as provided by PolitiFact. We tried following combinations of these categories for binary and 

multiclass classifications 

Binary Combinations 

 Binary 1: POF + FALSE (as Deceptive) and MOSTLY TRUE + TRUE (as 

Truthful). 

 Binary 2: POF + FALSE + MOSTLY FALSE (as Deceptive) and MOSTLY 

TRUE + TRUE (as Truthful). 

 Binary 3: POF + FALSE + MOSTLY FALSE (as Deceptive) and HALF TRUE + 

MOSTLY TRUE + TRUE (as Truthful). 

Multiclass Combinations 

 3-Class: POF + FALSE (as Deceptive), MOSTLY FALSE + HALF TRUE (as 

Partially Deceptive) and MOSTLY TRUE + TRUE (as Truthful). 
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 4-Class: POF (as Deceptive), FALSE + MOSTLY FALSE (as Partially 

Deceptive), HALF TRUE + MOSTLY TRUE (as Partially Truthful) and TRUE 

(as Truthful). 

 6-Class: The individual six classes from PolitiFact. 

5.1 Dataset 

The novel dataset consists of 180 videos with 88 different subjects. 

5.2 Individual Modalities 

5.2.1 Linguistic 

Table 2 lists the classification results of the binary combinations; binary 1, binary 2 and 

binary 3 for different individual linguistic techniques. The table shows the average recall for the 

truthful and deceptive classes as well as the overall accuracy for each binary classification type. 

The baseline of random guessing for the deceptive and truthful classes is shown as well. Table 3 

lists the classification results for the multiclass combinations and, similar to the binary 

classification table, it shows the average recall for each class as well as the overall accuracy. 
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Binary1 Baseln 

 
LIWC 

  

POS 
  

Bag of Words 
-Unigrams 

Tf-IDF 
- Unigrams   

GlOve 
  
  

 

Classes ACC Class REC ACC Class REC AC Class REC ACC Class REC ACC Class REC 

Decision 
Tree 42.7 

Deceptive 37.5 

52.1 

Deceptive 55.4 

59.8 

Deceptive 58.9 

27.4 

Deceptive 25 

38.5 

Deceptive 37.5 47.9 

Truthful 47.5 Truthful 49.2 Truthful 60.7 Truthful 29.5 Truthful 39.3 52.1 

  

               

  

Binary 2   

Decision 
Tree 53.1 

Deceptive 58.3 

54.5 

Deceptive 56 

43.4 

Deceptive 50 

58.6 

Deceptive 79.8 

53.8 

Deceptive 57.1 57.9 

Truthful 45.9 Truthful 52.5 Truthful 34.4 Truthful 29.5 Truthful 49.2 42.1 

  

               

  

Binary 3   

Decision 
Tree 51.7 

Deceptive 51.2 

52.1 

Deceptive 45.2 

48.3 

Deceptive 41.7 

48.3 

Deceptive 22.6 

49.4 

Deceptive 46.4 46.7 

Truthful 52.1 Truthful 51 Truthful 54.2 Truthful 70.8 Truthful 52.1 53.3 

 

Table 3 Results for binary classification for LIWC, POS, BoW and TF-IDF linguistic methods. 
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  LIWC POS BoW unigram TF-IDF unigram GlOve 

Bsln 

3 Class 

Classes ACC Class REC ACC Class REC ACC Class REC ACC Class REC ACC Class REC  

Decision 
Tree 

38.9 

Deceptive 33.9 

33.3 

Deceptive 21.4 

26.7 

Deceptive 17.9 

26.1 

Deceptive 8.9 

32.8 

Deceptive 28.6 31.1 

Mostly 
Deceptive 

46 
Mostly 
Deceptive 

34.9 
Mostly 
Deceptive 

31.8 
Mostly 
Deceptive 

42.9 
Mostly 
Deceptive 

38.1 35 

Truthful 36.1 Truthful 42.6 Truthful 29.5 Truthful 24.6 Truthful 31.2 33.9 

4 Class   

Decision 
Tree 30 

Deceptive 18.2 

31.7 

Deceptive 9.1 

27.8 

Deceptive 4.6 

44.4 

Deceptive 22.7 

29.4 

Deceptive 27.3 12.2 

Mostly 
Deceptive 

35.5 Mostly 
Deceptive 

40.3 Mostly 
Deceptive 

24.2 Mostly 
Deceptive 

25.8 Mostly 
Deceptive 

38.7 34.4 

Mostly 
Truthful 32.9 

Mostly 
Truthful 37 

Mostly 
Truthful 39.7 

Mostly 
Truthful 75.3 

Mostly 
Truthful 31.5 40.6 

Truthful 17.4 Truthful 13 Truthful 21.7 Truthful 17.4 Truthful 0 12.8 

6 Class   

Decision 
Tree 

18.3 

POF 13.6 

16.6 

POF 0 

13.3 

POF 9.1 

16.1 

POF 22.7 

12.8 

POF 13.6 12.2 

FALSE 20.6 FALSE 5.9 FALSE 8.8 FALSE 14.7 FALSE 8.8 18.9 

Mostly 
False 14.3 

Mostly 
False 21.4 

Mostly 
False 7.1 

Mostly 
False 0 

Mostly 
False 17.9 15.6 

Half True 31.4 Half True 11.4 Half True 22.9 Half True 31.4 Half True 8.6 19.4 

Mostly 
True 

7.9 Mostly 
True 

34.2 Mostly 
True 

13.2 Mostly 
True 

13.2 Mostly 
True 

18.4 21.1 

TRUE 21.7 TRUE 17.4 TRUE 17.4 TRUE 13 TRUE 8.7 12.8 

 

Table 4 Multiclass classification results for LIWC, POS, BoW and TF-IDF linguistic methods. 

  

For the binary classification results, BoW unigrams features provide the best results with 

the binary 1 grouping followed by TF-IDF unigrams for binary 2, using decision tree. A general 

trend that can be observed is that the performance in the majority of cases is close to the baseline 
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with few exceptions, especially with BoW as mentioned earlier. This is expected given that we 

are using individual modalities and the exploratory nature of the feature we selected.  

For multiclass classification, as shown in Table 3, the highest accuracy is recorded with 

TF-IDF for the 4-class grouping. With the 6-class classification scheme, classifiers are not able 

to learn from the data effectively when POS and TF-IDF features are used. Decision Tree is able 

to perform close to the baseline when using BoW and LIWC features. It can be noticed here that 

decision tree classifier is not able to learn effectively for multiclass classification, which could be 

a result of the size of the dataset and the distribution of the instances among different classes in 

comparison to the binary classification schemes. 

  

 

 

 

 

 

 

 

  

 

Table 5 Binary classification results with all the lexical features and combination of LIWC+ 
BoW. 

 
We tried different combinations of lexical features to determine whether any combination 

provides better performance for deceit detection, as shown in Table 5, and found that the 

All Lexical LIWC + Bag of Words-Unigram 
Baseline 

Classes Accuracy Class Recall Accuracy Class Recall 

Binary 1   

Decision 
Tree 

43.6 
Deceptive 53.6 

43.6 
Deceptive 44.6 47.9 

Truthful 34.4 Truthful 42.6 52.1 

          

Binary 2 

Decision 
Tree 

47.6 
Deceptive 55.1 

49 
Deceptive 52.4 57.9 

Truthful 38.8 Truthful 44.3 42.1 

          

Binary 3 

Decision 
Tree 

52.8 
Deceptive 45.2 

57.8 
Deceptive 53.6 46.7 

Truthful 59.4 Truthful 61.5 53.3 
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integration of LIWC and BoW is able perform better, however, no significant improvement is 

observed over the usage of single linguistic feature sets in Table 3.  

 Table 6 shows similar results to Table 5 for the multiclass classification schemes for the 

integration of all linguistic features as well as for the combination of LIWC and BoW. A small 

improvement in performance over the baseline and the usage of individual linguistic feature sets 

can be observed for the 3-class classification scheme.  

 

All Lexical LIWC + Count-Unigram 
Baseline 

Classes Accuracy Class Recall Accuracy Class Recall 

3 Class 

Decision 
Tree 

34.4 

Deceptive 25 

38.9 

Deceptive 30.4 31.1 

Mostly 
Deceptive 

44.4 
Mostly 
Deceptive 

54 35 

Truthful 32.8 Truthful 31.2 33.9 

          

4 Class 

Decision 
Tree 

27.8 

Deceptive 14.8 

25.6 

Deceptive 9.1 12.2 

Mostly 
Deceptive 

32.3 
Mostly 
Deceptive 

22.6 34.4 

Mostly 
Truthful 

35.3 Mostly Truthful 34.3 40.6 

Truthful 5 Truthful 21.7 12.8 

         
6 Class 

Decision 
Tree 

17.2 

POF 13.6 

20.6 

POF 13.6 12.2 

FALSE 26.5 FALSE 20.6 18.9 

Mostly False 21.4 Mostly False 21.4 15.6 

Half True 11.4 Half True 40 19.4 

Mostly True 15.6 Mostly True 7.9 21.1 

TRUE 9.1 TRUE 17.4 12.8 

 

Table 6 Multiclass classification results with all the lexical features and combination of LIWC+ 
BoW 
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5.2.2 Acoustic 

As earlier, the acoustic features are classified using the three binary and three multiclass 

classification schemes. The binary results are shown in Table 7 and the multiclass classification 

results are shown in Table 8. 

 

Classes Accuracy Class Recall Baseline 

Binary 1   

Decision 
Tree 

49.6 
Deceptive 53.6 47.9 

Truthful 45.9 52.1 

       

Binary 2   

Decision 
Tree 

42.8 
Deceptive 47.6 57.9 

Truthful 36.1 42.1 

       

Binary 3   

Decision 
Tree 

50.6 
Deceptive 48.8 46.7 

Truthful 52.1 53.3 

 

Table 7 Acoustic feature classification result 

 

 The acoustic features show deteriorated performance as compared to the lexical features. 

The accuracy figures in the results are observed to be either very close to or below the baseline. 

The results show that the acoustic features are not able to distinguish between truthfulness and 

deception for political statements. 

 

Classes Accuracy Class Recall Baseline 

3 Class   

Decision 
Tree 

31.7 

Deceptive 33.9 31.1 

Partially 
Deceptive 

31.8 35 

Truthful 29.5 33.9 
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4 Class   

Decision 
Tree 

33.9 

Deceptive 9.1 12.2 

Partially 
Deceptive 

38.7 34.4 

Partially 
Truthful 

46.6 40.6 

Truthful 4.4 12.8 

       

6 Class   

Decision 
Tree 

20 

POF 9.1 12.2 

FALSE 11.8 18.9 

Mostly False 14.3 15.6 

Half True 28.6 19.4 

Mostly True 36.8 21.1 

TRUE 8.7 12.8 

 

Table 8 Acoustic Multiclass classification results 

 

5.2.3 Visual 

OpenFace provides facial landmarks, AU, gaze and pose as output. We first tried training 

the classifiers with all the features provided by OpenFace and discovered that the landmarks add 

noise to the data, resulting in overfitting for decision tree. Hence, we decided to use AU, pose 

and gaze features, which have shown correlation to earlier deception detection work. The visual 

features are extracted at frame-level by OpenFace, creating 100-900 frames of data per video. 

For our analysis, we had to present each video as a single feature vector for the learning process. 

Therefore, we tried different statistical functions (mean, max and standard deviation) and their 

combinations to find best statistical measure. The combination of max+mean+standard deviation 

provides richer information for discriminating between truth and deception. The final feature 

vectors are generated using this statistical combination. The results of binary and multiclass 

classifications for visual features that are derived from OpenFace and IDT are shown in Table 9 
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and Table 10. The IDT flow failed to extract features for 4 videos, resulting in a total of 176 

video in place of the 180 videos that are used for other methods. Accordingly, the tables have 

different baseline columns for OpenFace and IDT. As observed with the acoustic features, IDT 

and OpenFace features are unable to detect deceit from truthfulness, performing below or close 

to the baseline for most of the classification schemes. 

 

OpenFace 

Baseline 
OpenFace 

IDT 

Baseline 
IDT 

Classes Accuracy Class Recall Accuracy Class Recall 

Binary1       Binary 1 

Decision Tree 41.9 
Deceptive 35.7 31.1 

45.1 
Deceptive 48.2 47.8 

Truthful 47.5 33.9 Truthful 42.4 52.2 

  
     

     

Binary 2 

Decision Tree 54.5 
Deceptive 61.9 46.7 

52.5 
Deceptive 62.2 58.2 

Truthful 44.3 33.9 Truthful 39 51.8 

  
     

     

Binary 3 

Decision Tree 54.4 
Deceptive 52.4 46.7 

44.9 
Deceptive 34.2 46.6 

Truthful 56.3 53.3 Truthful 54.3 53.4 

 

Table 9 OpenFace and IDT features binary classification results 

 

We also tried to combine the OpenFace and IDT features, however, we did not observe 

improvement in performance using this combination.  

 

OpenFace 

Baseline 
OpenFace 

IDT Baseline 
IDT Classes Accuracy Class Recall Accuracy Class Recall 

3 Class       3 Class       

Decision 
Tree 

33.3 

Deceptive 25 31.1 

29.5 

Deceptive 32 30.7 

Mostly 
Deceptive 

36.5 35 Mostly Deceptive 30.5 35.8 

Truthful 37.7 33.9 Truthful 26.9 33.5 
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4 Class 

Decision 
Tree 

29.4 

Deceptive 18.2 12.2 

40.3 

Deceptive 18.2 11.9 

Mostly 
Deceptive 

32.3 34.4 Mostly Deceptive 53.5 34.7 

Mostly Truthful 37 40.6 Mostly Truthful 44.1 40.3 

Truthful 8.7 12.8 Truthful 21.4 13.1 

  
         

6 Class 

Decision 
Tree 

18.3 

POF 18.2 12.2 

11.9 

POF 8.7 11.9 

FALSE 23.5 18.9 FALSE 14.7 18.8 

Mostly False 14.3 15.6 Mostly False 18.9 15.9 

Half True 14.3 19.4 Half True 9.8 19.9 

Mostly True 18.4 21.1 Mostly True 11.5 20.5 

TRUE 21.7 12.8 TRUE 0 13.1 

 

Table 10 OpenFace and IDT features multiclass classification results 

 

5.3 Multimodal 

Different combinations of lexical ( LIWC, POS, Unigram, GlOve), acoustic and visual ( 

IDT and OpenFace) features are experimented and compared for performance. The integration of 

these multimodal features provides richer dataset for political deceit detection. We apply early 

fusion by integrating the output of selected unimodal feature sets to create a single feature vector 

for each video. The results are listed in Table 11 and Table 12 for the multimodal binary 

classification schemes and for the multimodal multiclass combinations, respectively.  

The best performing combination is binary 3 with an overall average accuracy of around 

69% using the Decision Tree classifier. This represents a significant improvement over the 

performance of the individual modalities and individual feature sets.  The results also show that 

“Binary 3” provides the best class combination of the six original classes provided by PolitiFact. 

This combination included all the three truthful and partially truthful categories in one class and 
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all the three deceptive and partially deceptive categories as the other class. The results also 

indicate that developing a multimodal political deception detection system can aid in determining 

the truthfulness of the statements and promises made by politicians. On the other hand, no 

further improvement is noticed using the multimodal features for the multiclass classification 

schemes in Table 12. 

Classes Accuracy Class Recall Baseline 
Binary 1         

Decision Tree 50.4 
Deceptive 44.6 31.1 
Truthful 55.7 33.9 

       
Binary 2         

Decision Tree 49 
Deceptive 50 46.7 
Truthful 47.5 33.9 

       
Binary 3         

Decision Tree 68.9 
Deceptive 63.1 46.7 
Truthful 74 53.3 

 

Table 11 Bow unigrams+LIWC+OpenFace+acoustic binary classification results. 

 

Classes Accuracy Class Recall Baseline 
3 Class         

Decision 
Tree 32.8 

Deceptive 33.9 31.1 
Mostly 
Deceptive 23.8 35 

Truthful 41 33.9 
       
4 Class         

Decision 
Tree 34.4 

Deceptive 18.2 12.2 
Mostly 
Deceptive 30.7 34.4 

Mostly 
Truthful 45.2 40.6 

Truthful 26.1 12.8 
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6 Class         

Decision 
Tree 17.2 

POF 4.6 12.2 
FALSE 14.7 18.9 

Mostly False 28.6 15.6 
Half True 20 19.4 
Mostly True 15.8 21.1 

TRUE 17.4 12.8 
 

Table 12 Bow unigrams+LIWC+OpenFace+acoustic multiclass classification results 
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Chapter 6 Conclusion 
 

Deception detection is gaining a lot of interest recently in various applications ranging 

from security to social interaction. We introduced a novel multimodal dataset for political 

deception detection.  To the best of our knowledge, there is no other dataset available for this 

task. The statements made in the videos were not restricted to a specific topic and, therefore, can 

be used in research work for covert automatic deception detection without using any special 

equipment. 

We provided an analysis of the facial action units and linguistic (LIWC) features to 

discover interesting behavioral differences between deceptive and truthful politicians. It was 

interesting to find that lip corner depressor has higher association with truthful statements in 

Republicans. The same observation is also seen in LIWC classes where emotional tone is 

associated with truth for Republicans and with lie for Democrats.  

Furthermore, we extracted multiple types of feature sets to train classifiers in order to 

automatically detect political lies. Different truthometer combinations were experimented to 

create multiple binary and multiclass classification schemes. While the individual and combined 

linguistic features showed promising potential for detecting political deceit, the visual and 

acoustic features did not exhibit similar performance, especially for the multiclass classification 

scenarios. However, the integration of the multimodal features achieved a significant 

improvement for the binary classification scheme. The results indicate that developing a 

multimodal political deception detection system can aid in determining the truthfulness of the 
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statements and promises made by politicians.  For future work, we plan to conduct further 

feature engineering in order to select the best discriminative set of features from each modality 

as well as experiment multiple machine learning algorithms.  
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