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ABSTRACT 

 

Thermal management of electronic and optoelectronic devices has become increasingly 

challenging. For electronic devices, the challenge arises primarily from the drive for miniaturized, 

high-performance devices, leading to escalating power density. For optoelectronics, the recent 

widespread use of organic light emitting diode (OLED) displays in mobile platforms and flexible 

electronics presents new challenges for heat dissipation. Furthermore, the performance and 

reliability of increasingly high-power semiconductor lasers used for telecommunications and other 

applications hinge on proper thermal management. For example, small, concentrated hotspots may 

trigger thermal runaway and premature device destruction. 

 

Emerging challenges in thermal management of devices require innovative methods to 

characterize and mitigate heat generation and temperature rise at the device level as well as the 

package level. The first part of this dissertation discusses device-level thermal management. A 

thermal imaging microscope with high spatial resolution (~450nm) is created for hotspot detection 

in the context of diode lasers under back-irradiance (BI). Laser facet temperature maps reveal the 

existence of a critical BI spot location that increases the laser’s active region temperature by nearly 

a factor of 3. An active solid-state cooling strategy that could scale down to the size of hotspots in 

modern devices is then explored, utilizing energy filtering at carbon nanotube (CNT) junctions as 

a means to provide thermionic cooling at nanometer spatial scales. The CNT cooler exhibits a large 

effective Seebeck coefficient of 386μV/K and a relatively moderate thermal conductivity, together 

giving rise to a high cooling capacity (2.3 × 106 W/cm2). 

 

Thermal management at the package level is then considered. Heat transfer in polymers is first 

studied, owing to their prevalence in thermal interface materials as well as organic devices (e.g., 

OLEDs). Employing molecular design principles developed to engineer the thermal properties of 

polymers, molecular-scale electrostatic repulsive forces are utilized to modify chain morphologies
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in amorphous polymers, leading to spin-cast films that are free of ceramic or metallic fillers yet 

have thermal conductivities as high as 1.17 Wm-1K-1, which is approximately 6 times that of typical 

amorphous polymers. Electronics packaging designs incorporating phase change materials (PCMs) 

are then considered as a means to mitigate bursty heat sources; PCM incorporation in a packaged 

accelerator chip intended for large-scale object identification is found to suppress the peak die 

temperature by 17%. 
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Chapter 1 

Introduction 

 
1.1 Thermal challenges in electronic and optoelectronic (E&O) devices 

A typical computer chip today has an area of only 500-1000 mm2 yet incorporates ~10 billion 

transistors with a characteristic length scale of ~10 nm1,2. The pursuit of faster and cheaper 

computing has driven the dimensions of transistors to shrink from micrometer to nanometer spatial 

scales in less than a decade2,3. In addition, the widespread usage of mobile devices, touchscreens 

and emerging technologies such as flexible displays have motivated intense research and 

development efforts to come up with new materials and designs compatible with additional 

requirements such as transparency and flexibility4.  

 

Thermal challenges often accompany these technologies evolving at a fast pace. First, power 

densities have been rapidly escalating in both electronic (e.g., the power scaling of transistors in 

processors) and optoelectronic (e.g., the optical power of semiconductor diode lasers used for 

pumping solid-state lasers or laser machining5-8) devices. The scaling of complementary metal-

oxide-semiconductor (CMOS) transistor which is the fundamental building block of modern 

processors has been predicted by the Moore’s law9, which states that CMOS device density 

doubles and the dimension halves every 18 months. Even though the switching power per transistor 

drops with scaling (Fig. 1.1A), the power density of CMOS chips has been predicted to exhibit an 

increasing trend due to escalating transistor density10 (Fig. 1.1B). Since the allowable power 

density is limited by heat removal capability of the chip package, further scaling of CMOS requires 

innovative thermal management strategies with augmented cooling capacities3,10.   
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In addition to a rising power density, spatially non-uniform and/or time-varying heat load 

represents another key challenge in device thermal management. The spatial nonuniformity of heat 

generation at transistor junctions3 or laser facets7,8 leads to an increasingly prominent local 

“hotspot” with a temperature significantly greater than the average temperature, making it a 

potential trigger site for catastrophic thermal runaways. Hotspots are especially prevalent at the 

facets of edge-emitting diode lasers where their characteristic dimension can be as small as ~1 μm, 

a length scale at which conventional thermal characterization techniques such as infrared (IR) 

imaging (which offers a spatial resolution > 1 μm) are inadequate. Therefore, novel thermal 

characterization techniques with high spatial resolution are invaluable for hotspot detection.  

 

Besides spatial nonuniformity, time-varying heat loads in devices give rise to transient thermal 

responses which are intimately tied to device heat capacitance. In certain mobile applications such 

as speech recognition and web browsing, a short burst of computation that lasts only a few seconds 

could significantly heat up the chip due to its small thermal mass. Since adding mass is undesirable 

especially in volume-sensitive devices such as cellphones and wearable electronics, incorporating 

fast-response phase change materials (PCMs) as a means to boost heat capacitance can be very 

effective in attenuating transient overheating. In this dissertation, an on-chip metallic-PCM 

 
Figure 1.1 | Transistor scaling. (A) The scaling of switching energy for each transistor as predicted by the 
International Technology Roadmap for Semiconductors (ITRS). (B) Trend of integrated circuit power 
density (Trend 1) as per ITRS projection. The power density can be scaled down (Trend 2) if the switching 
quantity (i.e. the number of transistors that are turned on simultaneously) is halved. However, this merely 
alleviates the rapidly escalating power density to a limited extent. Image courtesy of ref. [10]. 
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heatsink is investigated, which shows promising initial results for managing thermal transients of 

an accelerator chip intended for large-scale visualization application.  

 

Lastly, from a heat transfer perspective, the lowered intrinsic thermal conductivity of nanoscale 

semiconductor building blocks also exacerbates the thermal challenge. Thermal conductivity (κ) 

characterizes a substance’s ability to conduct heat, which directly links to the effectiveness of heat-

spreading components. As the device characteristic dimension decreases down to nanometer scale, 

the classical treatment of heat transfer described by Fourier’s law is replaced by a quantum 

mechanical description in which heat is carried by quantized atomic lattice vibrations (phonons). 

For insulators and weakly conducting semiconductors in which heat conduction by charge carriers 

is small, thermal conductivity is dominated by phonon contributions. As the characteristic length 

scale of the device (e.g., film thickness, channel width, grain boundary size) becomes comparable 

to or smaller than the phonon mean free path, intense phonon scattering leads to a reduced thermal 

conductivity compared to the bulk value11-14 (Fig. 1.2). This holds true for almost all 

semiconductor materials that are critical for the microelectronics industry, making thermal 

management even more challenging.  

                              

Figure 1.2 | Reduction in silicon thermal conductivity as thickness decreases. The thermal conductivity 
of silicon as a function of film thickness. A significant reduction in κ is found as length scale decreases down 
to below 100 nm, with a 4-5 times reduction of the bulk value at 10 nm. The x-axis has been recast in unit 
of nanometer. Image courtesy to ref. [14]. 
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1.2 Issues caused by device overheating 

Device overheating adversely impacts device performance, reliability, and lifetime. Device 

performance as a function of temperature is rooted in the temperature dependences of various 

material and transport properties15, among which the intrinsic carrier density, generation lifetimes, 

and leakage currents increase exponentially with temperature14. A rising leakage current coupled 

with a decreasing thermal conductivity (κ of crystalline semiconductors scales negatively with 

temperature) will deteriorate the performance of integrated circuits. 

 

In electronic packages, high temperature typically generates a large thermomechanical stress that 

triggers several failure modes. Excessive thermomechanical stresses can cause electrical 

connections (such as wire bonds or solder balls) to break off16. Other failure modes include 

cracking of the silicon die or substrate, resulting from a localized high thermomechanical stress in 

conjunction with a coefficient of thermal expansion (CTE) mismatch between silicon and other 

more compliant materials (metals or epoxy resin), and accelerated electro-migration in bonding 

wires in which high temperature plays a critical role16.  

 

In semiconductor diode lasers, device degradation originates from dislocations and other defects 

in the active region, metal intermixing and alloy reactions which deteriorate the electrode, and 

solder migration that affects the bonding parts17,18. All these degradation pathways can be 

accelerated by a rise in device temperature. Overheating in the active region generates light-

absorbing defects that facilitate thermal runaway at the laser facet, causing the semiconductor 

material to melt and form dark-line defects which are symptoms of catastrophic optical damage 

(COD). Fig. 1.3 depicts the results of an accelerated aging test for a diode laser bar subject to two 

different heatsink temperatures, 20 oC and 50 oC. For the device tested, it was found that under 

continuous-wave operation, increasing the heatsink temperature from 20 oC to 50 oC decreases the 

characteristic lifetime (defined as the operation time corresponding to a 50% failure probability) 

from 11,200 hours to 7,100 hours19.   
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1.3 Characterizing and mitigating thermal challenges at the device level 

As discussed above, thermal challenges span multiple spatial scales (from device hotspot to 

packaging) and time scales (short transient to steady-state), and they can cause catastrophic 

damage to a variety of electronic and optoelectronic devices. As such, this dissertation sets out to 

explore prototypical examples of thermal issues and ways to mitigate them in several contexts.  

 

This dissertation starts off by introducing several useful tools for microscale thermal 

measurements. As mentioned in the previous section, highly non-uniform heat dissipation in 

electronic and optoelectronic (E&O) devices gives rise to localized hotspots that experience much 

higher temperature than the device average. While the characteristic dimension of hotspots in 

microprocessors can range anywhere between ~50 μm to several millimeters at the chip level3, in 

edge-emitting diode lasers, hotspots typically occur in the active region which is only one to a few 

microns thick, hampering the usage of an IR camera due to insufficient spatial resolution. As such, 

high spatial resolution (sub-micron) thermal characterization techniques geared towards hotspot 

Figure 1.3 | Accelerated aging test of a laser bar subject to two heatsink temperatures. The laser bar 
compromises 25 high-power, edge-emitting diode lasers that operate in continuous-wave (CW) mode 
during the aging test. A sizable reduction in lifetime is observed when the heatsink temperature 
increases. Image courtesy of ref. [19]. 
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detection are valuable tools in providing design guidance at the device level; Chapter 2 of this 

dissertation discusses two such techniques. 

 

Chapter 3 discusses the application of a charge-coupled-device-based thermoreflectance (CCD-

TR) technique along with destructive testing to investigate high-power diode lasers subject to 

back-irradiance (BI). It is well known that high power semiconductor lasers used in real laser 

systems are subject to different conditions than those in isolated lifetime tests. One such difference 

is the presence of BI, which can originate from back-scatter by micro-optics, residual specular 

reflection from optical flats, amplified spontaneous emission from the laser gain medium, etc. BI 

is known to be a critical factor that accelerates device degradation and COD. Despite the 

detrimental effect of BI and its prevalence in diode-pumped laser systems, a systematic framework 

correlating the conditions of back-irradiance (magnitude, BI spot size, BI spot location, etc.) and 

the temperature rise in the active (light emitting) region to device lifetime has not been established. 

This study bridges the knowledge gap by controlling the BI spot magnitude and location, and 

quantitatively measures the temperature at the active region, which is a key parameter that dictates 

device reliability.    

 

Techniques to remove heat at the device level can be broadly separated into two categories: passive 

cooling methods that ultimately rely on natural convection for heat removal, or active cooling 

methods that utilize forced convection or thermoelectric/thermionic effects, etc. Chapter 4 of the 

dissertation investigates the usage of one-dimensional (1D) carbon nanotubes (CNTs) as active 

cooling materials via the solid-state thermionic (TI) effect. The compact CNT TI cooler can be 

placed close to where the micron-size hotspot is, affording a high cooling capacity from a Carnot 

engine perspective (i.e. large temperature difference between the hot and cold sides). In a TI cooler, 

interfacial energy filtering is used to block carriers with low energies (cold carriers) and allow 

high-energy carriers (hot carriers) to pass through. For example, a conventional solid-state 

heterostructure TI cooler consists of three layers (cathode, barrier, and anode) in which the 

cathode-barrier junction presents a step potential that selectively transmits hot carriers. Cold 

carriers accumulate at this junction and reach equilibrium by removing heat from the lattice, thus 

realizing solid-state cooling. Hot carriers transmitted across the barrier come into equilibrium over 

the energy relaxation length (ERL), heating the lattice by phonon emission. For a group of carriers 

with a prescribed out-of-equilibrium energy distribution, the ERL measures how far they travel on 
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average before the quasi-equilibrium energy distribution is restored. For larger energy relaxation 

lengths, the barrier can be made thicker, increasing the thermal resistance through which this heat 

is transmitted back to the cold side and improving device efficiency.   

 

Since ERL is strongly correlated with the carrier mean free path (MFP), the long MFP (~1.6 μm) 

of electrons in CNT as measured in ref. [20] indicates that it can be a promising material for TI 

refrigeration. A Monte Carlo simulation framework is developed to track the evolution of the 

energy exchange between electron and lattice (phonons) in real time for a CNT-based TI cooler 

and calculate the cooling capacity of the device.  

 

1.4 Characterizing and mitigating thermal challenges at the package level 

The rising thermal challenge in high-power electronic and optoelectronic devices provides a strong 

incentive to develop novel E&O packages and heatsinks, from the fundamental material level to 

packaging architectures. Chapter 5 presents a study that develops amorphous polymeric packaging 

materials with high thermal conductivities. Such materials form an integral part of thermal 

interface materials (TIMs) which are ubiquitous in VLSI packages, and hold promise as flexible 

substrates desirable for emerging technologies such as flexible displays.  Specifically, this 

dissertation discusses a novel molecular design approach that differs from the traditional blending 

or mechanical stretching methods to enhance the thermal conductivity of an amorphous polymer 

to 1.17 Wm-1K-1, which is approximately 6 times that of typical amorphous polymers. 

 

The polymer of choice is poly(acrylate acid) (PAA), which upon dissolving in basic aqueous 

solution ionizes to carry charges on the side group. The charge-charge repulsive forces between 

the side groups translate into the expansion and un-entanglement of the polymer backbone, 

reducing phonon scattering and improving thermal conductivity. In addition to a change in 

morphology, the positively-charged sodium ions bond with the negatively-charged polymer side 

groups, forming ionic interactions that are much stronger than Van der Waals interactions. 

Together they lead to a polymer thin film with a thermal conductivity exceeding 1.17 Wm-1K-1, 

which is one of the highest values reported for pure amorphous polymers. This chain-extension 

approach can potentially advance thermal management at the packaging level when it is geared 

toward increasing the thermal conductivity of the polymer matrix in TIMs. Additionally, it can be 

adapted to facilitate heat dissipation at the device level, if the insights of how κ and elastic modulus 
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correlate with chain morphology are applied to the molecular design of OLED materials for 

improved heat-spreading capabilities and better thermal stability (higher glass transition 

temperature Tg).  

 

While thermally conductive polymers can enhance the performance of TIMs which are critical in 

the thermal management of devices with a steady-state heat source, electronics such as mobile 

phones are sometimes subjected to a transient heat source.  Specifically, a large fraction of existing 

and emerging mobile applications, including speech recognition, visual recognition and web 

browsing, demands short bursts of intense computations separated by extended (at least tens of 

seconds) idle states waiting on user input. Therefore, the heat source is intense but lasts only a 

short amount of time (i.e. it is “bursty” in nature). To suppress the thermal transient caused by the 

bursty packets of heat, phase change material (PCM) with large thermal capacitance and fast 

thermal-response time is a promising addition to existing heatsink solutions.  

 

Prior research by our group examined the thermal performance of a silicon thermal test chip (TTC) 

integrated with on-chip PCMs as a proxy for mobile chips. It was found that incorporating PCMs 

can help suppress peak and average chip temperatures when the TTC is fully activated for a short 

period of time. However, due to the use of a proxy chip that was unable to perform real 

computation tasks, the practical applicability of the measurement results was limited. 

 

In Chapter 6, the effectiveness of a PCM as heat storage material is evaluated experimentally in a 

realistic state-of-the-art neural network accelerator test-chip (ATC) designed for deep learning. 

Embedding the PCM into the package substrate ensures zero volume added for this heat-sink 

solution, meeting the volume constraint of the wearable device that the ATC is designed for. By 

choosing a metallic phase change material comprising low melting point alloy having relatively 

high thermal conductivity and latent heat, it is found that the die peak temperature during sprint 

can be suppressed by ~17% for the chip with PCM compared to the one without.  

 

Chapter 7 includes a summary of the presented thesis and a proposal of future work. 

 

An overview of the presented work is summarized in Fig. 1.4. 
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Figure 1.4 | An overview of the presented thesis. 
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Chapter 2 

Experimental Techniques for Microscale Temperature Measurements and 

Thermal Property Measurements 
 

2.1 Thermoreflectance  

2.1.1 Introduction and background 

Thermoreflectance is a non-invasive, optical temperature measurement technique that uses the 

linear relation between a change in the normalized reflection coefficient (ΔR/R) and a change in 

temperature1-5 (ΔT). The dependence of reflectivity on temperature can be understood in terms of 

the temperature-dependent bandgap. Bandgap can be considered as the energy required to excite 

an electron from the valence band into the conduction band, or equivalently the energy needed to 

break a bonded electron free. In a semiconductor material, electrons are bounded by the potential 

well formed by nearby atoms. As temperature rises, lattice undergoes thermal expansion so that 

the atoms are further away from the electron, weakening the binding energy and therefore lowering 

the bandgap. The reduction in the electronic bandgap would then alter the refractive index (n) of 

the material, and hence the reflection coefficient.    

 
For light at normal incidence with zero absorption, reflectivity is related to refractive index by 

      

 

 
R = 

(n - 1)2

(n + 1)2 
               

(2.1) 
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The relation between a change of the refractive index and the associating change in the bandgap is 

described by the Moss rule6 

 

 

Thermoreflectance techniques, when applied to study thermal phenomena in electronic devices 

and various materials, can usually be classified into two categories: a) Steady-state (DC) or quasi-

steady-state thermoreflectance, and b) transient thermoreflectance. In the case of DC 

thermoreflectance, a charge-coupled device (CCD) is usually used as the light detector, and hence 

the name “CCD-thermoreflectance (CCD-TR)”. In order to achieve a large bit depth that is 

sufficient to distinguish thermoreflectance signal from the noise in the acquired image (typically 

require a SNR of ~10-5 – 10-4), the frame rate of the CCD camera is relatively low (<100 fps), 

limiting the time resolution of the CCD-TR technique to >0.01s. However, the CCD pixel array 

can image a large field of view in parallel (as opposed to scanning a single point across a surface), 

facilitating the acquisition of large-area 2D temperature maps4. CCD-TR has been applied to study 

numerous thermal phenomena in electronic and photonic devices, including profiling the hot-spots 

in integrated circuits7, quantifying the thermal lensing effect at high bias in high power diode 

lasers8, and measuring the thermal relaxation time constant of the active region in a quantum dot 

laser9 (Fig. 2.1).   

 

 

  

𝐸"𝑛$= constant 

            

(2.2) 
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Figure 2.1 | Previous application of CCD thermoreflectance on thermal effects in electronic and photonic 
devices. (A) The 2D temperature profiles and optical modes for a slab-coupled optical waveguide laser (left 
panel) and the normalized diameter of the optical mode as a function of current (right panel). Image 
courtesy of ref. [8] (B) Imaged temperature profile of a quantum dot laser (left panel) and vertical line-out 
of the 2D temperature map, averaged in the horizontal direction (right panel). Image courtesy of ref. [9]  
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Transient thermoreflectance, on the other hand, is usually implemented as a pump-probe technique 

where the pump light induces a temperature excursion that leads to a change in the reflection 

coefficient, which is measured by a change in the probe light intensity after it’s reflected off of the 

sample and collected by a photodetector10. By adopting a mechanical delay stage or an 

asynchronous technique, the thermal transient of the material can be probed with nanosecond 

resolution (Fig. 2.2A). The disadvantage of this technique is that it is typically a single point 

measurement, acquiring a large-area 2D temperature map requires scanning the pump-probe spot 

across a material surface which can be time-consuming. Two of the widely adopted applications 

of this technique are time-domain thermoreflectance (TDTR) and frequency-domain 

thermoreflectance (FDTR) which can be used to measure the thermal properties (including but not 

limiting to thermal conductivity, thermal diffusivity, specific heat, etc.) of nanometer thin-film 

samples11, as well as the phonon mean free path spectra of materials12,13 (Fig. 2.2B). 
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Figure 2.2 | Application of the transient pump-probe technique in studying micro-to-nanoscale thermal 
phenomena. (A) TDTR measurement and fitted transient profile for single crystal nickel. The solid line is 
the normalized change in reflectivity measured experimentally. By fitting this curve with a thermal model, 
thermal properties of the nickel film can be extracted. Image courtesy of ref. [10] (B) Temperature-
dependent phonon mean free path of crystal silicon, measured with a FDTR technique. The y-axis 
represents the fraction of bulk thermal conductivity that is contributed by phonons with MFP up to a 
certain threshold value, which is represented by what is on the x-axis Image courtesy of ref. [13]. 
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2.1.2 Thermoreflectance equation and thermoreflectance coefficient 

Within a small temperature range, the change in reflectivity for semiconductor materials is 

linearly correlated with a change in temperature ΔT: 

 

  

ΔT = k-1 ΔR
R  

            

(2.3) 

  

Where ΔR/R is the normalized variation in reflectivity and k is a constant known as the 

thermoreflectance coefficient. Since the temperature-induced change in band structure varies with 

materials and the refractive index is wavelength-dependent, the value of k is typically material- 

and wavelength-dependent. It is also reported to be dependent on the optics used in the 

thermoreflectance setup (e.g., the numerical aperture of the objective used for magnification). For 

these reasons, k is usually calibrated independently in a separate in-situ experiment.  

 

2.1.3 Working principles of CCD-based thermoreflectance 

This section discusses a “four-bucket” CCD-TR imaging scheme used to calculate ΔR/R based on 

the TR images acquired during experiments. Firstly, a current oscillating at a frequency fDev. is sent 

to power the device (Fig. 2.3). A signal with a frequency fCCD that is four times fDev. is used to 

trigger the CCD such that each pixel starts integrating at the rising edge of the trigger signal, giving 

rise to four CCD images taken per device on-off cycle (two each for “on” and “off”). The light-

emitting diode (LED) used to illuminate the device surface operates at constant power, keeping 

the optical flux (Φ) constant.  
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Figure 2.3 | Schematic of the CCD-thermoreflectance setup. During experiment, an oscillating bias current 
is sent to power the device, and a CCD trigger signal phase-locked to the bias signal is used to control the 
timing of pixel integration. The device under test is placed on a feedback-controlled temperature stage to 
make sure its back-side temperature remains stable throughout the experiment.  
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The bias current is usually sinusoidal or square-shaped. In the following derivation, a square-wave 

signal will be assumed since it is used for most TR experiment described in this dissertation. The 

variation in surface reflectivity due to device heating that is captured by the CCD camera follows 

a generic shape as shown in Fig. 2.4A. Different thermal time constants exist for the initial 

temperature ramp-up (when the device is turned on) and the cooling-off when bias is set to zero. 

As the device tested has a thermal time constant of <50μs in the critical region (i.e., the active 

region of the diode laser), which is much smaller than the integration time of the CCD camera 

(24.5ms), we can safety approximate the temperature variation as a square wave (Fig. 2.4B).   

 

 
  Figure 2.4 | Temperature variation as a function of time for device subject to a square-wave bias. (A) 

The general shape of the temperature variation, comprising a heating and a cooling transient. (B) This is 
the temperature evolution for the case where the device has a very short transient compared to the 
integration time such that the profile can be approximated as square wave.  



20 

The reflectivity of the device surface, under the assumption of a square-wave bias current and a 

square-wave temperature variation, can be written as 

  

R = 𝑅& (x, y, t)  +  ΔR (x, y, t) Sqr (t) 

            

(2.4) 

 

Where 

  

Sqr (t) = '
1  where t  ∈ (

TDev.

2
n, 

TDev.

2
(n+1)) , n = 0, 2, 4, 6... 

  0  where t  ∈ (
TDev.

2 m, 
TDev.

2
(m+1)) , m = 1, 3, 5, 7...

 

             

 

(2.5) 

 

This is a square wave representing the temperature variation where the heating cycle (device on) 

precedes the cooling cycle (device off). TDev. is the device operating period (TDev. = 1/fDev.). The 

reflectivity is equal to R + ΔR and R when the device is on and off, respectively. In general, there 

is a time delay between the device bias signal and the pixel detecting the temperature variation due 

to thermal relaxation time of the material, which varies based material thermal conductivity, heat 

capacity, and density. In our experiment, it is very small compared to the integration time, so it’s 

set to zero.   

 

Multiplying the optical flux afforded by the LED with R gives the signal (S) seen by the CCD 

camera  

  

S (x, y, t)  = ΦR0 (x, y, t)  +  ΦΔR (x, y, t) Sqr (t) 

            

(2.6) 
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The intensity of the 4 images captured by the CCD can then be calculated as the reflected light see 

by each pixel integrated over approximately a quarter of the device bias cycle, given as 

 

 
I1 = I2 = C

 TDev.

4  [ΦR0 (x, y, t)  +  ΦΔR (x, y, t)] (2.7a) 

   

   

 
I3 = I4 = C

 TDev.

4  ΦR0 (x, y, t) (2.7b) 

 

where C is a constant that accounts for the transmission losses (e.g., due to optics in the imaging 

pathway) before the light is collected by the detector pixel, and the quantum efficiency of the CCD 

detector.  

 

Combining Eqn. 2.3 to 2.6, the temperature variation between the device on and off states can be 

expressed as 

  

ΔT = k-1 ΔR
R + ΔR   ≈ k-1 ΔR

R  = k-1 
I1 + I2 -	I3 -	I4

I3 +	I4
  

            

(2.8) 

 

During the experiment, many heating/cooling cycles (>4000) are recorded and averaged in order 

to mitigate the error caused by long-term fluctuations in the LED intensity, as well as read-out 

noise in the CCD camera. 

 

2.1.4 Calibration of the thermoreflectance coefficient 

As mentioned in Section 2.1.2, calibration of the thermoreflectance coefficient needs to be done 

in situ due to its dependence on material, wavelength, and optical setup. In general, there are two 

approaches for carrying out the calibration experiment4. In the first approach, a micro-

thermocouple (~25μm in diameter at the tip) is used to measure the temperature variation (ΔT) of 
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the device during a normal thermoreflectance experiment. k can be derived from the collected 

thermoreflectance signal ΔR/R and the measured ΔT. While this method is convenient, it works 

only when the device of interest is much bigger than the micro-thermocouple, which is not the case 

when it comes to thin epitaxial layers in a lot of semiconductor devices (LEDs, FETs, diodes lasers, 

etc.). Therefore, in most cases a second approach is used where the device is placed on a broad-

area thermoelectric cooler (TEC), forming a good thermal contact with the help of thermal grease 

and/or thermal adhesive. The TEC is biased by a square-wave current having low frequency (~0.25 

Hz), which modulates the temperature of the entire device while acquiring thermoreflectance 

images. Since the temperature of the device is modulated uniformly, as verified by thermocouple 

measurements at various locations on the device, the thin-layers of interest would assume a similar 

ΔT. By selecting a high-power TEC, a peak-to-peak ΔT of ~5K can be achieved. In addition, in 

general k is temperature-dependent, which should be taken into account when converting ΔR/R to 

ΔT because the temperature of the device also oscillates during experiments. Hence, it is critical 

to measure k at a range of temperatures. The diode laser characterized using CCD-TR have several 

thin epitaxial layers near the hotspot in the device (i.e. quantum well near the facet): the substrate 

(undoped GaAs), waveguide, and cladding. Fig. 2.5 depicts the calibrated k for these materials up 

to 65 oC, which is approximately the maximum temperature the device reaches during experiment. 

No significant temperature dependence has been found in this temperature range.  
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2.2 Differential 3ω technique for thermal conductivity measurements 

The 3ω method has been a useful technique for determining the thermal properties of bulk and 

small structures. It is particularly suitable for measuring micro-to-nanoscale samples where the 

dimensions of thermistors and thermocouples could severely perturb the temperature field of the 

sample. The first application of the 3ω method is reported by Corbino in 1910 [14], and the first 

practical application of the 3ω method in measuring material thermal conductivities (κ) was 

pioneered by Cahill and Pohl in 1987 [15]. 

 

In a standard implementation of the 3ω technique15, a sinusoidal current with frequency ω (Iω) is 

supplied to a thin metal line deposited on the material surface (Fig. 2.6), leading to a Joule heating 

with a frequency of 2ω (Q2ω = Iω 2r, where r is the resistance of the metal line) and hence and a 

temperature rise in the heater line (ΔT). Since r is linearly proportional to temperature within a 

small temperature range, there would be a small 2ω AC signal in r that is caused by the 2ω Joule 

Figure 2.5 | Calibration of the thermoreflectance coefficients. The TRC of the substrate, waveguide and 
cladding layers of the diode laser tested in this dissertation have been measured from 22oC to 65oC. No 
significant temperature dependence has been found beyond measurement error. The legend entails (in 
order from left to right) material composition, magnification of the objective (“OB”) used in the 
calibration, and illumination wavelength.     
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heating (i.e., r = rDC + Δr2ω). Hence, a voltage signal that oscillates with a frequency of 3ω arises 

(V3ω = IωΔr2ω).   

 

The 3rd harmonic voltage is related to a change in metal line temperature through   

   

  

ΔT = 2TCR
-1 V3ω

Vω
 

           

(2.9) 

 

Where TCR is the heater line’s temperature coefficient of resistance.  

 

 

 

 

  

 

 

 

 

 

 

In this dissertation a variation of the 3ω technique, called “the differential 3ω technique”, is used 

to measure the cross-plane thermal conductivity of thin film samples16. In this method, the 

substrate usually has a region covered by the sample of interest (“sample region”) and a region 

without the sample16 (“reference region”). Identical thin metallic heater lines with a known width 

(w) are deposited onto both regions.  

 

Figure 2.6 | Configuration for the differential 3ω measurement used to measure cross-plane thermal 
conductivity (z-direction) of the sample. Wide gold heater lines (~45 μm) are deposited onto the “sample 
region” with the thin film of interest on top of the substrate, and the “reference region” with a bare 
substrate. Multiple heater lines are deposited to facilitate cross-checking and comparing measurement 
consistency. The substrate used is a doped Si covered by ~100 nm SiO2 for electrically insulating the 
conductive Si from the metallic heater line. Doped silicon substrate rather than undoped is used because 
it is more cost-effective. 
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By supplying the same power input (Q) to the identical heater lines in the sample and reference 

regions, the additional temperature rise in the “sample region” due to the presence of the thin film 

can be calculated by 

  

ΔTf = ΔTs - ΔTr = 2𝑇CR
/0 1

V3ω,s

Vω,s
 -	

V3ω,r

Vω,r
2 

           

(2.10) 

 

The subscript “s” and “r” represents “sample region” and “reference region”, respectively. 

 

For sample with thickness (tf) much smaller than w, heat transfer through the sample is quasi 1-

dimensional, and the temperature rise across it can be calculated using 1D Fourier’s law.  

  

	ΔTf = 
Qtf
wlκ   

           

(2.11) 

 

Where l is the length of the heater line. In our experiment l = 2.6 mm.    

 

Combing Eqn. 2.6 and 2.7, we arrive at an expression for calculating the cross-plane thermal 

conductivity of the isotropic thin film from the measured 1ω and 3ω voltages in the sample region 

and the reference region:  

  

κ = [2TCR
-1(

V3ω,s

Vω,s
 - 

V3ω,r

Vω,r
)]-1 

Q tf
l w  

           

(2.12) 

 

  

 

The differential 3ω method is relatively insensitive to the substrate thermal conductivity and 

contributions from other layers as well as interfacial thermal resistances, as long as they are present 

both in the sample region and the reference region. 
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Chapter 3 

Thermal Characterization at the Device Level – Thermoreflectance Imaging 

and Failure Testing of Diode Lasers with Back-Irradiance 
IEEE Journal of Quantum Electronics 54, 2001213 (2018) 

Applied Physics Letter 112, 101101 (2018) 

 

3.1 Introduction 

As mentioned in Chapter 1, the active region of semiconductor lasers represents one of the smallest 

hotspots in optoelectronic devices, with a characteristic dimension on the order of ~1μm. The 

active region is simultaneously the most critical region in a laser for light generation and typically 

the hottest. Overheating in the active region leads to defects, which are absorbing centers and 

generates more heat due to non-radiative recombination. This localized excess heat then causes 

more defects to form, completing the positive feedback loop.  Eventually this gives rise to a thermal 

run-away process that leads to catastrophic optical damage (COD) where the semiconductor would 

experience extremely high local temperature and begin to melt, at which point the device is 

irreversibly destroyed. While advancements in epitaxial designs, diode chip architecture, novel 

cooling approaches, and facet passivation technologies have led to rapid increase in the maximum 

output power which can be produced by diode pumps1-14, the maximum output power of a diode 

laser is still primarily limited by catastrophic optical damage (COD), a topic which has been 

studied in tremendous detail over the past twenty years15-21.  Commercial diode suppliers have 

developed numerous COD mitigation strategies which have enabled continuous improvement in 

the rated operating power while maintaining excellent reliability in isolated testing3,7,18.  However, 

there have been few reports on the reliability of high power diode lasers deployed in real diode-

pumped laser systems.  

 

High power semiconductor lasers deployed in real laser systems are subject to different conditions 

than those present during isolated testing2.  One such difference is the presence of back-irradiance 
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of optical emission.  There are numerous sources of back-irradiance in diode pumped laser 

systems22, including: 1) back-scatter and reflection from micro-optics, 2) residual specular 

reflection from antireflection-coated optical flats, 3) amplified spontaneous emission from the 

laser gain medium, 4) imperfect optical isolation leading to pulsed or continuous wave laser 

emission leak-through, and 5) unabsorbed pump light in double-pass and double side- or end-

pumped laser systems.  Back-irradiance is known to alter diode behavior in several ways including 

a broadening of the spectral linewidth, greater fluctuations in the outcoupled optical power, a 

reduction in the threshold current, a shift in the emission wavelength22-25 and so on.   

 

An important consequence of optical feedback is accelerated device degradation leading to 

premature failure of high-power diode lasers22,25-28.  This reliability hazard of laser back-irradiance 

is of great concern in the design of virtually all diode-pumped laser systems. Despite this, no 

framework has yet been established to quantify the maximum permissible back-irradiance for 

reliable laser operation.   

 

3.2 Experiment overview 

In this work, the effect of optical feedback on laser diodes is investigated.  The study is limited to 

devices with an emission wavelength around 800 nm (where the GaAs substrate is highly 

absorbing) that operate in continuous-wave (CW) mode, however the approach and framework 

established is expected to applicable to diode lasers at all wavelengths and operating conditions. 

Nondestructive thermoreflectance testing and thermal modelling are employed to investigate how 

optical feedback would impact the temperature profile of the laser facet.  Destructive testing is 

carried out to bound the activation energy of back-irradiance-induced device failure, shedding light 

on whether COD in laser diode with back-irradiance is primarily grounded in thermal, similar to 

the case for free-running devices (i.e. without back-irradiance).  Finally, a framework is established 

to describe the impact of optical feedback on the reliability and lifetime of diode lasers. It is 

expected that the development of such a tool would be of great value to the diode-pumped laser 

community, enabling diode manufactures to better understand how their products will behave in 

integrated laser systems and allow solid state laser developers to improve their designs to mitigate 

such failures.  

 

The particular diode laser structure studied herein is a quantum well broad-area diode laser 
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emitting TM-polarized light around 800 nm and is epitaxially grown by molecular beam epitaxy 

(MBE) on a GaAs substrate.  The design is based on the AlInGaAsP material system and with 

tensile-strained quantum wells.  The quantum well is surrounded by an optical waveguide 

approximately 1 µm thick which itself is surrounded by doped cladding layers of appropriate 

thickness.  In the fast axis (growth) direction, the design permits laser oscillation in a stable 

fundamental mode while in the slow axis, the ~200 µm wide broad area stripe operates highly 

multimode.  The diode laser follows wafer fabrication processes: current injection apertures are 

lithographically defined by via openings in a deposited dielectric layer.  Ohmic contacts are 

deposited as appropriate.  Laser bars are cleaved to a cavity length of 1500 µm prior to facet 

coating.  Bars and single emitters are both bonded junctions down using AuSn (hard) solder to 

expansion-matched heatsinks. 

 

The experimental testing approach for the work herein proceeds as follows.  The output from the 

laser facet is collimated in both the fast and slow axis. This collimated beam is subsequently 

relayed to a feedback mirror of varying reflectance.  This mirror redirects the beam back to the 

facet of the diode laser while allowing its position with respect to the emitted beam to be controlled.  

This permits the general study of both the overall intensity and location of back-irradiance on the 

operation and reliability of the diode pump source.  A schematic illustration is shown in Fig. 3.1.   

 

  



31 

 
 

3.3 Device characterization and thermoreflectance imaging 

Charge-coupled device (CCD)-based thermoreflectance microscopy technique was employed to 

obtain thermal images of the laser diode facet with high spatial (~ 550 nm) and temperature (~400 

mK) resolution29-30. The high spatial resolution of this microscopy technique31-37 enabled precise 

quantification of temperature profile across the laser diode facet, with the ability to accurately 

discern the back-irradiance spot location. A detailed schematic illustration of the setup is presented 

in Figure 3.2.  

 

 

 

 
 
Figure 3.1 | Cross-section (front view) schematic of the laser diode facet. External feedback is applied to 
reflect a controllable portion of the laser diode output back at the facet.  The return spot position in the 
fast axis is controlled through rotation of feedback mirror.  The offset of the return beam from perfect 
boresight alignment is denoted X−X0, with a negative value indicating pointing of the return beam toward 
the solder/heatsink and a positive value indicating pointing toward the substrate. 
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N-cladding
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P-cladding
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AuSn solder
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Back reflection
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To obtain a controllable back-irradiance spot on the facet, the emitted beam was split into two 

paths using a dichroic beamsplitter. In the back-irradiance pathway, the beam was reflected by a 

dielectric mirror after undergoing collimation through an aspheric lens. The mirror was affixed to 

a motorized kinematic mount which enabled high precision dual-axis tilt control. This allowed for 

a positioning accuracy of ~1 µm for the back-irradiance spot onto the laser diode facet. The back-

irradiance reflectance level (BI Reff) was controlled by adjusting the aperture of an iris inserted 

between the aspheric lens and mirror, as well as using dielectric mirrors with various reflection 

coefficients. A back-irradiance spot with a full width at half maximum (FWHM) equal to 9 µm 

was achieved; this relatively large value is caused by aberrations introduced in the back-irradiance 

pathway due to the dichroic beamsplitter and the aspheric lens. The imaging pathway consisted of 

standard thermoreflectance microscope with a 50X objective lens and a 470nm LED for 

illumination of the laser diode facet. The LED light is first reflected by the dichroic, which is 

placed at 45˚ with respect to the microscope axis, and then reflected off of the laser diode facet. 

The reflected light is focused by the 50X objective onto the CCD camera after filtering by two 

optical filters (with optical density of 6 and 7, respectively) which prevent the 800nm laser light 

from reaching the camera sensor and contaminating the measurement.  

 

The thermoreflectance setup described above was used to characterize the effect of back-irradiance 

on the 2D facet temperature profile of the 800 nm diode laser. The diode laser was fabricated on a 

 
 
Figure 3.2 | Schematic illustration of the thermoreflectance setup for nondestructive assessment of the 
temperature profile arising at the laser diode facet due to back-irradiance. 
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GaAs substrate and soldered onto a CT-mount heatsink. The basic device characteristics such as 

out-coupling optical power (Pop,o), electrical-to-optical conversion efficiency (E/O efficiency) and  

voltage (V) as a function of drive current (I) have been plotted in Figure 3.3, with the inset showing 

a photograph of the device tested. As can be seen from this plot, the threshold current for the laser 

is ~700 mA, and the laser operates >4.5 W output power and >65% E/O efficiency at a drive 

current of 4.0 Amps. In order to determine the thermal resistance of the diode, the relationship 

between the waste heat generated in the system and the shift in emission wavelength was analyzed. 

The waste heat (calculated as the difference between the input power VI and output power Pop) has 

been plotted against the rise in average junction temperature (inferred from the linear shift in 

centroid wavelength shift with temperature, 0.26 nm/K) in Figure 3.4, showing a well-behaved 

linear relationship with a slope of 11.1 K/W.  

 

 

 
 
Fig. 3.3 | Power, efficiency, and voltage as a function of drive current for the high-power single emitter 
device used in the thermoreflectance testing.  Inset depicts a photograph of the device, attached to a CT-
mount style heatsink. 
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In order to quantify the facet temperature profile with respect to back-irradiance spot position, the 

spot was swept in the fast axis direction, starting from deep within the solder, through the active 

region to deep within the substrate. Figure 3.5A depicts the variation in emission spectrum of the 

laser diode for a range of back-irradiance spot positions. It is evident that a significant red shift in 

 

 
Figure 3.4 | Average junction temperature rise (calculated from the emission wavelength shift) as a 
function of waste heat (calculated from the net difference between the input electrical power and output 
optical power) for the CT-mount 800 nm class laser diode used in the thermoreflectance testing. 

  

     
 
Figure 3.5 | Effect of back-irradiance on emission spectrum. (A) Laser emission spectrum obtained for 
several reflected beam spot offset values.  A significant red shift in the emission spectrum is obtained when 
the reflected beam is aligned to the laser diode active region.  (B) Calculated centroid emission wavelength 
as a function of reflected beam offset.  A maximum red-shift in the emission wavelength centroid is used 
to identify the location of boresight alignment of the reflected beam with the diode laser active region. 
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emission spectrum is observed when the back-irradiance spot is in the vicinity of the active region. 

The physical origin of the red shift at boresight alignment is attributed to threshold reduction 

caused by resonant feedback to the diode cavity.  The reduction in the threshold current and hence 

threshold carrier density results in pinning of the quasi Fermi levels at a lower energy.  This causes 

the peak of the carrier distribution to occur at a lower energy level, resulting in laser emission at a 

longer wavelength. Figure 3.5B depicts the variation of centroid emission wavelength as a function 

of back-irradiance spot position. For reference, the plot is overlaid with shaded regions 

representing the solder, p-side cladding and cap layers, waveguide, n-side cladding, and substrate 

regions.  The spot position which leads to a maximum in the plot corresponds to boresight 

alignment of back-irradiance spot with the active region and is set as the X0 = 0 position22.  

 

Characterization of temperature profiles using the thermoreflectance technique involves recording 

the normalized linear change in reflectance of a material 3∆5
5
6, caused by a temperature change 

(∆𝑇) which are related by Eq. 3.1. 

 

                           																							∆T=k-1 ∆R
R

         (3.1) 

 

Here, k is the thermoreflectance coefficient whose value is dictated by the material composition, 

the wavelength of the illumination light and the numerical aperture of the objective used in the 

setup35-37. In our thermoreflectance system, the laser diode was driven with a square-wave bias 

current at a frequency of 10 Hz. For every on/off cycle of the laser diode, the CCD camera took 

four images (two for on-state and two for off-state), each integrated over 25% of the complete 

cycle time. Hence, the camera was triggered by a square wave of frequency 40Hz. The images 

were averaged over many periods (>6000) to obtain a good signal-to-noise ratio34.  

 

In order to extract temperature from the reflectance data, it is essential to quantify the values of 𝜅 

for all the epitaxial layers as well as the substrate. This is achieved by placing the diode laser on a 

broad-area thermoelectric unit to modulate its temperature uniformly while taking 

thermoreflectance images to acquire ∆5
5

. ΔT is then measured in a separate experiment using a 

calibrated micro thermocouple in good thermal contact with the facet, and finally using Eq. 3 to 

quantify 𝜅. The thermoreflectance coefficients were measured to be 2.23 × 10-4 K-1 for GaAs 
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substrate (in good agreement with published values31) and 1.18 × 10-4 K-1 for the laser epitaxial 

layers (cladding and waveguide). Using these values of k, we can convert the obtained 

thermoreflectance map to a 2D temperature profile of the laser facet within the field of view.  

 

Figure 3.6 shows the temperature profiles of the laser facet (spatially averaged in the slow-axis 

direction) measured for three values of operating current, in the absence of back-irradiance. The 

peak in temperature occurs at the position of the active region (which includes the QW and ~550 

nm of nearby layers due to the spatial resolution of the thermoreflectance setup), caused by 

absorption of generated light by the facet. The secondary peaks close to the active region are 

artifacts caused by thermal expansion. The periodic temperature variation leads to an infinitesimal 

cyclic motion of the layers which leads to falsely high ∆5
5

  values at the boundaries between two 

different layers. 

 
 

Next, the temperature profile of the laser diode facet in the presence of back irradiance, for a bias 

current I = 3 Amps, was measured. The upper panel in Figure 3.7 shows the two-dimensional map 

of ∆5
5

 measured over the entire laser facet with the back-irradiance spot centered at three distinct 

locations: within the solder (X‒X0 = ‒10 µm), in the substrate close to the active region (X‒X0 = 

+5 µm), and deep within the substrate (X‒X0 = +28 µm). The corresponding temperature  

 
Figure 3.6 | Thermoreflectance data depicting temperature rise as a function of position along the fast 
axis direction (averaged along the slow axis direction) in the absence of back-irradiance.  The active region 
location is denoted X0.  
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profiles spatially averaged in the lateral direction, are depicted in the bottom panel. The 

temperature spike in the active region is due to self-heating of the diode laser, absorption of the 

output beam at the facet, and absorption of back-irradiance.  In the absence of back-irradiance, the 

facet temperature rise was found to be ~20 K; thus, the contribution of back-irradiance absorption 

to the facet temperature at the active region is measured to be 6.3 K, 34.7 K and 14.4 K for back-

irradiance spot positions of X‒X0 = ‒10 µm, +5 µm and +28 µm, respectively. It is quite evident 

from these results that there exists a critical region in the substrate close to the active region of the 

laser facet, such that when the back-irradiance spot is focused in this region, the temperature rise 

 

Figure 3.7 | 2D thermoreflectance (ΔR/R) images of the laser facet (upper panel) and horizontally 
averaged vertical temperature profiles (bottom panel) corresponding to three distinct back-irradiance 
spot locations. (A) within the solder, 10 μm above the active region, (B) within the substrate, 5 μm below 
the active region, and (C) deep within the substrate, 28 μm below the active region. The back-irradiance 
reflectance level and injection current are specified in the plots, and the position of the active region is 
set as the reference point (X0 = 0 μm). A white arrow is drawn on the upper left panel to indicate the 
vertical slice along which experimentally measured ΔTfacet is plotted in the bottom panels. The 
thermoreflectance signal for the metallic solder (upper panel), which is very noisy due to the solder’s large 
roughness, has been manually removed in post-processing. 
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in the active region is maximized22,29,30.  

 

Figures 3.8A and B depict the dependence of back-irradiance component of the active region 

temperature rise, on the BI spot position, the optical power and the effective back-irradiance level. 

As shown, the temperature rise in the active region reaches a maximum value when the back-

irradiance spot is located nearly 5 µm away from the active region in the substrate. There exist two 

conflicting phenomena that together give rise to this critical location. Moving the spot closer to 

the active region leads to an increase in the temperature spike owing to the heat source being closer. 

However, if the return spot overlaps significantly with the active region, the temperature spike 

would reduce due to the transparency of the core region at the emission wavelength. As a 

compromise of these two conflicting phenomena, the critical position is located into the substrate 

below the active region at a distance roughly equal to half the FWHM of back-irradiance spot. 

Figures 3.8A and B also show that the temperature rise scales approximately linearly with the 

optical power of the laser diode as well as the back-irradiance reflectance levels.   

 

 
Figure 3.8 | Facet temperature rise at the position of the active region due to back irradiance as a 
function of the beam offset position and obtained at 1A, 2A, and 3A injection current. Results are 
depicted for the case of (A) 7% back reflection and (B) 13.5% back reflection.  In all cases, the active region 
temperature at the facet reaches a maximum when the return beam is pointed several microns toward the 
substrate. 
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A two-dimensional (2D) microscopic finite element thermal model that simulates the distributed 

thermal load presented by the absorption of back irradiance in the various layers of the structure 

was developed to aid in analysis of the experimental campaign22,29,30.  The 2D model simulates a 

1600 µm x 50 µm domain taken from the center of the bonded laser emitter and comprises the 

solder, non-pumped window insulator, p-side metallization layers, all epitaxial layers to the 

substrate, the facet coating, and a portion of the submount.  Figure 3.9 depicts a cross-sectional 

illustration of the simulation domain including the mesh definition and key features included in 

the simulation. The longitudinal thermal loading due to self-heating is included in the model. 

Thermal loading due to the back-irradiance is treated as follows.  The overlap of back-irradiance 

profile with each layer is first calculated, and the fraction of power absorbed in each layer is 

estimated based on the reflectance coefficient of each layer in the structure.  For the transparent 

layers comprising the cladding, waveguide, and active region, reabsorption of light near the facet 

is negligible and therefore not considered.  For the partially absorbing substrate and cap layers, the 

volumetric heating is applied over the characteristic absorption length (Beer-Lambert law). For the 

metallic layers (including the solder and submount heatsink), the surface heating is assumed. 

Appropriate boundary conditions are used to represent heat transfer due to conduction from the 

chip p-side into the mount, conduction from the chip n-side through the wirebonds to the mount, 

and convection from the chip facets.  Other model features include forward power facet loading, 

heat spreading through the facet mirror coating, thermal boundary resistance for the non-pumped 

window insulator, the submount corner radius, and chip/submount facet overhang.   
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A series of simulations were carried out to corroborate the results of the nondestructive 

thermoreflectance testing effort.  Figure 3.10 depicts 2D temperature profiles taken along the 

center of the 200 µm laser stripe over the domain near the laser facet.  The simulations depict the 

results for the laser operating at 3.0 W output power with 10% of the output power being reflected 

back to the laser facet.  Results are shown for three different positions of the return beam.  In the 

first case, the return beam is positioned 3 µm above the active region (striking the solder).  In this 

case, most of the light is reflected and the peak of the temperature distribution occurring at the 

active region is caused primarily by self-heating.  As the return beam is moved to 3 µm below the 

active region (approximately at the n-clad / substrate interface), a large increase in temperature is 

observed in the vicinity of the active region and significant cross-heating causes the temperature 

of the active region to increase.  As the beam is shifted further into the substrate, the peak in the 

temperature profile follows, and the facet temperature at the position of the active region decreases. 

 

These simulation results were included in the plots in the bottom panel of Figure 3.7 and show 

excellent agreement with the experimental results. Figure 3.11 compares the back-irradiance 

induced temperature rise at the active region versus the return spot location obtained from the 

simulation and the thermoreflectance experiment. This also indicates excellent agreement between 

measurement and simulation and conclusively shows that the critical point is real. 

 

 

 

Figure 3.9 | Illustration of the simulation domain and mesh definition for the finite element model. 
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A 

 
B 

 
C 

Figure 3.10 | Example images of the 2D temperature profile taken at the center of the 200 µm stripe.  
In this simulation, the 800 nm class emitter is operating at 3.0 W and 10% of the output power is being 
reflected back to facet.  The offset of the beam with respect to perfect boresight alignment is (A) X−X0 = 
−3 µm, (B) X−X0 = +3 µm and (C) X−X0 = +10 µm, with X0 being the position of the quantum well (QW) in 
the fast axis direction of the facet, a negative “X−X0” means positions above the QW from the p-side to 
the metallic solder and a positive “X−X0” corresponds to positions from the n-side to the substrate. 
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3.4 Destructive testing 

In order to further assess the impact of back-irradiance, a series of destructive tests were performed 

on devices subject to varying levels of optical feedback.  The overall goal of the effort was to 

establish and validate a framework which could be used to quantify the effect of back-irradiance 

on the reliability of diode pump lasers.   The experiment was designed to facilitate the introduction 

of back-irradiance in a manner similar to that used in the non-destructive thermoreflectance testing 

work, but to do so to a bar array of laser diodes in order to collect failure statistics over time.   

 

A schematic of the experimental setup is shown in Figure 3.12. The back-irradiance system 

comprises a 4F image relay (with 3X magnification) with the collimated diode laser output plane 

at one end and a feedback mirror at the other.  The 4F image relay allows for precision rotation the 

feedback mirror to control the position of the return beam in the facet axis at the diode facet to 

within 140 nm without vignetting. Pickoff diagnostics enable in-situ monitoring of diode 

wavelength, bar power, and the near-field intensity profile. The optical system operates nearly 

diffraction-limited, and the size of the return spot is estimated to be ~2 µm FWHM. We note that 

the emitters comprising the laser bars in this experiment are identical to those used in the 

nondestructive thermoreflectance testing. 

 

 
 

Figure 3.11 | Comparison of the experiment and simulation results of the active region temperature as a 
function of the position of the back-irradiance spot in the fast-axis direction at I = 3A and a back-irradiance 
reflectance level of 13.5 %. 
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Calibration of the effective back-irradiance reflectance was carried out as follows.  A single-mode 

collimated probe beam operating at the same emission wavelength as the laser diode array (~800 

nm) was directed into the optical setup from a position behind the front focal point of the first lens 

in the 4F imaging relay at a small angle with respect to the optical axis. In this manner, the return 

spot was able to be spatially separated from the source laser and captured by a power meter.  

Various combinations of feedback mirrors and beamsplitters were introduced and the effective 

reflectance of the setup was calculated by the ratio of the incident beam power to reflected beam 

power. 

 

In an initial test, a 24-emitter high-power diode laser bar was subjected to back-irradiance to assess 

its effect on catastrophic optical damage (Fig. 3.13).  The bar was operated at 2.9 A per emitter 

with 12 °C coolant flow.  Using a reference X0 = 0 corresponding to the location of the quantum 

well, the position of the 2 µm return spot was swept in the fast axis from deep in the laser heatsink 

to deep in the GaAs substrate. Fig.3.13A and Fig.3.13B depict the results of testing at back-

irradiance reflectance levels of Reff = 17% and Reff = 24%, respectively.  As shown in both figures, 

as the region, the position of the return beam is swept from the solder and p-side through the 

waveguide  

 

 

 

 
Figure 3.12 | Schematic layout of the destructive testing setup 
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and active relative emitter power increases significantly and subsequently decreases as the beam 

is further swept into the n-side and substrate.  The origin of this power increase is the threshold 

reduction brought about by the overall reduction in mirror loss (at this operating point, the 

associated reduction in slope efficiency due to reduced mirror loss is not sufficient to overcome 

the improvement brought about by the threshold reduction).  For the case of 17% effective 

feedback, the process did not lead to permanent change in the diode characteristics and was 

repeatable.  However, when the effective reflectance was increased to 24%, failure of 10 out the 

24 emitters was observed.  Interestingly, these failures did not occur at the point of boresight 

alignment, but rather at a point positioned ~1.75 µm into the substrate (Fig. 3.13B).  This critical 

point is in line with the position corresponding to the peak in ΔTBI,Active obtained from the non-

destructive thermoreflectance testing as well as the 2D finite element model (though the absolute 

distance from the active region is lower due to the smaller FWHM of the back-irradiance beam), 

                                

 
 
Figure 3.13 |Scanning failure test. (Top) Relative emitter power vs. back-irradiance spot position as it is 
swept from deep in the heatsink (with the position of BI in the fast-axis direction X-X0 < 0), through the 
active region (X-X0 = 0) and into the substrate (X-X0 >0).  No emitters undergo catastrophic damage when 
the spot passes through X-X0 ≈ 1.75 µm at (A) 17 % back-irradiance reflectance level (BI Reff) and (B) 24% 
back-irradiance reflectance level. Parameters of the test are displayed in the bottom left corner. (Bottom) 
Before and after near-field intensity photographs showing the 10 emitter failures (contrast enhanced for 
publication). These emitters undergo catastrophic damage as the spot passes through X-X0 ≈ 1.75 µm at 
24 % back-irradiance reflectance level.  
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suggesting a thermal basis for back-irradiance induced COD at this critical location.   

 

Temperature-induced acceleration of failures can be described using the Arrhenius relation (Eq. 

3.2) with an activation energy Ea quantifying the strength of the interaction, Boltzmann’s constant 

kb, and T describing the associated temperature driving the effect38.   

 

						             Relative lifetime ∝ exp 3 Ea
kbT
6     																																																		(3.2) 

 

This formalism is often already used to describe the temperature dependence of catastrophic 

optical mirror damage in high power diode lasers3,9,10,20, and so represents a reasonable approach 

for describing the thermal acceleration of COD due to back irradiance.     

 

A series of laser bar failure tests were carried out to bound the activation energy associated with 

back-irradiance-induced COD. The back-irradiance spot was scanned from a position X‒X0 = ‒25 

μm to X‒X0 = +50 μm and back again over the course of 3 hours.  If no device failure was observed, 

the back-irradiance reflectance level was increased by changing the feedback mirror and the 

process repeated until at least one emitter was observed to fail.  After this, a new laser bar was 

tested at a higher injection current and the process repeated to assess the maximum permissible 

back-irradiance level as a function of operating current (laser power).  Figure 3.14A plots the 

results of this experiment.  

 

Next, a power law dependence (Eq. 3.3) was used to translate the relative power at which COD 

occurred into a relative device lifetime3,7,9, normalized to an output power of 3.5 W.  

 

                                        Relative lifetime =(Emitter COD power/3.5)m                               (3.3) 

 

The power factor m is highly empirical and varies according to characteristics of the diode laser.  

Prior studies at this wavelength have shown values of m ranging from 3 to 6.5,9,20 The effective 

reflectance values were translated into temperatures as shown in Eq. 3.4, where TActive is the 

temperature at the facet at the position of the active region, THS is the heatsink temperature (directly 

measured), ΔTJ is the junction 
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temperature rise due to self-heating (measured from the emission spectrum and corroborated by 

finite element thermal modelling), and ΔTBI, Active is the temperature rise at the active region due to 

back-irradiance (based on the 2D microscopic finite element model which is validated by the 

thermoreflectance testing). 

 

																																																											   TActive= THS+ ΔTJ+ ΔTBI, Active                                           (3.4) 

 

With these parameters converted, Figure 3.14B plots the relative lifetime of the devices versus the 

inverse facet temperature at the position of the active region.  As shown, for the case of m = 4.5, 

the data is well fit by an exponential function (Arrhenius equation) having an activation energy 

0.39 eV.  Curves are also shown for the limiting cases of m = 6 and m = 3, bounding the activation 

energy between 0.26 eV and 0.52 eV.  Interestingly, these two bounds fit well within the range of 

activation energies (0.2 eV – 0.7 eV) previously reported for catastrophic optical damage5,9,20.  

This hints at the possibility that back-irradiance does not actually introduce a new failure mode – 

it simply accelerates the standard catastrophic optical damage process through thermal loading.  

                 

 
 
Figure 3.14 | (A) Maximum permissible back reflectance levels at the critical location for several emitted 
powers. (B) The relative lifetime calculated from equation 2 as a function of inverse active region 
temperature used to extrapolate the activation energy of laser diode COD subject to back-irradiance. The 
extrapolated EaBI of 0.26 eV, 0.39 eV and 0.52 eV are based on m equal to 6, 4.5 and 3, respectively. The 
data points are calculated based on m = 4.4. 
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Having established a preliminary framework to describe the reliability of diode lasers subject to 

back-irradiance, a reliability lifetest was carried out to demonstrate the validity of the Arrhenius 

model and corroborate the activation energies estimated in the previous experiment.  In this lifetest, 

a microchannel-cooled stacked laser diode array comprising ten 24-emitter diode bars was 

subjected to long-term life-testing. A slit aperture was introduced into the image relay of the 

experimental setup (Fig. 3.12) in order to prevent optical feedback to all bars in the array except 

one.  Optical feedback (17.4%) was applied to one bar at a time (two bars total) with the mirror 

pointing adjusted to direct the back-irradiance to the worst-case critical point (in the substrate near 

the n-cladding).  This reflectance value was selected in order to ensure failures would not occur 

too quickly.  The stack was run continuously for 433 hours total (150 hours while feedback was 

applied to Bar 9 and then an additional 283 hours while the feedback was applied to Bar 6).  

Performed in this manner, the experiment ensured that all of the functioning emitters in the laser 

array which did not see any back-reflection from the feedback mirror would serve as experimental 

controls (0% optical feedback).   

 

Near-field images were collected at one-minute intervals for the laser bar under test so that failure 

times of the feedback bars could be accurately recorded.  Full near-field images of the stack array 

could only be collected before and after execution of the experiment.  The array was operated at a 

constant current of 3.75A per emitter.  The facet temperature at the position of the quantum well 

active region was calculated based on the prior thermoreflectance testing and finite element 

thermal simulation work.  The lifetest data is shown in Table 3.1.  A total of 76,798 raw device 

hours were collected in the study.  Note that several bars do not show 24 emitters total – these 

were bars which exhibited a number of dead emitters prior to the execution of the lifetest (for 

example, Bar 1 had 12 dead emitters at the start of the lifetest).  

 

The failure data of Table 3.1 was analyzed using the maximum likelihood estimate approach as 

implemented within a commercial statistical data analysis software package39.  The data was best-

fit by a Weibull distribution and an Arrhenius law model was used to calculate the 
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TABLE 3.1 

BACK-IRRADIANCE LIFETEST DATA 
 

# in 
State 

Last 
Inspected 
(hours) 

Failed / 
Suspended 

Time 
(hours) 

Facet 
Temperature 
at QW (K) 

Current per 
Emitter (A) 

Effective Back-
Reflectance (%) 

Bar ID / 
Comment 

12 433 Suspended 433 315 3.75 0% Bar 1 – Control 

23 433 Suspended 433 315 3.75 0% Bar 2 – Control 

1 1 Failed 433 315 3.75 0% Bar 2 – Control 

20 433 Suspended 433 315 3.75 0% Bar 3 – Control  

4 1 Failed 433 315 3.75 0% Bar 3 – Control 

11 433 Suspended 433 315 3.75 0% Bar 4 – Control 

2 1 Failed 433 315 3.75 0% Bar 4 – Control 

23 433 Suspended 433 315 3.75 0% Bar 5 – Control 

1 1 Failed 433 315 3.75 0% Bar 5 – Control 

16 433 Suspended 433 379 3.75 17.4% Bar 6 

1 148.5 Failed 148.5 379 3.75 17.4% Bar 6 

1 149 Failed 149 379 3.75 17.4% Bar 6 

1 164 Failed 164 379 3.75 17.4% Bar 6 

1 251 Failed 251 379 3.75 17.4% Bar 6 

1 309 Failed 309 379 3.75 17.4% Bar 6 

1 320.5 Failed 320.5 379 3.75 17.4% Bar 6 

1 370.5 Failed 370.5 379 3.75 17.4% Bar 6 

9 433 Suspended 433 315 3.75 0% Bar 7 – Control 

24 433 Suspended 433 315 3.75 0% Bar 8 – Control 

20 150 Suspended 150 379 3.75 17.4% Bar 9 

1 23 Failed 23 379 3.75 17.4% Bar 9 

1 44 Failed 44 379 3.75 17.4% Bar 9 

1 140.5 Failed 140.5 379 3.75 17.4% Bar 9 

20 433 Suspended 433 315 3.75 0% Bar 10 – 
Control 
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acceleration due to the facet temperature at the quantum well.  Statistical confidence bounds were 

directly calculated from the likelihood ratio, and the 90% single-sided upper and lower bounds are 

reported herein.  The shape parameter of the Weibull fit was 0.9 < β < 1.8 with a nominal value 

1.3.  This observed value is consistent with the assumption that the observed failures were random 

and independent (i.e. failed emitters were not causing a significant acceleration in failure of 

neighboring emitters in the array).  The activation energy of the Arrhenius equation was found to 

be 0.15 < Ea < 0.38 eV, with a nominal value 0.25 eV.  This range is consistent with both the 

bounded estimate determined in prior testing (Fig. 3.14B) and with previously published values of 

activation energy for catastrophic optical damage.  At a nominal use condition with no back-

irradiance (corresponding to a peak facet temperature of 315K) the characteristic mean time to 

failure (MTTF) of an emitter was found to be 1664 < MTTF < 8729 hours with a nominal value 

of 3811 hours.  For an effective back-reflection of 17.4% incident at the critical location, the mean 

emitter lifetime was reduced by 518 < MTTF < 1271 hours with a nominal value of 811 hours. 

 

Figure 3.15 depicts the use-level probability Weibull plot of the analyzed data at a back-irradiance 

level of 0%.  The 90% single-sided confidence bounds are also shown on the plot in grey.  Interval 

censored data from the control units which failed at an unknown time in the test is indicated by 

large horizontal lines in the distribution.   

 

 
 

 
Figure 3.15 | Unreliability Weibull probably plot of the lifetest data at for a use condition of 0% effective 
back-reflectance. 
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Figure 3.16 depicts the dependence of the failure acceleration factor for both the 90% upper 

confidence and 50% median (nominal) values of activation energy (0.38 and 0.25 eV, respectively) 

versus the effective back-reflection on the diode laser facet at the critical location.  It is important 

to note that these tests were performed for the case of the back-reflected beam being directed to 

the worst-case critical location in the substrate adjacent to the n-cladding.  Because the failures 

appear to be thermally-accelerated, back-irradiance to other locations are expected to increase the 

facet temperature at the position of the quantum well active region by a lesser amount.  Therefore, 

the plot in Fig.3.16 can be interpreted as an expected worst-case failure acceleration model for 

back-irradiance induced failure of 800 nm class diode lasers operating continuous wave. 

 

 
 

 

 

 

 

 

 

 

 
Figure 3.16 | Acceleration factor vs. effective back-reflection condition for the continuous wave 800 
nm diode lasers.  Plots are shown for the 90% upper single-sided confidence and 50% median confidence 
values of activation energy and correspond to the case of the effective back-reflection being directed to 
the critical location in the device structure (in the substrate adjacent to the n-cladding layer). 
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3.5 Comparison between 800 nm, 900 nm, and 1 μm device fabricated on GaAs substrate 

Since we’ve identified substrate absorption as one of the main causes for BI-induced heating, 

devices fabricated on undoped GaAs (having an absorption cut-off wavelength at ~870 nm, see 

Fig. 3.17) with different wavelengths are expected to react differently to BI. For this reason, we 

tested three sets of devices having emission wavelengths of ~800 nm, ~900 nm, and 1μm, at which 

the GaAs substrate is strongly absorbing, weakly absorbing, and non-absorbing, respectively.  

 

 

 

 

 

 

 

 

 

  

 

 

 

 

In order to test the “most-dangerous” scenario where the BI spot is tightly focused such that its 

power is concentrated, we redesigned the TR setup to reduce aberrations in the BI beam path (Fig. 

3.18), obtaining a sharp BI spot having a 1.3 μm FWHM (Fig. 3.19A). In addition, a 4F system is 

placed in the BI pathway to minimize the change in the angle content of the reflected beam as it’s 

steered by the dielectric mirror affixed to a motorized mount. This leads to a consistent BI power 

across different BI spot locations (Fig. 3.19B).  

Figure 3.17 | Room temperature optical absorption coefficient of undoped GaAs. The absorption 
values were extracted from Ref. 40 and recast in terms of wavelength. 
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Figure 3.18 | Improved thermoreflectance imaging setup with diffraction-limited BI spot. The 
outcoupled laser light is first being collimated by the objective before reaching the angled dichroic, 
reducing aberrations. A 4F image relay system is placed in the BI beam path (between the 45-degree 
dichroic and the dielectronic mirror) to conserve the angle content as the BI is steered to enter the 
back focal-plane of the objective at various angles. Image courtesy of Aman Kumar. 
 

Figure 3.19 | (A) Focused BI spot with a FWHM of 1.29 μm when it’s located at various locations in 
the fast-axis direction (i.e. the direction perpendicular to the epitaxial layers). (B) Pixel intensity of the 
BI spot at different locations are very consistent due to the presence of the 4F image relay system. 
Image courtesy of Aman Kumar. 
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~800 nm Diode laser (substrate is strongly absorbing) 

Fig. 3.20 shows the 2D temperature maps of the facet for the ~800nm diode laser as the BI spot is 

located deep into the solder, 2µm below the quantum well (QW) into the substrate, and deep into 

the substrate. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.21 depicts how ΔTQW evolves as the BI spot is swept in the epi-layer stacking direction, with 

the position of the active region set as reference (X0 = 0μm). For the 800nm DL, a sharp 

temperature rise is observed when the BI is centered ~2.5 μm from the QW into the absorbing 

substrate, a distance approximately equal to the FWHM (~2 μm) of the return spot. This critical 

location maximizes ΔTQW since at this location a large fraction of the spot is within the substrate 

and the heat generated is also close to the QW. Moving the BI spot close to the QW reduces ΔTQW 

due to reduced absorption, while moving the BI spot further into the substrate also leads to a drop 

in ΔTQW due to the absorption hot-spot located further away from the QW. It is observed that when 

the C-mount laser is run at 3A with 7.5 % effective back-reflectance level, ΔTQW with BI (29.28K) 

nearly triples that of the free-running (i.e. without back-irradiance) case (11.36K). Interestingly, a 

secondary peak in ΔTQW also appears when the BI spot is ~2 μm above the QW into the metallic 

solder; one possible explanation for this peak is the weak absorption of 800 nm light by the solder 

material. 

Figure 3.20 | 2D temperature maps for the facet of the 800nm device when the return spot is located (A) 
deep into the solder, (B) close to the QW into the substrate, and (C) deep into the substrate. The text at 
the bottom left corresponds to the position of the BI spot, the magnification of the objective, the driving 
current as well as Reff followed by BI power reaching the facet (shown in brackets) 
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Figure 3.21 | ΔTQW versus the BI spot position with respect to the quantum well location (X0 = 0μm) for 
the ~800 nm device with the direction going towards the substrate being positive, at feedback levels of (A) 
Reff = 7.5% and (B) Reff = 15.5%. For all currents and feedback levels tested, a surge in ΔTQW can be observed 
at a BI position (X) of  ~2.5μm, corresponding to a critical location at which the device is potentially most 
susceptible to COD. The dotted lines correspond to the ΔTQW for the case without back-irradiance. Image 
courtesy to Aman Kumar. 
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~900 nm Diode laser (substrate is weakly absorbing) 

Fig. 3.22 shows the 2D ∆𝑇 map of the facet for three distinct BI spot locations. The substrate 

heating is minimal due to low absorptivity of GaAs at 900nm. 

 

Similar to Fig. 3.21, Fig. 3.23 depicts how ΔTQW varies as the BI spot is swept in the direction 

perpendicular to the epi-layer stacking direction for the ~900nm DL. As mentioned above, a 

different mirror (50%R) is used to yield an Reff = 10.98 % (Fig. 3.23A), which compensates the 

900nm DL’s lower Pop at 3A compared to that of the 800nm diode laser (Fig. 3.21), resulting in a 

PBI of 0.293W which is close to the 0.276W BI power for the 800nm DL. For the 900nm device, 

the rise in ΔTQW when BI is directed towards the critical location (~2.5 μm away from the QW into 

the substrate) becomes much less pronounced. This can be seen by its comparable magnitude with 

the secondary shoulder at the solder/epi-layer interface, whereas in the case of the 780nm device 

the sharp rise at the epi-layer/substrate interface overwhelmingly exceeds the secondary shoulder. 

This is attributed to the much smaller absorption coefficient of GaAs at 900 nm. We note that the 

same values of TRCs with those of the 800nm device are used to convert raw dR/R to ΔT. Hence, 

the ΔTQW shown in the figures can only be compared in relative magnitudes; an independent 

calibration, will be carried out in the near future. 

 

 

 

 

Fig. 12 | 2D temperature maps of the facet for the 880nm DL when the return spot is 3µm above 

the QW into the solder (left), 2µm below the QW into the substrate (middle), and 20µm into the 

substrate (right). 

Figure 3.22 | 2D temperature maps for the facet of the 900nm device when the return spot is located 
(A) deep into the solder, (B) close to the QW into the substrate, and (C) deep into the substrate. The 
text at the bottom left corresponds to the position of the BI spot, the magnification of the objective, 
the driving current as well as Reff followed by BI power reaching the facet (shown in brackets). The TRC 
of the core and cladding for this laser has not been calibrated. 
 



56 

 
Fig. 3.23 | ΔTQW versus the BI spot position with respect to the quantum well location (X0 = 0μm) for the 
900nm device, with the direction going towards the substrate being positive, for TRBI experiment with (A) 
Reff = 10.98% and (B) Reff = 18.19%. The surge in ΔTQW observed at X ~ 2.5μm becomes much less 
pronounced due to weak absorption of 900 nm light by the substrate. The secondary shoulder at the 
solder/epi-layer interface becomes almost comparable (although still lower) to the primary peak caused by 
substrate absorption. Image courtesy to Aman Kumar. 
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~1 μm Diode laser (substrate is non-absorbing) 

At ~1μm GaAs has an extremely small absorption coefficient, so we anticipate the additional 

temperature rise in the active region due to substrate absorption to be negligible. It can be clearly 

seen from Fig. 3.24 that the active region temperature reaches a maximum when BI is located at 

the solder/epi-layer interface (left panel) rather than at the epi-layer/substrate interface (middle 

panel). 

 

In Fig. 3.25 shown below we can clearly see that the shoulder due to substrate absorption becomes 

extremely weak and much less pronounced than the secondary shoulder possibly due to absorption 

by metallic solder. A recent publication on a 950nm high-power diode laser with GaAs substrate 

showed similar trend where the maximal ΔTQW occurs as the BI is positioned close to the 

solder/epi-layer interface41. The implies that devices having non-absorbing substrates would be 

most susceptible to BI-induced COD when the BI spot hits the solder close to the solder/epi-layer 

interface. 

 

 

 
 

Figure 3.24 | 2D temperature maps for the facet of the ~1μm device when the return spot is located (A) 
deep into the solder, (B) close to the QW into the substrate, and (C) deep into the substrate. The text at 
the bottom left corresponds to the position of the BI spot, the magnification of the objective, the driving 
current as well as Reff followed by BI power reaching the facet (shown in brackets). The TRC of the core 
and cladding for this laser has not been calibrated.  
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Figure 3.25 | ΔTQW versus the position of the BI spot with respect to the quantum well location (X0 = 0μm) for 
the 980nm diode laser, with (A) Reff = 10.31% and (B) Reff = 14.80% (using a metallic feedback mirror).The 
shoulder in ΔTQW due to BI absorption at the substrate (at X ~ 2.5μm) becomes very weak due to negligible 
absorption of 1 μm light by the substrate material. The secondary shoulder at the solder/epi-layer interface 
becomes pronounced in comparison. Image courtesy to Aman Kumar.  
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3.6 Discussion and summary 

Understanding the impact of back-irradiance on the reliability of high-power diode lasers is critical 

for the robust design and deployment of such devices in modern high energy diode-pumped laser 

systems.  Nondestructive high-resolution thermoreflectance imaging has been applied to measure 

the temperature profile of high-power diode lasers subject to back-irradiance. For devices 

fabricated on absorbing substrates and operated continuous wave, this work demonstrates that the 

position of the back-irradiance spot matters greatly, with a critical location (corresponding to 

maximum facet temperature rise at the position of the quantum well active region) being in the 

substrate adjacent to the n-cladding layers of the device. This experimental result is further 

corroborated through microscopic finite element thermal simulations. The temperature rise in the 

active region caused by absorption of back-irradiated light at the critical location is considerably 

greater than that when the return spot is at the solder, deep into the substrate, or even directly 

incident on the active region of the device.  Destructive testing further confirms that this critical 

location is the most “dangerous” spot for the back-irradiance to cause catastrophic optical mirror 

damage 

 

Based on the assessed thermal nature of back-irradiance induced failure, a framework is 

established following quantitative accelerated lifetesting methodology to describe the impact of 

back-irradiance on laser reliability.  The acceleration model is found to follow an Arrhenius law 

which uses as its input the back-irradiance induced facet temperature rise at the position of the 

quantum well active region.  Preliminary short-term lifetime assessment for laser diodes with back-

irradiance initially bounded the activation energy of back-irradiance induced COD between 0.26 

eV and 0.52 eV, and subsequent (independent) long-term lifetesting shows that the activation 

energy is between 0.15 eV and 0.38 eV.  Both of these results lie within the range of activation 

energies associated with thermal-induced catastrophic optical damage in high power diode lasers 

operating without back-irradiance, further corroborating a thermal basis for back-irradiance-

induced failure.  

 

It is also important to reiterate that the failure tests were carried out only for diode lasers operating 

around 800 nm, where the substrate is highly absorbing. We have confirmed that devices operating 

at longer wavelengths will be more resilient to this effect, especially for the case where the GaAs 

substrate is transparent to the laser wavelength.  Nevertheless, the framework developed herein is 
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expected to be applicable to these circumstances, but will likely require additional validation (for 

example, the activation energy will likely be somewhat different). 

 

Finally, this study has demonstrated that generic rules-of-thumb for maximum permissible back-

irradiance (e.g. back reflections below about 5% are “safe”) in a laser system designs is likely 

inadequate because details such as the location of the return spot on the diode facet would impact 

device reliability significantly. It is expected that these results will enable improved diode-pumped 

laser systems. 
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Chapter 4 

Thermal Mitigation at the Device Level – 

Thermionic Refrigeration at CNT-CNT Junctions 
Applied Physics Letter 109, 163901 (2016) 

 

4.1 Introduction 

Techniques to remove heat at the device level can be broadly separated into two categories: passive 

cooling methods that ultimately rely on natural convection for heat removal, and active cooling 

methods that utilize forced convection or thermoelectric/thermionic effects, etc. The second part 

of Chapter 3 investigates the usage of one-dimensional (1D) carbon-nanotubes (CNTs) as active 

cooling material via the solid-state thermionic (TI) effect. Carbon nanotubes are well known for 

their excellent electrical and thermal transport properties,1-4 and have been considered for 

applications ranging from electrical interconnects5-7 and field effect transistors8-10 to heat 

spreaders11. For electronics applications that rely on ballistic electron transport to minimize 

electrical losses (heat generation), a critical length scale is the energy relaxation length, which 

defines the distance over which a non-equilibrium distribution of electrical carriers moving in an 

applied field or injected at a heterojunction exchanges sufficient energy by carrier and phonon 

scattering to return to a quasi-equilibrium distribution.  

 

Among electronic device applications, the energy relaxation length is particularly critical for solid-

state thermionic (TI) devices, in which ballistic carrier transport is utilized to increase the 

efficiency of power generation12 or refrigeration.13,14 In such devices, an interfacial energy filtering 

mechanism is used to block carriers with low energies (“cold carriers”) and allow high-energy 

carries (“hot carriers”) to pass through. For example, a conventional solid-state heterostructure TI 

cooler consists of three layers (cathode, barrier, and anode) in which the cathode/barrier junction 

presents a step potential that selectively transmits hot carriers13. Cold carriers accumulate at this 

junction and come into equilibrium by removing heat from the lattice, thus realizing solid-state 

cooling. Hot carriers transmitted into the barrier come into equilibrium over the energy relaxation 
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length, heating the lattice by phonon emission. For larger energy relaxation lengths, the barrier can 

be made thicker, increasing the thermal resistance through which this heat is transmitted back to 

the cold side and improving device efficiency. 

 

CNTs have long been used to facilitate thermionic transmission of electrons into vacuum15, and 

show promise for solid-state TI devices due to their long electron mean free path16 (MFP) (lCNT ～

1.6 um, compared to ~40 nm in doped InGaAs17, a material commonly used for heterostructure TI 

coolers13), which suggests a long energy relaxation length. However, it is unclear to what extent 

the enhanced carrier ballistic transport intrinsic to CNTs outweighs their large thermal 

conductivity and enables high TI efficiency. To study solid-state thermionic transport of electrons 

within a CNT network, we use Monte Carlo (MC) simulation to examine energy relaxation of hot 

electrons in a CNT following carrier energy filtering at a CNT-CNT intertube contact.  

 

4.2 CNT-based solid-state thermionic cooler 

We consider a mesoscopic TI cooler composed of three (10, 0) single-walled carbon nanotubes 

(SWCNTs) connected head-to-tail via Van der Waals interactions (Fig. 4.1A). While interfacial 

band offsets are used for energy filtering in epitaxial heterostructure TI coolers13,14, here we use 

energy-dependent electron transmission functions18 to account for transport across intertube 

junctions in the SWCNT TI cooler.  
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                                     A 

 
 

                                     B 

 

 
Figure 4.1 | CNT thermionic cooler. (A) Schematic of mesoscopic TI cooler structure consisting of three 
SWCNTs connected head-to-tail. (B) Evolution of carrier energy profile where the initial quasi-Fermi-
Dirac (quasi-FD) distribution is filtered by the cathode-barrier junction, and the transmitted non-equilibrium 
distribution relaxes back to quasi-FD by scattering. 
 
For computational convenience, we introduce Tprob(E), which is the relative probability of an 

electron with energy E to cross the junction. This probability distribution is calculated by 

normalizing the VDW-bonded intertube junction transmission function Tjun(E) (Fig. 4.2A) by the 

transmission function TCNT(E) of a covalently-bonded intertube contact (essentially a continuous 

SWCNT); the latter quantifies the number of conducting channels at a given energy19,20 (Fig. 4.2B). 

Tjun(E) for a contact between two (10, 0) SWCNTs is extracted from Ref. 18, and Tprob(E) is 

normalized such that charge balance is maintained before and after transmission across the 

intertube junction. We note that Tprob(E) gives the probability for an electron of a given energy to 

cross the junction relative to the probability of an electron with a different energy to cross the 

junction. Therefore, it can be used to calculate the shape of the carrier energy distribution that 

enters the barrier tube. 
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Figure 4.2 | Transmission function at intertube contacts. (A) Transmission for a VDW-bonded junction 
formed by two (10, 0) SWCNTs, (B) Transmission function for a perfect and pure (10, 0) SWCNT, (C) 
Normalized transmission probability of a junction between two (10, 0) SWCNTs. 

 

As shown in Fig. 4.2C, the transmission probability Tprob(E) shows several “steps” between 0.5 

and 1.0 eV; placing the chemical potential near such steps could increase the asymmetry of the 

transmitted carrier energy distribution and hence the cooling capacity/energy conversion 

efficiency. Therefore, (10,0) n-type semiconductor SWCNTs with a chemical potential (0.70 eV) 

placed approximately one kbT (T being the room temperature) below the step at 0.73 eV are chosen 

for MC simulation.  

 

4.3 Calculation of the energy relaxation length for hot carriers 

A Monte Carlo (MC) technique is implemented in the middle SWCNT (“barrier tube”) to study 

the relaxation of transmitted hot electrons in this region. Scattering by acoustic and optical phonons 

(both emission and absorption) is considered; Pauli blocking is also taken into account by adding 

the Fermi occupation factor “1- f0” (f0 is the Fermi function) when calculating the scattering matrix, 

to ensure that the final state after scattering is available21. All calculations are performed at room 

temperature, and effects such as electron-electron scattering that are dominant at low 

temperatures22 are neglected. Relevant SWCNT parameters and expressions for scattering rates 

are taken from prior work21,23. During simulation, the energies, momenta, and positions of 

electrons are calculated after each time step, and their energy-dependent scattering rates are 



69 

subsequently updated. This process is iterated until the carrier energy distribution returns to a 

quasi-Fermi-Dirac distribution in the barrier tube; for distances greater than this position, electrons 

deposit an amount of energy into the lattice equal to that which they gain from the external electric 

field. The transport of hot electrons is studied under different biases. We note that under low field 

conditions19 (ε < 20 mV/μm), the electron mean free path (MFP) in SWCNTs has been found to 

be exceptionally long15 (~1.6μm), which is beneficial for TI power generation/refrigeration 

applications.  

 

After hot electrons are transmitted into the barrier SWCNT, they deposit heat through inelastic 

electron-phonon scattering. The net heat dissipated (transferred) from electrons to phonons as a 

function of distance traveled in the barrier tube is shown in Fig. 4.3. The distance at which heat 

dissipation becomes constant is the energy relaxation length (λE). 

 

 
Figure 4.3 | Electron-phonon energy exchange in the barrier tube for three applied electric fields. 

 

We find λE to be approximately 8 μm, which is nearly 5 times the MFP. This λE/MFP ratio is 

similar to that of typical III-V materials (for instance, hot electrons in doped InGaAs under room 

temperature have a MFP16 of 44 nm while the energy relaxation length24 is ~150 nm). The value 

for λE is also consistent with the typical relaxation time for photo-excited electrons in 

semiconducting SWCNTs of a similar diameter25 multiplied by the Fermi velocity19 (10ps × 106 

m/s = 10 μm).   
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A quantity closely related to heat dissipation is the average electron energy Eav in the barrier tube, 

which undergoes a sharp increase due to junction filtering (i.e., hot electrons are more likely to be 

transmitted than cold electrons). The subsequent relaxation of Eav (Fig. 4) due to electron-phonon 

scattering has been studied under three applied electric fields: 10 mV/μm, 20 mV/μm and 30 

mV/μm (high-field). Interestingly, we observe that under low fields, Eav decays more slowly as 

the field strength increases. In this low-field regime where ballistic/quasi-ballistic transport 

dominates, electrons travel greater distances (since drift velocity positively correlates with strength 

of external ε-field) before they attain enough energy to scatter with optical phonons. In contrast, 

once the bias exceeds a threshold value (~20 mV/μm for a semiconducting SWCNT19), transport 

enters the high-field regime in which transmitted electrons immediately gain sufficient energy to 

couple strongly with optical phonons, their scattering with which is inelastic. This leads to Eav in 

the high-field regime (30 mV/μm) decaying more rapidly than at 20 mV/μm. 

 

 
Figure 4.4 | Change in the mean carrier energy. The left y-axis shows the evolution of electron mean 
energy in the barrier layer normalized by electron energy prior to reaching the cathode junction as a function 
of distance traveled in the barrier tube. It can be seen that Eav decays more rapidly when transport regime 
transitions from low-field to high-field. The right y-axis represents the temperature profile (normalized by 
the cathode temperature) along the barrier tube with ε = 20 mV/μm.  
 

Equally important to the electrical transport is the temperature distribution along the barrier tube, 

which can be obtained by tracking electron-phonon energy exchange. Since this energy exchange 

is essentially a heat source for phonons, the lattice temperature along the barrier tube (Fig.4.4) can 

be found by integrating this term over the entire barrier region (Eqn. 3.5) with suitable boundary 

conditions24(heat sink at the anode with Tanode = 300K). Because low-field transport is most 
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relevant to thermionic applications, ε = 20 mV/μm is chosen for subsequent calculations. In this 

case, Fourier’s law of heat diffusion applies, as hot phonon effects are negligible24: 

                                                                                                               

  

 

           
(4.1) 

 

Energy filtering at the SWCNT junction is clearly visible in Fig. 4 as a sharp increase of 0.115 eV 

in Eav relative to its value in the cathode tube at the cathode-barrier junction (which is set to zero). 

The effective Seebeck coefficient (Seff) of a TI cooler associated with such a carrier average energy 

enhancement can be estimated as24:   

                                                                                                                   

  

 

           
(4.2) 

 

where T represents the temperature in the barrier tube at the cathode-barrier junction. Our 

simulation therefore predicts that a highly asymmetric electron energy distribution due to junction 

filtering could significantly enhance the Seebeck coefficient beyond even the value of ~180 μV/K 

measured experimentally for oxygen-doped SWCNT mats26. 

 

In addition to large Seff that promotes significant TI cooling power, long energy relaxation length 

is also critical for suppressing parasitic reverse heat current. As electrons traverse the barrier tube 

quasi-ballistically, they deposit heat via phonon emission and eventually establish a reverse 

temperature gradient from anode to cathode. This parasitic heat leakage is conducted back to the 

cathode, reducing the cooling efficiency. As λE increases, the optimal barrier tube length for 

maximized TI efficiency also grows (as shown in the calculation of cooling capacity QTI  below), 

resulting in greater thermal resistance for this reverse heat conduction.  

 

4.4 Cooling capacity of the TI cooler 

To calculate the cooling capacity of the device, an energy balance in the barrier tube is invoked13: 
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(4.3) 

 

where I, κ and L are the current density, thermal conductivity, and barrier tube length, respectively. 

The calculation of current density includes contributions from both electron thermionic emission 

and drift-diffusion13. The SWCNT thermal conductivity is length-dependent and has previously 

been both calculated27 and measured28,29. The electronic contribution to thermal conductivity is 

neglected as it is secondary to the phononic contribution in the chosen semiconducting SWCNT19.  

 

The three terms on the right-hand side of Eq. 3.7 represent TI cooling at the cathode junction, Joule 

heating (QJoule) for non-equilibrium electrical transport, and reverse heat conduction (Qcond) from 

anode to cathode, respectively. Since TI cooling is the only term that scales linearly with current 

density, by moving the last two terms to the left-hand side of Eqn. 3.3 and plotting the sum against 

I (Fig. 4.5), we can extract Seff from the slope of the curve. Seff of 366 μV/K in the ballistic 

thermionic limit and 37 μV/K in the diffusive thermoelectric limit are obtained (inset of Fig. 4.5). 

The ballistic Seff  agrees well with the estimate derived in Eq. 2, while the diffusive Seff matches 

closely with the Seebeck coefficient predicted for an infinitely long SWCNT with a chemical 

potential of 0.7 eV (~42 μV/K). 

 
Figure 4.5 | The sum of cooling capacity, reverse heat load, and Joule heating as a function of current 
density. The slopes of the curves scale linearly with effective Seebeck coefficient. The inset shows the 
effective Seebeck coefficient as a function of barrier tube length. 
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The only remaining unknown parameter in Eq. 3.7 is the barrier tube length (L), a parameter that 

must be optimized to maximize cooling power. To this end, QTI is plotted versus L (Fig. 4.6). A 

constant electric field has been assumed for all barrier tube lengths and the length-dependent 

thermal conductivity of (10, 0) SWCNTs is adopted from ref. 27. Eq. 3.7 suggests that the total 

cooling capacity depends heavily on the interplay between Joule heating and reverse heat 

conduction, since both depend on L. As L increases, so does Joule heating, since more hot electrons 

travel a distance sufficient for energy relaxation. This can be seen in the expression for Joule 

heating in Eq. 3.7. On the other hand, as L decreases, the enhancement in reverse temperature 

gradient overwhelms the reduction in κ (as κ of the chosen SWCNT drops as L lessens), leading 

to an overall increase in reverse heat conduction. As a result, we expect to find a minimum for the 

sum of the two at an intermediate barrier tube length.  

 

 
Figure 4.6 | Cooling capacity, reverse heat load, Joule heating, and total heat load as a function of barrier 
thickness. A minimum in total heat load and maximum in cooling capacity both occur at L ~ 8μm. 
 

A minimum in total heat load is achieved at L ~ λE, which also corresponds to maximum cooling 

capacity. This highlights the important role that a long energy relaxation length plays in 

suppressing reverse heat conduction. We note that the SWCNT cross-sectional area is calculated 

using an annular shell with an outer diameter equal to the SWCNT diameter and shell width equal 

to the inter-graphene layer distance in graphite19 (3.4 Å). The resultant QTI is higher than that of 

conventional solid-state heterostructure TI coolers14,24, suggesting that SWCNT-based devices 

show promise for TI cooling applications.   
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4.5 Discussion and Summary 

In summary, we have investigated thermionic energy filtering at SWCNT intertube junctions and 

find it to be effective at filtering low energy carriers, providing an elevated electron energy profile 

(ΔEav = 0.115eV). The energy relaxation length for hot electrons is obtained via MC simulation 

and found to be quite long (~8 μm), making such SWCNTs promising for TI cooling and energy 

conversion applications. The optimal barrier thickness for a SWCNT TI cooler is found to be 

similar to the energy relaxation length, and our calculations suggest that its cooling capacity can 

be significant. In order to obtain a practical total cooling power, it could be promising to use 

vertically aligned SWCNTs assembled in parallel (given recent advancements in synthesizing 

high-quality vertical SWCNT bundles30) or SWCNT networks31 to scale up the cross-sectional 

area.  
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Chapter 5 

Thermal Management at the Package Level –  

Electrostatically Extended Polymer with High Thermal Conductivity 
Science Advances 3, 1700342 (2017) 

 

5.1 Introduction 

The rising thermal challenge in high-power electronic and optoelectronic devices provides a strong 

incentive to develop novel E&O packages and heatsinks, from the fundamental material level all 

the way up to packaging architecture. In this part of the thesis we present a study that showcases a 

new route to enhancing the thermal conductivity of amorphous polymers, making it a promising 

candidate for novel thermal management materials.  

 

As we have established in Chapter 1, effective thermal management in applications such as 

batteries, automobile cooling systems and high-power density electronic devices where heat 

accumulation can have deleterious effects is critically important to ensure system performance and 

reliability and enhance lifetime. Despite their poor thermal conductivity (κ), various advantages 

including light weight, low cost and easy processability make polymers the material of choice for 

several heat intensive applications like electronic chip encapsulation, cellphone casing, LED 

housing, etc. These existing applications along with emerging technologies such as flexible 

electronics, for which the requirements on flexibility and light weight simply cannot be met by 

most conventional thermal management materials (metals and ceramics), put greater technological 

incentives on developing thermally conductive polymers.  

 

Blending with high- κ fillers such as metal or ceramic particles, carbon nanotubes (CNTs), or 

graphene flakes is the most commonly used method to enhance polymers’ thermal conductivity1. 

However, the large volume fraction of fillers required to achieve appreciable enhancement in κ 

often leads to undesired optical or electrical properties, increased weight, high cost 
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(e.g., CNT: ~$1000/kg vs. PMMA: ~$2/kg), or loss of the easy processability generally associated 

with polymers.

 

In contrast to low κ in bulk samples, constituent individual polymer chains are believed to have 

very large κ. The thermal conductivity of a single polymer chain, in which the elastic disorder2 

between intra-chain covalent and inter-chain van der Waals bonds is absent, was calculated to be 

as large as few hundreds of Wm-1K-1.4 Ultra-drawn crystalline nano-fibers with aligned polymer 

chains were measured to have κ over 100 Wm-1K-1 in the alignment direction4. The large thermal 

conductivities of single or few-chain fibers can be retained in amorphous polymers in the direction 

of chain orientation5,6 along which heat propagation occurs predominantly through intra-chain 

transport. Singh et al. reported a significant increase in κ in amorphous polythiophene fabricated 

via a nanotemplate-assisted electrochemical method that allows polythiophene chains to be 

oriented in the vertical direction7. Thermal conductivity up to 2 Wm-1K-1 has been similarly 

reported for covalently grafted poly(3-methyl thiophene) brushes. Covalent grafting led to 

enhanced chain alignment as well as reduction in energetic and positional disorder in such surface-

grafted films8. These high thermal conductivities reported in polymers with extended chain 

conformation stand in contrast to surface-grown polymer brushes9 and polymer films under high 

pressure10, in which the coiled conformation of polymer chains likely remained and enhancement 

in κ was found to be relatively moderate. However, these approaches either limit the orientation 

of chain extension to a certain direction or pose challenges in terms of scaling-up the nanoscale 

films for practical applications. Therefore, it’s desirable to achieve high κ in both in- and out-of-

plane directions in bulk amorphous polymers using common fabrication processes. 

 

While the mechanisms of thermal transport in amorphous materials continue to be studied10-13, it 

is generally believed that the thermal conductivity in bulk amorphous polymers (a class of 

disordered solids) is inhibited by: a) highly coiled and entangled intra-chain structure, b) loose 

chain packing with voids that dampen the speed at which vibrations propagate, and c) weak non-

bonding inter-chain interactions (e.g., van der Waals, dipole-dipole)14. In this work, we 

demonstrate an unexplored molecular engineering route that attack these three bottlenecks 

simultaneously. By employing the coulombic repulsive forces between ionized pendant groups on 

the backbone of polyelectrolytes to “stretch” the main chain at the molecular level, we achieve 

significant enhancements of thermal conductivity in amorphous polymer with randomly oriented 
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yet superiorly packed extended polymer chains and strong ionic inter-chain interactions (Fig. 

5.1A). Moreover, the favorable conformation change is accomplished in a thermodynamically 

driven process, making it amenable for scale-up.  

 

5.2 Experimental design 

The objective of this study was to recognize the structural bottlenecks to high thermal 

conductivities in amorphous polymers, and design and develop a polymeric material to address 

them. Two water soluble polymers with and without ionizable pendant groups were chosen to 

compare and contrast the effects of polymer ionization on their thermal transport properties. 

Material evaluation involved thermal conductivity measurement on spin-cast thin films and 

materials characterization in terms of degree of polymer ionization, viscosity, film density and 

elastic modulus. The materials properties were correlated with the measured thermal conductivity 

of the polymers.  Morphological and theoretical analyses were done to rule out any extraneous 

contribution to measured high thermal conductivities. Additional salt composite films and thick 

films were fabricated to highlight the efficacy of the reported molecular design strategy to achieve 

high thermal conductivities in amorphous polymer films. 

 

To test our idea, we used a weak polyelectrolyte, polyacrylic acid (PAA, atactic), made up of a C-

C backbone with a carboxylic acid (-COOH) group at alternate carbon atoms that can be ionized 

to a carboxylate (-COO-) by addition of a base, i.e., with increase of the polymer solution pH. The 

close proximity of the densely packed ionizable groups to the polymer main chain allows the effect 

of electrostatic repulsion between them to easily translate to the backbone, resulting in chain 

extension with increasing ionization. As a negative control, a water soluble polymer, poly(N-vinyl 

pyrrolidone) (PVP, atactic), without an ionizable pendant group, was employed. To fabricate thin 

films for thermal conductivity measurement, the polymer was dissolved in de-ionized (DI) water, 

and the pH of the solution was adjusted to the desired value by addition of 1M hydrochloric acid 

(HCl) or 1M sodium hydroxide (NaOH) solution. The final polymer concentrations were 0.5 wt.% 

and 1 wt.% for PAA and PVP, respectively. Polymer solutions were then spin-cast on a Si wafer 

with a ~100 nm oxide layer and annealed to obtain smooth films with thickness in the range of 10-

35 nm. Cross-plane thermal conductivities of the polymer films were measured by a differential 

3ω method, which is a standard technique for such measurements in films with thicknesses as 

small as few nanometers15,16. As shown in Fig. 5.1B, the thermal conductivity of PAA increased 
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from 0.34 ± 0.04 Wm-1K-1 at pH 1 when the PAA chains are completely unionized to 1.17 ± 0.19 

Wm-1K-1 at pH 12 when the PAA chains are predominantly ionized (>90%, vide infra). The 

thermal conductivity of PVP, however, measured ~0.2 Wm-1K-1 across the entire pH range, 

consistent with its non-electrolyte nature. 
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Figure 5.1 | High thermal conductivity in polyelectrolyte thin films via controlled ionization. (A) 
Illustrations of chain conformation and packing in spin-cast polymer films: coiled unionized 
polyelectrolyte (left) and extended ionized polyelectrolyte (right). The zoomed in images show chain 
confirmation at the molecular level. (B) Cross-plane thermal conductivity of a weak polyelectrolyte, 
PAA (MW 100kDa), and a non-ionizable water soluble polymer, PVP (MW 40kDa) thin films spin-cast 
from polymer solutions of different pH. Error bars were calculated based on uncertainties in film 
thickness, temperature coefficient of electrical resistance for the heater, and heater width. Chemical 
structures of the polymers and ionization reaction for PAA are also shown. (C) Fourier transform 
infrared (FTIR) spectra of PAA films spin-cast from solution of different pH. (D) Fraction of ionized 
carboxylic acid groups (α) as a function of solution pH: calculated from the FTIR spectra and by applying 
charge balance on PAA solutions. 
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5.3 Sample preparation, thermal conductivity measurement, and polymer characterization  

To prepare samples for 3ω measurement, a part of the spin-coated or blade-coated film was 

removed using a steel blade, and the cleared area was further cleaned by a cotton swab dipped in 

water and ethanol to give a clean polymer-free reference region. Thin heater lines were deposited 

using a shadow mask (50 μm) and electron beam deposition (5 nm Ti / 200 nm Au) on both sample 

and reference region. To test the potential dependence of measured thermal conductivity on 

ambient humidity, a second series of spin-coated samples also included a 50 nm thick alumina 

capping layer that was sputter-coated on the polymer layer before the metal heater lines were 

deposited. Error analyses for 3ω data are described in later subsections in this Chapter (5.8). The 

film thicknesses of spin-cast films were measured by ellipsometry (Woollam M-2000DI 

Ellipsometer) and profilometry (Dektak XT Surface Profilometer). Only the latter was used for the 

blade-coated films because of their increased surface roughness.  

 

Fourier transform infrared (FTIR) spectroscopy was used to confirm and quantify the extent of 

ionization of PAA. Figure 5.1C shows the FTIR spectra of PAA films spin-cast from solutions of 

different pH. The decrease in intensity of the carbonyl (–C=O) stretching band (1680-1730 cm-1) 

of the carboxylic acid (-COOH) group with pH and concomitant increase in the intensity of the 

asymmetric carboxylate (-COO-) stretching band (1556-1594 cm-1) indicate ionization of the PAA 

chains17. The degree of ionization (α) of PAA as a function of solution pH (Fig. 5.1D), calculated 

from the areal ratio of peaks corresponding to ionized and unionized acidic groups fitted assuming 

Gaussian distributions and the same extinction coefficient for the two bands18, matches with 

previously reported trends17. A theoretical charge balance calculation for the PAA solution yielded 

similar values for α confirming that PAA retains its ionization in the thin film. The FTIR spectra 

of PVP at different values of pH are nearly identical, consistent with its non-electrolyte nature.  

(Fig. 5.2A). 
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We further measured viscosities of PAA solutions at different pH, and porosities and elastic moduli 

of PAA thin films fabricated from solutions at different pH to quantify the three ionization-induced 

effects, viz., polymer chain extension19, chain packing19 and chain stiffening20, respectively. As 

shown in Fig. 5.3A, the relative viscosity, ηr (= ηpolymer / ηwater, ηwater = 10-3 Pa.s), increases with 

solution pH, indicating that coulombic repulsion between ionized carboxylic acid groups stretches 

out the PAA chains, resulting in an extended morphology and hence increased solution viscosity21. 

Under the same spin-casting conditions, the trend in film thickness (df) matches well with that of 

solution viscosity, suggesting that the extended conformations of PAA chains in solution are likely 

preserved in the thin films. We note that it is likely that upon spin-casting the Na+ ions condense 

close to the negatively-charged carboxylate pendant groups of PAA to maintain charge neutrality, 

reducing the degree of chain extension in the thin films. However, a previous AFM study on spin-

cast samples of a brush polymer with grafted PAA side chains demonstrated systematic extension 

in chain morphology as pH increased22, corroborating our assertion that at least some level of chain 

extension is preserved in the solid-state films. In contrast, the viscosities of PVP solutions as well 

as the film thicknesses for spin-cast PVP samples remained unchanged across the pH range as 

expected (Fig. 5.2B). 

 

A B

Figure 5.2 | Characterization of PVP films and solutions. (A) FTIR spectra of spin-cast PVP films as a 
function of pH. (B) Relative viscosities of 8wt.% aqueous solutions of PVP and film thicknesses for the 
spin-cast samples shown in Fig. 3.1B. Consistent with its non-electrolyte nature, FTIR spectra at 
different pH are nearly unchanged for PVP. Viscosities and film thicknesses remain unchanged across 
the entire pH range as well. 
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Since polymer density in confined films is known to differ from the bulk value and depends on the 

film thickness23, we used Positronium annihilation lifetime spectroscopy (PALS)24 to assess the 

change in density of PAA films with pH in order to clarify the potential density-related 

contributions to thermal conductivity. PALS data (Fig. 5.3B) shows a linear decrease in PAA film 

porosity with pH, which can be explained by better chain packing in the spin-cast thin films 

afforded by extended ionized chains. The measured ~33% drop in film porosity from pH 4 to pH 

12 was consistent with the trend of ionization-dependent bulk density for partially ionized PAA24. 

Due to the inherent difficulty of performing nano-indentation26,27 on nano-scale spin-cast films, 

micrometer-thick blade-coated PAA (MW 450kDa, atactic) films28 were used for elastic modulus 

(E) measurement. As shown in Fig. 5.3C, elastic modulus increased with pH, i.e., with ionization 

of PAA chains. A similar chain stiffening effect caused by reduced chain segmental mobility due 

to strong ionic interactions between the negatively charged polymer chains and the surrounding 

positive cationic coordination sphere29 is generally attributed for the large increase in glass 

transition temperature (Tg) of PAA with ionization30. 
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Figure 5.3 | Effects of PAA ionization and their contributions towards enhancement in κ. (A) Relative 
viscosity, ηr (= ηpolymer/ηwater, ηwater = 10-3 Pa.s), of a 2 wt.% solution of PAA, and film thickness, df, of 
spin-cast samples (from 0.5wt.% solution) as a function of pH. (B) Positronium annihilation lifetime 
spectroscopy data for PAA films at different pH. The change in the product of positronium (Ps) intensity 
(I, %) and pore volume (V, in nm3) represents the change in film porosity. Error bars were estimated 
based on the errors from fitting I and V plus an estimate of the error in the positron transmission 
correction. (C) Elastic modulus of blade-coated PAA (MW 450kDa) films measured by nano-
indentation. The error bar shows standard deviation of measurements at four different points on the 
film. (D) Contributions from ionization effects shown in A-C towards enhancement in thermal 
conductivity of spin-cast PAA films. κ at different pH is noted above the bars. (E) Thermal conductivities 
of solvent vapor-annealed PAA films compared to those of as-made samples. PAA films were solvent-
vapor annealed at 90oC for 30 minutes followed by annealing at 100oC for 15 minutes. 
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Furthermore, grazing-incidence x-ray diffraction measurements carried out on spin-cast PAA 

films did not show any sign of polymer crystallinity (Fig. 5.4) thereby ruling out any crystallinity-

related contribution to the measured thermal conductivity. A broad diffused peak (known as the 

amorphous halo) has been seen for all samples, which is characteristic of amorphous polymers 

including PAA31 and PAA salts32. 

 

 

 

5.4 Film morphology and contributions from NaOH inclusions  

In order to rule out the possible contributions of NaOH crystals that could potentially act as high-

κ fillers to measured thermal conductivity, we calculated the maximum possible volume fraction 

of NaOH crystals (VNaOH) in the resulting polymer films. Such NaOH crystals formed from residual 

Na+ and OH- ions in the polymer solution could act as high-κ fillers and contribute to thermal 

conductivity enhancement. However, based on the known amount of PAA and NaOH added in the 

polymer solutions at various pH, the calculated VNaOH was found to be negligible (VNaOH ~1.65% 

for the highest pH 12 sample) except for an additional sample (not shown in the data of Fig. 5.1B) 

for which excess NaOH was added specifically to probe the potential contribution of NaOH 

crystals (shown in Figs. 5.5A and 5.5B). While crystals were not observed in the samples except 

Figure 5.4 | Grazing-incidence x-ray diffraction spectra of PAA films at different pH. The broad diffused 
peak from ~15o-30o, called amorphous halo, is characteristic of amorphous polymers including PAA31 and 
PAA salts32. 
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for the one with excess NaOH, a Maxwell model was nevertheless used to predict the thermal 

conductivities that would be expected if the NaOH crystals were homogeneously distributed within 

the film as nano-sized spherical fillers33, for comparison with values measured for chain-extended 

PAA films. A volumetric percolation threshold equal to 25% is required for appreciable κ 

enhancement in such composites; this is not reached even for the highest pH PAA film (pH 12; 

VNaOH = 1.65%). The fact that the measured PAA thermal conductivities are significantly greater 

than Maxwell-predicted values (Fig. 5.5C) indicates that κ enhancement due to ionization-induced 

effects dominates over the possible contributions of high-κ fillers over the range of pH selected.  

 

 

A

B C

Percolation threshold (25%)

Figure 5.5 | Tapping-mode AFM and SEM analyses of PAA films. (A) Tapping-mode topography (top) 
and phase (bottom) images (2 μm x 2 μm) of PAA films spin-cast from solutions of different pH. AFM 
images have been shifted to zero mean values (i.e.” flattened”) for illustration purposes. Nano-sized 
NaOH crystals are only visible in sample with excess amount of NaOH added to the PAA solution. (B) 
SEM images of the same films analyzed by AFM. NaOH crystals can be seen only when excess NaOH is 
added, consistent with the AFM data. (C) Measured thermal conductivities, κspin-cast, for spin-cast films 
greatly exceeds the Maxwell-model predicted values, indicating enhancement is not primarily due to 
a high-κ filler effect.  
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Tapping-mode atomic force microscopy (AFM) and scanning electron microscopy (SEM) 

analyses of the PAA films further corroborate the theoretical calculation of VNaOH. As can be seen 

in Fig. 5.5A, AFM topography images show a smooth featureless film surface morphology for 

values of pH up to 12. Small spherical NaOH crystals can be seen in the thin film spin-cast from 

polymer solution with excess NaOH added. SEM images were used to confirm surface 

morphology as well as investigate the potential presence of NaOH crystals buried within the film 

(Fig. 5.5B). We did not observe any sign of NaOH crystals except for the sample with excess 

NaOH added, which is consistent with the AFM topography images.  

 

To investigate whether preferential crystallization of NaOH occurs in the polymer film beneath 

the gold heater lines (i.e., metal-polymer interface) due to heterogeneous nucleation34, focused ion 

beam (FIB)-assisted SEM (FEI Nova Nanolab 200 FIB/SEM) was used to image the cross-section 

of a pH 10 sample beneath the gold heater line (Fig. 5.6). Focused ion beam (FIB) was used to 

etch out a 20 μm long and 10 μm deep indentation (Fig. 5.6, left panel) on a heater line, exposing 

a sharp cross-section centered around the boundary between sample and reference region 

comprising two Pt protective layers, 200nm thick gold heater line covered with a thin sputter-

coated gold layer for SEM imaging, PAA film, SiO2 layer and Si substrate (Fig. 5.6, center panel). 

From Fig. 5.6 (right panel), small grains (~10nm) of the Pt layer are clearly observed, indicating a 

SEM resolution that is sufficient to characterize features on similar length scale. However, we did 

not observe any sign of NaOH crystals buried beneath the heater line. 
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5.5 Factors contributing to enhanced κ  

To deconvolute the contributions to measured κ from the three ionization induced effects, we 

employed the minimum thermal conductivity model (MTCM)10,35 which describes thermal 

transport in amorphous and highly disordered materials. According to this model, κ scales with 

atomic density (ρatom) as 𝜌:;<=
0/? , which has been approximated with mass density (ρ) here, and 

linearly with sound velocity which further depends on elastic modulus as E1/2. Since the film 

density cannot be directly calculated from the PALS data, we interpolated densities at different 

degrees of ionization based on the bulk densities reported in ref. 24. Assuming that film density 

scales linearly with bulk density, a ~20% higher bulk density at pH 12 (α = 92.5%) compared to 

pH 1 (α = 0%) suggests a relatively small (~3%) density-related contribution to the enhanced κ. 

The modulus-related contribution to the measured κ was calculated to be ~37%. Based only on 

density- and modulus-related contributions to κ, the thermal conductivity at pH 12 is predicted to 

be ~0.47 Wm-1K-1, a 40% enhancement in κ over that of pH 1 (κ = 0.34 Wm-1K-1) that is 

substantially smaller than the ~250% enhancement measured. Fig. 5.3D shows the various 

contributions to measured κ for each pH calculated by taking κ for pH 1 as the baseline. Clearly, 

the MTCM, which is based on vibrational states that are neither fully localized nor propagating 

(diffusons), doesn’t entirely capture the enhancement in κ measured in this system. We speculate 

that the extended and stiffened PAA chains may result in increased diffusion lengths for diffusons. 

Since long-range propagating modes have been previously shown to exist in disordered solids like 

Figure 5.6 | Cross-section view of a pH 10 PAA film under the Au heater lines. Focused ion beams 
(FIB) were used to etch an indentation on a heater line at the edge of sample and reference region (left 
panel). Polymer film, Au heater line, deposited Au layer for SEM imaging and protective Pt layers can 
be seen in the cross-sectional view (center panel). Zoomed in image of the sample cross-section 
doesn’t show any embedded NaOH crystals in the film (marked by red arrows) beneath the Au heater 
lines (right panel). 
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amorphous Si13,36, it is also possible that a small population of “propagons” exists in the chain-

extended PAA. However, further studies are necessary to understand the detailed heat transport 

mechanisms in these extended systems. We note that a prior work37 has examined the thermal 

conductivity of ionically-crosslinked polymer salt with κ reaching 0.67 Wm-1K-1; we thus attribute 

the additional κ enhancements shown in this study to the added chain extension effect in NaOH-

treated PAA, which gives rise to a greater persistence length and larger effective rigidity of the 

polymer chains20. It is likely that the predominant vibrational transfer of heat along the covalently 

bonded polymer backbone afforded by the extended and stiffened chain morphology as well as 

enhanced interchain conductance due to stronger ionic bonds result in the substantial increment in 

κ. The measured increases in κ are consistent with a recent computational study that predicts large 

enhancements in κ with increasing persistence length in amorphous polyethylene38.  To further 

confirm the contributions of extended chain morphology of the ionized PAA chains to measured 

thermal conductivity, we performed solvent vapor annealing (SVA) on spin-cast PAA films. 

Absorption of solvent vapors during SVA increases chain mobility resulting in morphological 

equilibration of the polymer chains that had been kinetically frozen39,40. As shown in Fig. 5.3E, 

the differences in thermal conductivity between “as-made” and “solvent-annealed” samples are 

within experimental uncertainties for low pH samples, indicating that any disruption of ionic and 

H-bond interactions due to solvent annealing doesn’t change κ significantly. However, for pH 10 

and 12 samples much lower thermal conductivities were measured for solvent-annealed samples, 

which can be explained by the coiling up (i.e., relaxation) of PAA chains during the solvent-

annealing process. At pH 12 specifically, thermal conductivity dropped by as much as ~32%. This 

signifies that kinetically frozen extended PAA chains are partially responsible for high thermal 

conductivities measured in the spin-cast films.  

 

5.6 Comparison with composites 

We compared the thermal conductivities of chain-extended PAA films with those of two types of 

composite films, PAA/NaCl and PVP/NaOH, composed of mutually unreactive polymer-salt 

mixtures. We assume that the salt added in these samples is proportionally retained in the thin film 

upon spin-casting from the polymer-salt solution and acts as a high-κ filler. As shown in Fig. 5.7A, 

salt fillers have miniscule effect on composite thermal conductivities till ~20% filler volume 

fraction. This signifies that extended chain morphology may be more effective at transferring heat 
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than composite strategies, where large thermal resistances may exist at filler-filler and filler-

polymer interfaces.  

 

 

 

5.7 Micrometer-thick amorphous films 

As a demonstration of the applicability and potential for scale-up of chain-extended PAA, we 

fabricated ~1.5-4.5 μm thick PAA (MW ~450kDa, atactic) films by blade-coating28, which is a 

method representative of the large-scale roll-to-roll processing. The average κ measured for chain-

extended samples (pH 7-12) was ~0.59 Wm-1K-1, which is nearly 80% enhancement over the 

average κ (~0.33 Wm-1K-1) measured for the coiled-chain pH 1 samples (Fig. 5.7B). The lower κ 

in the blade-coated samples likely results from the thermodynamic nature of the blade-coating 

method. While spin-casting freezes the polymer chains in a thermodynamically high energy state 

upon rapid solvent evaporation, slow evaporation during blade-coating allows the chains to relax 

into a more thermodynamically favorable coiled-up morphology, which is consistent with the 

decline in κ observed for the spin-cast films subjected to solvent vapor annealing. The highest κ 

(0.62 ± 0.02 Wm-1K-1) measured among the thick films is more than 50% larger than the κ (~0.4 

Wm-1K-1) achieved in un-stretched ultra-high MW semi-crystalline (crystallinity ~15%) 

A B

Figure 5.7 | Comparison of thermal conductivities of chain extended PAA and polymer-salt composites. 
(A) Thermal conductivity of thin films of water soluble polymers with added inorganic salts. Chain 
extended PAA refers to PAA films spin-cast from solutions at different pH. Salts added in PAA/NaCl and 
PVP/NaOH samples do not react with respective polymers and act as high-κ fillers. The inset shows data 
for chain-extended PAA with abscissa on log scale. (B) Thermal conductivity of thick PAA films blade-
coated from solutions at different pH. The color map shows film thickness in micrometers. The error in κ 
was less than 4% for all samples and has not been shown.  
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polyethylene (UHMWPE) films of comparable thickness41. The maximum value of VNaOH in such 

films was calculated to be only 1.64% (corresponding to pH 12).  

 

The measured thermal conductivities for these films at high pH (i.e., pH > 7) significantly exceed 

the Maxwell-predicted values (Fig. 5.8), ruling out any contribution to κ from NaOH crystals. 

Although directional shear force during blade-coating can potentially lead to some short-range 

ordering parallel to the substrate within the polymer films as has been previously reported for 

atactic PAA42,43, any such ordering in the in-plane direction would likely cause the in-plane κ (κx) 

to be even greater than the measured cross-plane κ (κz). We also note that no such short-range 

ordering is deemed possible in the spin-cast films due to the kinetic nature of film formation.  

 

 

 

 

 

 

 

 

 

 

 

Percolation threshold (25%)

Figure 5.8 | Comparison of thermal conductivities of blade-coated films with Maxwell model. 
Measured thermal conductivities, κblade-coated, for blade-coated films greatly exceeds the Maxwell-
model predicted values, indicating enhancement is not primarily due to a high-κ filler effect. 
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5.8 Error analysis for differential 3ω measurement 

In the standard sample configuration (middle panel of Fig. 5.9A), a lithography-fabricated shadow 

mask with precisely defined geometry (± 1 μm) was attached on a silicon substrate (thickness = 

500 μm) with 100 nm thermally-grown SiO2 for electrical insulation and spin-cast polymer film 

(on one half of the substrate) for heater line deposition. A 5 nm adhesion layer (Ti) was first 

deposited via electron beam evaporation (SJ-20 Evaporator, Denton Vacuum) followed by 200 nm 

of heater line material (Au). Since PAA is hygroscopic and the absorbed humidity could alter 

charge density along the backbone as well as disrupt various hydrogen-bonds within the thin film, 

an alternative sample configuration (right panel in Fig. 5.9A) with a 50 nm sputter-coated alumina 

capping layer (to block humidity) was also used for 3ω measurement. As the alumina capping 

layer was deposited on sample and reference regions simultaneously, the temperature rises across 

it were approximately equal in both regions, making errors caused by the thin Al2O3 layer 

negligible. We note that, in order to minimize sample degradation due to humidity, all PAA 

samples were kept under vacuum prior to 3ω measurements, and consequently values of κ 

measured from both configurations are consistent within sample-to-sample variations (Fig. 5.9C). 

 

A crucial assumption of the differential 3ω measurement is that the heater lines deposited in the 

sample and reference regions are identical. This is ensured by simultaneous deposition of closely-

placed heater lines (distance ~10 mm) in both regions using shadow masks with precise and 

consistent dimensions. Four identical heater lines (indexed “1”, “2”, “3”, “4”) are deposited on 

sample and reference regions respectively to facilitate cross-checking (i.e., obtain κ values from 

different combinations of heater lines in both regions). Good agreements between κ measured from 

various heater line combinations indicate minuscule variations among heater lines deposited using 

the same mask (Fig. 5.9B).  

 

For spin-cast films, an upper limit of heating frequency (f) equal to 442 Hz was chosen to satisfy 

the line source approximation adapted in the thermal model. This corresponds to a lower bound of 

thermal penetration depth (TPD) equal to 120 μm (TPD = (αsub/2ω)1/2, where αsub = 0.8 cm2s-1 is 

the thermal diffusivity of the silicon substrate and ω = 2πf (16, 46) that is much greater than heater 

line half-width (b = w/2 = 22.3 μm). Meanwhile, the lower limit of heating frequency was set at 

175 Hz, yielding an upper bound of TPD equal to 191 μm that is well below the substrate thickness 

(500 μm), validating the 1-dimensionalilty of heat transfer as well as semi-infinite substrate 
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approximation. As for the blade-coated samples with large thicknesses (df > 2 μm), a lower range 

of heating frequencies were selected. A prior work16 has examined the deviation from 1-D heat 

transfer due to lateral (in-plane) heat spreading, which can be sizable as df becomes comparable to 

heater line half width. Furthermore, it is possible that shear-force-induced short-range chain 

ordering in the blade-coating direction (in-plane)28 gives rise to a higher in-plane thermal 

conductivity (κx) than its cross-plane counterpart (κz), amplifying lateral heat spreading16. 

However, using an analytical model developed in Ref. 16, we find the error in κz due to lateral heat 

spreading can be largely mitigated (<1% deviation from κ calculated using a 2-D thermal model) 

by replacing heater line width with a corrected value of (w + 0.88df). In addition, a range of heating 

frequencies was selected for blade-coated PAA films such that it was low enough to enlarge 

TPD/df and further suppress lateral heat transfer, but at the same time high enough to constrain the 

TPD (~460 μm for the lowest heating frequency used) within the substrate thickness (Fig. 5.9F). 

As a check for semi-infinite substrate approximation, it is known that parasitic effect due to 

insufficient TPD appears as a deviation from linearity in ΔT vs. log(ω)16,44, which is not evident 

in our results (Fig. 5.9D and E). We note that in reality potential errors that usually stem from line 

source and 1-D heat transfer approximations can be largely mitigated by the differential nature of 

our experiment. Lastly, to check measurement accuracy, thermal conductivities of spin-cast 

poly(methyl methacrylate) (PMMA) and PAA (dissolved in DMF) were measured to be 0.21±0.02 

Wm-1K-1 and 0.35±0.03 Wm-1K-1, respectively, agreeing well with reported values obtained by 

time-domain thermal reflectance for films of similar thicknesses and produced under identical 

conditions34. 
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Figure 5.9 | Differential 3ω measurement of thermal conductivity (κ) (A) Cross-section (not drawn to 
scale) of sample geometry showing four identical heater lines (indexed “1”, “2”, “3”, “4”) deposited on 
both the sample and reference regions. Indices are the same for heater lines on both regions. 
Configuration 2 includes a 50 nm alumina capping layer to block humidity. (B) κ of pH=4 and 10 samples 
measured from different combinations of heater lines (for example, “κ11” represents κ measured using 
heater line “1” in both sample and reference regions) using both sample configurations. (C) Thermal 
conductivities of PAA as a function of solution pH measured from both configurations, showing good 
agreement of measured κ. (D) and (E) Temperature rise on sample (ΔTs) and reference (ΔTr) regions 
for spun-cast (D) and blade-coated films (E), the difference of which is the temperate rise across PAA 
films (ΔTf). (F) TPD versus heating frequencies (f). Several heating frequencies were chosen such that 
their corresponding TPDs were greater than 5 times the heater line half-width (5b=112 μm) but lower 
than the substrate thickness (500 μm), validating the semi-infinite substrate and 1-D heat transfer 
approximations adopted in the thermal model. 



96 

As mentioned in Chapter 2, the accuracy of differential 3ω technique depends primarily on heater 

lines and substrate conditions being identical in the sample and reference regions. While good 

agreement between values of κ measured from different heater line combinations indicates 

measurement robustness, several parameters (heater line width, temperature coefficient of 

resistance, film thickness and thermal boundary conductance) are subject to experimental 

uncertainties and their consequential errors are analyzed below.  

 

Heater line width, temperature coefficient of resistance and film thickness 

Widths (w) of forty heater lines measured by an optical microscope yielded a standard deviation 

(σSD, w) of 0.933% (Fig. 5.10A). Since σSD, w affects temperature rises in the sample and reference 

regions independently, it is magnified by the inverse of signal-to-noise ratio (ΔΤs2 + ΔΤr2)1/2/ΔΤf 

(46) so that a small variation in w may lead to an enlarged uncertainty in measured κ depending 

on the magnitude of (ΔΤs2 + ΔΤr2)1/2/ΔΤf. Therefore, σSD, w × (ΔΤs2 + ΔΤr2)1/2/ΔΤf was used for error 

calculation. TCRs of forty heater lines were measured previously in a cryogenic setup with a 

homemade LabVIEW data acquisition program. Since TCR varies for heater lines deposited using 

different deposition tools, the same e-beam evaporator has been used for all the experiments. 

σSD,TCR was found to be small (2.7%) and it is further minimized by the differential nature of our 

experiment.  

 

Thickness (df) of spin-cast PAA films was measured by ellipsometry (Woollam M-2000DI 

Ellipsometer) and surface profilometry (Dektak XT Surface Profilometer) while df of blade-coated 

films were measured using only the latter due to their greater film roughness. Ellipsometry is ideal 

for measuring the thicknesses of smooth films, typically yielding a measurement error within 5 Å; 

assuming a lower bound of df equal to 10 nm, we set the thickness error to be 5 % (5 Å/10 nm) for 

error calculation. During ellipsometry, the laser beam spot was focused on the same region where 

the heater lines were to be deposited later to ensure df and κ were measured in an overlapping 

region, thereby minimizing errors in κ caused by spatial variation within the film. Thicknesses of 

twenty PAA samples were cross-checked using Dektak surface profilometer. Prior to profilometry, 

thin grooves were made by scratching the polymer film with a steel blade (hardness: steel < SiO2) 

while keeping the SiO2 layer intact. Since Dektak stylus radius (12 μm) is smaller than the width 

of the steel blade (25 μm), it is able to measure the depth of the groove as the stylus sweeps across. 

As shown in Fig. 5.10B, Dektak-measured thicknesses (averaged over three positions along the 
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groove) match well with the ellipsometry-measured values, which is consistent with smooth 

sample morphology. For blade-coated samples, the thickness was measured in a way that the stylus 

moved from a point close to the heater line in the sample region to the reference region. The error 

caused by intrinsic height variation due to this translational movement (which is around 1 cm) was 

estimated to be 20 nm, which is negligible compared to the film thickness (>2 μm).   

 

 

 

Thermal boundary conductance 

It is well known that thermal boundary conductance (TBC) of polymer-inorganic interface could 

vary as the polymer film thickness becomes comparable to its radius of gyration, owing to polymer 

chain re-orientation near the substrate. Conceivably, ionization-induced chain extension could lead 

to better adhesion between polymer and substrate, thereby enhancing the measured effective 

thermal conductivities of PAA spin-cast from high pH solutions due to a larger PAA/SiO2 TBC. 

However, we found the enhancement in TBC, if any, insufficient to account for the measured high 

thermal conductivities. Assuming an actual PAA (100 kDa, pH = 10) thermal conductivity of  0.35 

Wm-1K-1 and a Ti/SiO2 TBC of 100 MWm-2K-1 in the reference region, a diverging TBC on either 

side of PAA yielded only a measured κeff equal to 0.424 Wm-1K-1, significantly lower than the 

Figure 5.10 | Widths measured for forty heater lines and film thicknesses measured for twenty spin-
cast PAA samples. (A) Small standard deviation in heater line width translates into a relatively small 
(though magnified by the inverse of signal-to-noise ratio) error in thermal conductivity measurement. (B) 
Good agreement was found between thicknesses measured using ellipsometry and surface profilometry 
for spin-cast films, underlying the smooth morphology of these films. 
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values measured for high pH samples (κ = 0.922 Wm-1K-1 for pH 10 sample, see Fig. 5.11A). 

Similarly, as shown in Fig. 5.11B, we calculated the minimum PAA conductivities (κmin) required 

to fit the measured values (κmeasured), assuming again an infinite TBC in the sample region and a 

Ti/SiO2 TBC of 100 MWm-2K-1 in the reference region. In addition, since errors due to variations 

in TBC become negligible in thick (>2 μm) blade-coated samples due to large thermal resistance, 

the six-time increase in κ of blade-coated pH=7 film (0.624 ± 0.021 Wm-1K-1) compared to that of 

a pH=1 film (0.114 ± 0.004 Wm-1K-1) suggests a prominent effect from chain ionization and its 

effects rather than TBC enhancement.  

 

 

 

 

 

 

 

 

 

 

Figure 5.11 | TBC analysis and minimum κ. (A) The true thermal conductivity of the PAA film a a 
function of sample region TBC, assuming an actual PAA (100,000, pH = 10) thermal conductivity of 0.35 
W m-1 K-1 and a Ti/SiO2 TBC of 100 MW m-2 K-1 in the reference region. (B) κmeasured (Configuration 2) and 
κmin versus pH. κmin is the minimum thermal conductivities PAA films need to have in order to fit the 
measured values, by assuming an infinite TBC in the sample region and a Ti/SiO2 TBC equal to 100 MWm-

2K-1 in the reference region. 
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5.9 Discussion and summary 

In summary, we have employed electrostatic repulsive forces to stretch the polyelectrolyte 

backbone at the molecular level, resulting in extended conformations, better packed chains and 

enhanced modulus, all of which contribute to significantly enhanced thermal conductivities.  For 

the spin-cast thin films, it is to be noted that centrifugal forces during spin-casting may cause 

polymer chains to be more expanded in the in-plane direction, possibly making in-plane thermal 

conductivity even greater than the measured cross-plane κ.6 This unexplored route for molecular 

engineering of polymer thermal conductivity is also extended to making micron-thick blade-coated 

films, with thermal conductivity reaching over 0.6 Wm-1K-1.   
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Chapter 6 

Thermal Management at the Package Level – Integrated Phase Change 

Heatsink for Thermal Buffering of an Accelerator Chip  
 

6.1 Introduction 

The ever-increasing transistor density and halted voltage scaling cause the power density of 

modern electronics to rise with each technology generation, posing a serious thermal management 

problem especially for hand-held smartphones and wearable electronics that comply to stringent 

device temperature limit1-4. Since the heat dissipation mechanisms in such devices are mainly 

constrained by passive convection, their clock frequencies are in general lower than that of larger 

electronics (for example, laptops and desktops) for which active cooling is feasible. Consequently, 

in such devices at each given time a fraction of transistors is off to maintain stable chip temperature, 

giving rise to the so-called “dark silicon” phenomenon4-6.   

 

A large fraction of existing and emerging mobile applications, such as speech recognition, visual 

recognition and web browsing, demands short bursts of intense computations separated by 

extended (at least tens of seconds) idle states waiting on user input7,8. Therefore, a strategy named 

“computational sprinting” in tune with the time trace of such applications is proposed9-11, where a 

chip is run temporarily at a power density far exceeds the sustainable thermal budget (also known 

as the thermal design power or TDP) or by activating all reserved cores to meet the bursty 

computation demands, after which the chip is allowed to cooldown to its normal state. The 

sprinting strategy, with proper design, takes advantage of material thermal capacitance to buffer 

short time-scale but intense heat generation, thereby leaving enough headroom for thermal budget 

to avoid chip overheating at the end of each sprint to maintain device functionality9.  

 

Prior research by our group has examined the thermal performance of a silicon thermal test-chip 

(TTC) integrated with on-chip phase change materials (PCMs) as a proxy for mobile chips12. The 

TTC can switch between two power states (11 W and 1W, respectively) controlled by solid-state 
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relays, simulating the “on” and “off” states of computational sprinting. It was found that 

incorporating PCMs can either reduce peak and average chip temperatures at a given sprinting 

duration, or allow an extended sprint duration at a given thermal budget. However, the practical 

applicability of the measurement results is limited by the proxy chip that is unable to perform real 

computations. 

 

In the last part of this chapter, we present an experimental study regarding the effectiveness of 

PCMs as thermal buffer materials in a realistic state-of-the-art neural network accelerator test-chip 

(ATC) designed for deep learning13 (see Fig. 6.1A, left) that is able to produce a power contrast 

(i.e., ratio of power during sprint and in normal state) greater than 10. Fabricated in a 65nm process, 

the 0.9mm2 ATC die (see Fig. 6.1A, right) runs at 4.5GHz13, achieving a performance of 0.76TOPS 

and an area efficiency of 0.84TOPS/mm2. We note that the designed ATC outperforms the latest 

deep learning accelerators on other chips14-16 by at least 4 times with improvement on area 

efficiency by at least 8 times. By taking advantage of energy-efficient resonant clocking we use 

high-speed resonant stream buffers to provide weights to neurons without stalling. The resulting 

stream architecture with multi-GHz resonant clocking demonstrates a new design point that 

optimizes both area efficiency and power efficiency.  

 



105 

In order to implement sprinting, a clock power 

of 216m W with and without an additional core 

power of 2.136 W are supplied (giving rise to a 

total power = 2.35W) to simulate the ATC’s 

sprinting state and normal state, respectively, 

giving rise to a power contrast close to 11 that 

satisfies the requirement of sprinting where 

device peak power should exceed sustainable 

TDP by at least an order of magnitude.  

  

At the same time scale as human perception of 

mobile device responsiveness (sub-second to 

seconds), conventional PCMs such as paraffins 

and salt-hydrates become ineffective due to 

their low thermal conductivities that give rise to 

thermal constants exceeding the 

aforementioned time scale by orders of 

magnitude. To overcome this challenge, 

previous work has examined the use of high thermal conductivity PCM placed close to heat source 

to attain a quick thermal response17,18. 

To fully exploit the latent heat absorbed during phase change in the sub-second to seconds regime, 

we use a metallic alloy with low melting temperature, high thermal conductivity and relatively 

large volumetric latent heat as PCM (see Table 6.1).  

 

 

 

 

 

 

 

 

 

Figure 6.1 | Schematics of the die, ATC package 
and PCM-filled cavity. (A) Top side image of the 
ATC (left) and detailed floor plan of the die 
(right). (B) Cross-section view of the ATC package 
with integrated PCM (left) and bottom side view 
of the ATC (right). (C) Cross-section view of the 
ATC package without integrated PCM, used as a 
reference chip.  
  

TABLE 6.1 
MATERIAL PROPERTIES OF THE PCM 
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6.2 Temperature measurements and PCM selection 

Fig. 6.1B (left) depicts the cross-section 

view of the ATC used for temperature 

measurements. A metal alloy (Roto136) 

composed of 49% Bi, 21% In, 18% Pb, and 

12% Sn (mass percentage) with a melting 

temperature of 58 oC is incorporated into a 

CNC-drilled cylindrical cavity (diameter = 

9 mm and height = 4 mm) at the backside 

of the ATC. The relevant material 

properties of the alloy are summarized in 

Table 6.1. Prior to sealing the PCM with a 

copper tape, a p-type thermocouple is 

embedded in the cylindrical cavity to monitor backside temperature (T2) in-situ. The die sits at the 

top of the ATC with its temperature (T1) is measured by a precalibrated micro-thermocouple 

(diameter < 50 μm) connected to a TC1000 thermometer. T1 was measured at 5 different spots over 

the die area and the results yield a spatial temperature variation less than 2 oC, verifying that a 

single point measurement can represent the overall die temperature without significant error. We 

note that the integrated PCM does not add to the volume of the ATC, which is important for 

compact design of mobile devices and wearable electronics. Another ATC (Fig. 6.1C) without the 

cavity (but with the same copper tape stick to the bottom side) was used as reference sample. 

 

The ATC is embedded in a custom-made breadboard (acting as a heat sink) that is operated by two 

DC power supplies. The first power supply is always kept on to keep the clock running, while the 

second power supply is turned on to activate the die only during sprint. The TC1000 thermometer 

logs measured temperatures into the PC through a LabVIEW program with a time resolution of 

~0.1s. 

 

Prior work has defined a figure-of-merit19 (FOM) for PCMs used as heat buffers. By considering 

the solutions of a one-dimensional Stefan problem for a semi-infinite PCM with a uniform initial 

temperature T0 that is lower than the PCM’s melting temperature Tm, explicit analytical solutions 

can be found for a constant-temperature heat source (constant boundary temperature uL) for which 

 
Figure 6.2 | Illustration of the ATC plugged into a 
breadboard, with its top and bottom side 
temperatures both measured and sent to a 
digital thermometer. 
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the heat flux at the boundary is expressed as q = q0 t1/2. In the case that convection is ignored as it 

is negligible compared to heat conduction in the melting region, uL is derived as19: 

 

 

   uL= q0
κL
√π·αL erf (λ)     

 

  

where κL, αL and erf are liquid thermal conductivity, liquid thermal diffusivity and the error 

function, respectively. λ is a dimensionless parameter and is given by the following transcendental 

equation under the assumption that u0  (u0 = Tm – T0 ) is small:     

             

                   λ· erf (λ)· √π
SteL

= e-λ2
   

 

where SteL = CpuL/h is the liquid Stefan number and h is the latent heat. We note that in the actual 

temperature measurement the condition of negligible u0 is not strictly met since the PCM is heated 

up from room temperature (~32.5 oC) to its melting point (we observe that Roto136 begins to melt 

at approximately 52 oC). Nevertheless, the physical insights we gain from the following analysis 

still holds as long as the sensible heat is small compared to latent heat. Since PCMs are suitable 

for situations where latent heat is not overwhelmed by heat flux, SteL is typically small, leading to 

a π1/2/(SteL) that is much greater than 1 (in Eq. 6) and a λ that is much smaller than 1. This results 

in erf (λ) ≈ SteL /π1/2 << 1 and Eq. 6 becomes 

 

      uL= q0
2

κL·ρ·h√π     

 

The product κL·ρ ·h contains only the PCM’s material peripteries and is defined as its FOM; a 

larger FOM would lead to a lower boundary temperature. The FOM for Roto136 is 2603 

kW2·s/(K·m4) based on published values of material properties (Table 5), comparing favorably 

with that of a paraffin wax (FOM =22 kW2·s/(K·m4) or inorganic salts such as MgCl2·6H2O (FOM 

=139 kW2·s/(K·m4)). Though other lead-free metal alloys with similar FOMs are available, 

Roto136 is chosen due to its well-known material properties.  In order to determine where the 

PCM should be placed relative to the heat source, it is also instructive to examine the other limiting 

  (6.1) 

   (6.2) 

   (6.3) 
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case where the material latent heat is overwhelmed by heat flux, representing the PCM being 

placed very close to the die. In this case, λ is large enough to make erf (λ) ≈ 1 in Eq. 5, leading to 

 

 

         uL= q0√π

AκL·ρ·Cp
    

 

 

In this case, sensible heat rather than the latent heat should be exploited to suppress the device 

temperature. This implies it is not efficient to place PCM directly on top of a high-power-density 

heat source (such as the die of the ATC used in this work that produces a peak power density = 

2.61x106 W/m2) even for a PCM with large FOM ; they should be instead placed at the other side 

of the chip so that the heat generated from the heat source will spread over the entire chip before 

reaching the PCM. It is for this reason and the consideration to avoid electrically shorting the wires 

attached to the die that we integrate PCM to the backside of the ATC rather than directly on top of 

the die. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   (6.4) 
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6.3 Experiment results for a single sprint and cooldown cycle 

To study the thermal performance of the ATC during a single sprint, an ATC was operated while 

being mounted in air. A current/voltage equal to 0.072A/3.0V was supplied to the clock, giving 

rise to an idle state that consumed 216mW of power, while during sprinting an additional 2.136W 

(with a current/voltage of 1.78A/1.2V) of power was supplied to activate the die.  The CPU of 

current wearable electronics typically consumes a few hundred miliwatts of power in its active 

state; for example, the Cortex A7 processor used in Android smartwatch consumes 185 mW at full 

usage20 while the processor of Google glass draws 334 mW of power when the system is active21. 

Consequently, the 216mW power applied to the ATC at idle state was representative of the TDP 

of existing wearable technologies, whereas the power applied during sprinting was approximately 

an order of magnitude greater than the current wearable electronics maximum, approximating ten 

times as many active cores if parallel computation were to be assumed. 

 

Figure 6.3 | Power trace and temperature transients of ATCs with and without integrated PCM for a 
single sprint-cooldown cycle. (A) Power trace. (B) Die temperature transients of the ATC (top) and 
close-up during the sprint (bottom). (C) Backside PCM temperature transients of the ATC (top) and 
close-up during the sprint (bottom). 
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Fig. 6.3 compares the temperature transients of the two ATCs, one with integrated PCM (Fig. 

6.1B) and one without (Fig. 6.1C). The chips were operated in sprinting mode for 3.5 second as 

shown by their power traces (Fig. 6.3A), after which they were switched to idle state to cool down. 

As can be seen in Fig. 6.3B and Fig. 6.3C bottom figures that zoom-in on the temperature transients 

of the die and PCM temperatures, respectively, the die temperature for the ATC with PCM was 

held constant during the same period as PCM underwent melting, giving rise to a ~16oC reduction 

in peak temperature compared to the chip without PCM. For the chip with integrated PCM, the 

backside temperature transient (Fig. 6.3C bottom figure) has a shoulder of 1.4 seconds starting at 

the onset of melting (~52 °C), demonstrating the metal alloy’s phase change. The 1.4 second 

melting time converts to ~3.3 J of energy being absorbed for a heating power of 2.35W, which 

then translates to ~0.114 g of PCM that is melted. Therefore, only less than half of PCM filling up 

(0.23g as measured with a precision scale) the cavity underwent melting. This is due to the large 

PCM area relative to that of the chip, causing the heat to spread insufficiently prior to reaching the 

PCM such that the portion of PCM sitting directly beneath the die is heated up and melted faster 

than the peripheral PCMs. The layer of alumina sandwiched between the die and PCM provides 

an additional thermal resistance that delays the temperature rise of PCM, and therefore a relatively 

long sprint duration is required for the PCM to reach its melting temperate. The prolonged sprint 

can be mitigated if the interlayer material has a much higher thermal conductivity (for instance, 

crystalline Si). Further extending the sprinting duration may lead to more PCM melting and more 

heat being buffered, as described in the next section. We note that this integrated PCM 

configuration is far from optimized due to difficulty in precisely machining the alumina package 

without damaging the die, and there is still significant room for improvement. In addition to the 

peak temperature suppression, another important metric is the cooldown time required for the chip 

to restore the initial temperature after a sprint [9]. A comparison of the cooling transients of the 

two chips (Fig. 6.3B and Fig. 6.3C) reveals that they return to the initial temperature after a similar 

time of around 7 seconds due to the presence of the breadboard acting as a heatsink, indicating the 

re-solidification of the PCM does not delay the cooling process when the chip returns to idle state. 

This is expected as the integrated PCM changes little the overall thermal properties of the ATC 

due to its small volume compared to that of the alumina package (Fig. 6.1B), and the heat released 

during re-solidification can be easily dissipated via the breadboard heatsink. 
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6.4 Experiment results for multiple sprint and cooldown cycles 

We next address the temperature transients of multiple sprint and cooldown cycles by comparing 

ATCs with and without PCM filling and study how the duration of the sprint could impact the 

performance improvement induced by the integrated PCM. A duty cycle (sprint duration per cycle) 

that is less than the inverse of the sprint power contrast (sprint power/sustained power) will provide 

an off percentage large enough for the chip to cool down after a sprint, while the peak temperature 

asymptotically reaches its maximum during continuous sprint and cooldown cycling. Since the 

supplied power in the idle and sprinting state are 0.216 W and 2.35W, respectively, the maximum 

duty cycle for this power contrast is 1/11 to avoid significant heat accumulation of the chip; 

however, this constraint can be relaxed if the chip is properly heatsinked. For this reason, two duty 

cycles D (0.3 and 0.4, with 3 and 4 seconds of sprint in a 10-second cycle, respectively) exceeding 

the inverse of power contrast were chosen without inducing significant idle state temperature 

build-up by the end of the 80-second experiment run (Fig. 6.4). The idle state die temperature 

gradually increases from 32.1 oC to 36.2 oC for the cycle with D = 0.3 and from 31.7 oC to 34.6 oC 

for the cycle with D = 0.4. Their difference is within spatial temperature variations, evidencing the 

effectives of the breadboard heatsink. Due to the presence of an alumina interlayer sandwiched 

between the die and PCM, the temperature rise of the PCM is delayed due to the added thermal 

resistance and we found a sprint duration greater than ~2.5s is necessary for the PCM to begin 

melting. Consequently, PCM will function as a heat buffer only when sprint duration exceeds 2.5s, 

and the benefits of using PCM increases as sprint time grows. To illustrate the effect of sprint 

duration on the performance of PCM, the temperature transients of the same ATC with integrated 

PCM were run at two sprint durations. For the cycle with 3-second sprints (Fig. 6.4A), the backside 

PCM is just reaching 52oC by the end of each sprint and therefore the buffering effect is 

insignificant with a ~6 oC peak temperature suppression for the chip with PCM compared to the 

chip without. On the other hand, for the cycle with 5-second sprints (Fig. 6.4B, most backside 

PCM underwent melting by the end of each sprint, giving rise to an average peak temperature 

decrease of 19oC. Therefore, an interesting trade-off exists between the duration of the sprint and 

the effectiveness of PCM, i.e., a short sprint duration of less than 1s is more effective in enhancing 

the user perception of device responsiveness in wearable electronics and mobile phones, but any 

added thermal resistance between heat source (processor) and PCM would require an extended 

sprint duration to maximize the benefits of using PCMs. Though reducing the interlayer thickness 

by placing the PCM closer to the heat source can decrease thermal resistance, this approach would 
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likely cause the power density to grow, in which case the PCM latent heat can be more easily 

overwhelmed by power density as reasoned in Section II. B. Therefore, it is more practical to use 

high thermal conductivity material between processor and PCM as well as apply thermal 

grease/thermal interface materials to suppress the thermal resistance between various interfaces 

such that short sprint duration and effective utilization of PCM can be achieved simultaneously.  

 

The simplified assumption that power consumed by the processor is proportional to the 

computational work indicates the ATC can get 11 times more work done in the sprinting state than 

in idle state, and the work published by Raghavan, et al suggests sprinting can get more 

computations done than sustained operation due to a race-to-idle effect9. Currently, compute 

intensive applications like vision and speech recognitions are routinely deferred to the cloud in 

wearable electronics and mobile devices. A sprinting device could potentially allow such tasks to 

be completed locally within the acceptable response-time limits of interactive applications, thereby 

giving rise to better control and flexibility of the device as its operations can be self-contained. 

Furthermore, using sprinting to execute typical wearable electronics and phone workloads, such 

as web browsing and application initialization, etc., may also greatly improve responsiveness. 

Therefore, sprinting can potentially significantly enhance the end-user perception of quality and 

performance for consumer wearable electronics and mobile devices. 
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6.5 Discussion and summary  

In summary, the thermal implications of computational sprinting using a high-performance 

accelerator chip as test object were investigated. By integrating a fast-thermal-response metallic 

PCM into the chip package, a meaningful 17% drop in die peak temperature suggests a promising 

thermal buffering effect that can be explored and optimized further to manage heat dissipation in 

volume-sensitive devices. Multiple sprint and cooldown cycles were repeated to demonstrate the 

short-term repeatability of the PCM heatsink. The integrated PCM heatsink can potentially 

improve the reliability of the chip by keeping its peak temperature lower. 
 
 
 

 
 

 

 

 
 

Figure 6.4 | Temperature transients of ATCs with and without integrated PCM for multiple sprint-
cooldown cycles. (A) Die temperature (top) and backside PCM temperature transients (bottom) of the 
ATC for a duty cycle of 0.3 and sprint duration of 3s. (B) Die temperature (top) and backside PCM 
temperature transients (bottom) of the ATC for a duty cycle of 0.4 and a sprint duration of 5s. 
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Chapter 7 

Summary and Future Work 
 

7.1 Summary  
As device miniaturization and power scaling progress, the challenge posed by a rising heat flux 

and/or total power with increasingly stringent reliability constraints make thermal management a 

key enabling technology in future electronic and optoelectronic devices. The objective of the work 

presented in this thesis is to address several aspects of this challenge, starting from advanced 

microscale thermal characterization techniques, to heat mitigation strategies at the device and 

package levels. 

 

Specifically, in applying a CCD-thermoreflectance technique to study GaAs-based high-power 

diode lasers with back-irradiance (BI), it is found that heating caused by substrate absorption of 

optical feedback can pose a significant reliability concern in devices fabricated on an absorbing 

substrate. Because the CCD-TR technique offers high spatial resolution, we were able to determine 

the temperature of the hotspot located at the active region of the device having a characteristic 

dimension of ~1.5 μm. Short-term reliability tests were implemented to quantify the correlation 

between the level of back-irradiance and a reduction in lifetime. By bounding the activation energy 

of BI-induced catastrophic optical damage (COD), we deduce that the effect of BI in accelerating 

device degradation is likely grounded in thermal. Studying diode lasers at different wavelengths 

and compare their susceptibility to BI-induced damage reveal a strong dependence on wavelength 

for this mode of feedback-induced heating. We then developed an active cooling strategy that can 

be scaled down to the size of hotspots in devices for high cooling efficiency, taking advantage of 

CNTs’ exceptionally high electrical conductivity and an effective energy filtering effect afforded 

by intertube contacts. The CNT cooler exhibits a large effective Seebeck coefficient (386μV/K) 

and provides a promising miniaturized cooling solution that can effectively suppress hotspots. 

 

The next two chapters of the thesis each describe an innovative strategy for heat mitigation at the 

package level. Firstly, a new approach has been proposed to improve the thermal conductivity of 
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amorphous polymers. Utilizing electrostatically repulsive forces between ionized pendant groups 

to linearize and expand the curved polymer backbones, we achieved a 3.5-time enhancement in 

thermal conductivity (0.34 Wm-1K-1 to 1.17 Wm-1K-1) of poly(acrylic acid).  The strategy of 

isotropic chain extension can be potentially applied to increasing the thermal conductivity of 

polymeric matrix used in thermal interface materials, making them more effective in transferring 

heat across adjoining interfaces. Secondly, for devices subject to a bursty heat source in a small-

volume package, a phase change material (PCM) heatsink is proposed for temporal heat storage. 

The thermal properties of the PCM is carefully chosen such that the melting time is comparable 

with the duration of intense computation, so that it can store heat via phase change. The PCM is 

back-filled in a real-world package of an accelerator chip to minimize package volume and 

demonstrates a meaningful reduction in the die peak temperature compared to a reference package 

without PCM. 

 

7.2 Future work 

This section discusses several directions in which the current work can be extended. 

 

7.2.1 Improve the thermal and mechanical properties of graphene/polymer composite 

An important aspect of polymer-based materials is their mechanical property, which is especially 

crucial in automobile and aircraft applications. Here in, we propose to engineer high performance 

polymer composites that integrate both heat-dissipating and structural functions, which would 

significantly increase the range of automotive applications for which polymers can be used. 

 

Specifically, we propose to use experimental and computational methods to study the mechanisms 

that limit heat transfer in filled polymers, focusing in particular on interfaces between graphene 

(Gr) based fillers and the surrounding polymer matrix. Based on this knowledge, we will then 

design polymer composites with superior thermal and mechanical properties. Graphene has an 

extremely high intrinsic in-plane lattice thermal conductivity1,2 (>2000 Wm-1K-1) and can form 

percolating thermal pathways at extremely small loading fractions. However, polymer/Gr 

composites typically have a thermal conductivity far below what the simple rule of mixtures would 

predict, as interactions between Gr and the surrounding matrix reduce its intrinsic thermal 

conductivity and thermal boundary resistance (TBR) additionally develops at the Gr/matrix 

interface. To systematically assess these interfacial effects, we will use Gr/SAM (self-assembled 
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monolayer) structures that offer molecular design tunability and synthetic reproducibility. Since 

the TBR of molecular interfaces has been shown to scale inversely with the strength of interfacial 

bonding, we will oxidize Gr in a controlled manner and functionalize it with chemical moieties 

capable of forming strong covalent bonds with SAM terminal groups. Experimental Gr/SAM 

results will be used to validate molecular dynamics simulations that are then used to design filled 

composites with superior thermal and mechanical properties. The thermal and mechanical 

properties of these composites will then be measured to assess the effectiveness of the 

molecular/bonding design strategies 

 

7.2.2 Use CCD-TR to probe the early stages of catastrophic optical damage  

While catastrophic optical damage (COD) is well-known as a failure mechanism in diode lasers, 

the extremely early stages of COD comprising a sequence of events that eventually leads to device 

failure are still an active area of research due to their complicated nature and fast dynamics3. While 

an occurrence of dark-line damage patterns at the outcoupling facet observed under microscope is 

usually regarded as the symptom of COD (Fig. 7.2.1), in one of our thermoreflectance experiment 

we saw what seems to be a precursor of those dark-line defects (DLDs, see Fig. 7.2.2). 

 

 

Figure 7.2.1 | Dark-line defects at the outcoupling facet observed under a microscope. 
Image courtesy of ref. [3]. 
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Specifically, in one set of the TR experiment for the 800 nm laser with a bias current of 2A and an 

Reff = 24.3% (with a BI power PBI equal to 0.466 W), as the BI spot is swept from deep into the 

solder to the substrate, a small bright feature (possibly defects) appeared in the TR image when BI 

is located at X = -1 μm (the QW position is set to be the reference point with the direction going 

into the solder as negative). No such feature was found in the microscope image (first three bottom 

panels of Fig. 7.2.2). Then as more sets of TR experiments were taken with the BI spot moving 

towards the substrate in increment of 1 μm, the bright feature was observed to grow (Left to right 

in Fig. 18). Eventually, at the critical location (x = +2 μm) at which BI leads to maximal ΔTQW, a 

line-defect symptomatic of COD appeared both in the TR and microscope image. Each TRBI 

experiment lasts for about 2 minutes with the bias current alternating between 0 and 2A at 4Hz 

with a 50% duty cycle, so the BI spot dwell time during each experiment is approximately 1 minute. 

 

 

Figure 7.2.2 | Evolution of a potential precursor of the dark-line defects. The top panels depict the 
thermoreflectance images with a small defect that eventually develops into a dark line defect typically 
seen in lasers that suffers COD. The bottom panels depict the DC microscope images, only after the 
precursor turns into a full-fledge line defect does it appear in the microscope image. 
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The fact that the precursor appears brighter in the TR images suggests it is either a localized hotspot 

or a phase transformed defect having a different thermoreflectance coefficient or could be a 

combination of these two. In any case, the fact that it manifests itself before the dark-line defects 

appear in the DC image suggests it could be a precursor of the DLD. Therefore, we propose to 

replicate this precursor before it is fully developed, by performing a long-term thermoreflectance 

imaging test. We will run a fresh 800 nm device at high bias current (4.5 – 5A) while taking TR 

images continuously. Using 500 iterations for data averaging, we propose a moving-average 

scheme where new TR images (for instance, the TR images taken in the most recent 30 iterations) 

are constantly added to update the TR map with equivalent number of old TR images being 

excluded. This will be done continuously for weeks until a defect precursor is seen in the TR map, 

at which point the device will be shut off and be scrutinized under SEM and cathode luminescence 

to reveal more details regarding the material composition of the bright spot that appears in the TR 

image. 
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