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Abstract 

A series of investigations are conducted to determine, first, how microstructure evolves in 

the synthesis of optical materials via template-directed eutectic solidification and, second, how 

microstructure affects the chemical transport properties of function materials with diffusional 

hindrance at grain boundaries. 

As the first and primary part of this thesis, self-organization techniques, such as eutectic 

solidification, are being explored to enable fabrication of large-area optical metamaterials and to 

overcome the limitations of traditional metamaterial synthesis methods. Directing the 

solidification of a eutectic material through a non-reactive periodic template yields more 

complex morphologies with different length scales than those of either the native eutectic 

material or the template alone. Phase-field simulations utilizing the smoothed boundary method 

(SBM) to include template-eutectic interactions are conducted, and the predictions are used to 

guide the design of template geometries and the selection of eutectic material systems.  

A combination of phase-field and heat transfer simulations elucidate the morphological 

evolution of four cases of geometric confinement. The first case is a printed AgCl-KCl eutectic 

filament. The simulated temperature profile reveals an inward solidification direction at the 

filament edges, whereas the filament center solidifies along the printing direction. In another 

case, eutectic solidification is guided by the surface of a three-dimensional cage structure. The 

cage’s nonuniform thermal conductivity results in a curved solidification front. Additionally, 
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simulations indicate in an investigation of a solidification velocity-dependent rod-to-lamellar 

transition in the eutectic microstructure of AgCl-CsAgCl2, that the structure which forms initially 

on the cool surface will persist through the bulk. Finally, through phase-field simulations with 

asymmetric eutectic-template interfacial energies confined within a cylindrical channel, core-

shell nanowire morphologies are realized. 

Solidifying binary eutectic materials confined to a template consisting of an array of 

pillar obstacles produces periodic structures with a high degree of order. These pillar templates 

can also be used to exert control over lamellar orientation. The relationship between 

undercooling and lamellar orientation is explored via phase-field simulations and the cause of 

lamellar reorientation within a template is discovered. Highly ordered mesostructures develop 

when solidifying along the pillar axis. A parametric study is conducted to investigate the effects 

of minority-phase volume fraction, template volume fraction, and solidification velocity on these 

mesostructures. 

The second part of this thesis considers interfaces and grain boundaries that can enhance 

or hinder transport, which alter the properties of polycrystalline solids from their intrinsic bulk 

properties. Diffusion in polycrystalline materials can be hindered at grain boundaries in several 

material systems, including those of solid oxide fuel cells and batteries. A hindered grain 

boundary diffusion model employing SBM is developed, analyzed, and utilized to study a 

nanocrystalline solid oxide fuel cell material (yttria-stabilized zirconia) and a battery cathode 

material (nickel manganese cobalt oxide). Further, effective diffusivities are extracted from the 

concentration profiles produced by the model for a range of grain morphologies. The anisotropy 

of grain morphologies plays a critical role in the overall transport behavior, which cannot be 

quantified with preexisting mean-field approximations. Steady-state concentration profiles are 

used to guide the development of a universal expression for predicting effective diffusivities of 
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complex polycrystalline solids without computationally intensive simulations. The universal 

expression predicts effective diffusivity more accurately than the Maxwell Garnett equation does 

by up to 57%, depending on anisotropy. This approach enables efficient simulation of transport 

in larger-scale systems while accurately capturing the effects of grain morphologies. 
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Chapter 1: Introduction 

1.1 Motivation – Template-Directed Eutectic Solidification 

This section is largely a reproduction of part of the article titled “Template-Directed 

Solidification of Eutectic Optical Materials” previously published in Advanced Optical Materials 

in 2018.1 

Photonic crystals (materials with periodic variations in optical properties in one, two, or 

three dimensions on the order of the wavelength of light) are widely utilized to manipulate light.2 

Example devices based on photonic crystals include distributed Bragg reflectors, diffraction 

gratings, wire-grid polarizers, some waveguides, and many lasers.2-4 Materials with powerful 

optical functionalities, including negative-index of refraction and optical chirality, can be 

realized by appropriate placement of materials with suitable properties in two or three-

dimensional space.5-7 Light in the visible spectrum can be manipulated, although the tolerance 

for defects is exceedingly low at visible frequencies, and the number of materials with the 

appropriate properties is limited.8,9 Most photonic crystals are fabricated by high-resolution top-

down two-dimensional patterning methods such as electron-beam lithography, interference 

lithography, and focused ion beam milling.10 However, it is challenging to fabricate large-area 

bulk materials with these techniques, especially with intricate internal structures.9 Additionally, 

many materials with promising optical properties are not compatible with these top-down 

patterning methods. 5,11 
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As work on colloidal crystals has shown, controlled self-assembly is an effective route to 

organizing materials into three-dimensional architectures that interact strongly with light.10-14 

Colloidal self-assembly, however, only offers a limited set of symmetries (generally those of 

close packed arrangements), and a spherical basis.13 For many applications, considerably more 

complex structures are of interest. Particularly promising approaches for forming materials with 

complex internal microstructures include eutectic solidification and block copolymer self-

assembly,15-17 and materials with interesting optical properties have been reported using both 

approaches. These methods are advantageous due to the wide range of microstructures they 

form. Here, we focus on the structures formed by eutectic solidification since materials with a 

broader range of optical properties are available compared to that provided by block copolymers, 

and because the characteristic lengths of structures accessible through eutectic solidification 

better match the wavelengths of visible light and infrared radiation. Further, forming materials 

with sufficiently large characteristic dimensions for interaction with visible light by block 

copolymer assembly is synthetically challenging as it requires high molecular weight polymers.18 

Similarly, self-assembly of other building blocks, e.g., nanoparticles,19,20 molecules,21,22 and 

DNA,23,24 tend to produce structures with characteristic dimensions too small to provide strong 

light-matter interactions (via diffractive phenomena).3,4,25 

Thus, the concept of template-directed eutectic solidification is proposed and explored. 

There is a vast library of eutectic systems that have promising material combinations and the 

solidification of eutectic materials has been well studied. Despite this, the utilization of eutectic 

materials for optical functionalities has not received sufficient attention to realize their full 

potential.  

Phase-field simulation of the microstructural evolution in template-directed eutectic 

solidification can give further insight as both a complement to experiments and as a predictive 
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tool. One benefit realized through simulation is the ability to investigate the isolated effects of 

each material property or process parameter. For example, one can adjust the eutectic-point 

phase fraction of a material system in a simulation without changing other parameters ordinarily 

associated with a material change, such as diffusivity or interfacial energy. This approach allows 

one to gain understanding of what material properties or process parameters have the largest 

influence on the resultant microstructure and its ability to facilitate a desired optical response. 

Simulations also allow the examination of details that are difficult or impossible to observe 

during experiments, such as the orientation of the solidification front or the specifics of the path 

of microstructure evolution. Some of these details can be quantified in the simulation, such as the 

undercooling of the solidification front or the chemical composition distribution in the liquid 

ahead of the front. 

Additionally, simulating the template-directed eutectic solidification can often offer 

strategies for circumventing challenges that arise in experiments, such as the potential difficulty 

in controlling the temperature profile of a sample during solidification, issues with eutectic-

substrate compatibility, or synthesizing particular template geometry. Overcoming these 

experimental challenges is sometimes necessary, but using the simulations as a predictive tool to 

determine promising combinations of template geometries, material properties, and processing 

parameters narrows the focus of the experimental efforts and thus increases developmental 

efficiency. In this manner, the cooperation of both experiments and simulations can lead to novel 

and successful template-directed eutectic optical materials more rapidly than experiments alone. 

1.2 Motivation – Hindered Grain Boundary Diffusion 

Solid oxide fuel cells are valued for their high efficiency of up to 70%.26 These fuel cells 

are composed of three layers: a porous cathode, a dense electrolyte, and a porous anode. 

Hydrogen fuel is oxidized at the surface of the porous anode and the produced electrons flow 
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through an external circuit to the cathode, where they reduce the oxygen, producing O2- ions.27 

These oxygen ions move from the cathode, through the electrolyte, and into the anode to enable 

hydrogen oxidation. Thus, a high ionic conductivity in the electrolyte layer is critical for the 

effective production of electricity in a solid oxide fuel cell.28 Oxygen ion diffusivity increases at 

high temperature, so solid oxide fuel cells are often operated at elevated temperatures (800-

1000°C)26,27,29 Due, in part, to its low electronic conductivity, zirconia is a common selection as 

the basis of the electrolyte layer. Zirconia is often doped with up to 8% yttria to form yttria-

stabilized zirconia (YSZ), thereby replacing Zr4+ ions with Y3+ ions and introducing oxygen 

vacancies.30 The migration of these vacancies facilitates the diffusion of oxygen ions, therefore 

improving the ionic conductivity of YSZ. Sintering is commonly used to fabricate a dense YSZ 

layer,31 resulting in a polycrystalline structure. Because grain boundaries and similar defects can 

have a large impact on chemical transport behavior,32-40 and because high diffusivity is 

imperative for optimizing solid oxide fuel cell performance, careful consideration of the effect of 

YSZ grain boundaries is crucial. While many material systems display enhanced diffusion of 

chemical species at grain boundaries,32-37 YSZ exhibits the opposite behavior – hindered grain 

boundary diffusion – due to oxygen vacancy depletion at grain boundaries and space charge 

layer effects.38-40 Hindered grain boundary diffusion is not as well studied as enhanced grain 

boundary diffusion and a quantitative means to investigate the effects of the phenomenon could 

contribute to expediting advances in grain boundary engineering. 

Battery cathodes are another example of an application where ion transport through a 

polycrystalline structure is essential. Battery cathode particles often consist of agglomerations of 

smaller particles that form dense, polycrystalline structures.41-43 For lithium ion batteries, one 

type of cathode material is a layered transition metal oxide, such as Nickel Cobalt Aluminum 

oxide (NCA)41,44 or Nickel Manganese Cobalt oxide (NMC).42,43 When the battery is discharged 
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or charged, ions intercalate into or flow out of the layered cathode material, respectively. 

Charging to a higher voltage increases the amount of lithium intercalating into the cathode 

material and increases the capacity of the battery; however, the tradeoff of this improvement is a 

more rapid rate of capacity fading over multiple charge-discharge cycles.45,46 One potential 

source of this capacity fade is the formation of microcracks at the grain boundaries of the 

cathode particle due to the volumetric expansion associated with lithium ion intercalation.41,44 

These cracks reduce the contact area between grains, hindering the diffusion of lithium ions 

across the grain boundary regions.41 Further, liquid electrolyte can penetrate into the depths of 

the cathode particle through the microcracks and enable the formation of a nickel oxide-like 

layer – which has a significantly lower ionic conductivity – at the grain boundaries.41,44 Because 

the ion transport behavior in battery cathodes is so critical, a quantitative model would be 

beneficial in understanding how the effects of hindrance on lithium-ion transport at grain 

boundaries affect capacity fading and charge-discharge behavior.  

While there are models that can describe enhanced grain boundary diffusion,47-49 no such 

models that explicitly account for microstructures exist for hindered grain boundary diffusion. A 

model that can accurately predict the evolution of concentration profiles for such a system is 

needed to understand the effects and implications of hindered diffusion in grain boundaries. 

Other physics can be coupled to the concentration field, such as reaction kinetics in a battery 

material or the concentration-dependent mechanical response in a cathode particle. In addition, 

the concentration information can be used to calculate effective properties of a microstructure. 

For example, the effective diffusivity of a polycrystalline microstructure can be determined from 

the flux in the system without making assumptions about microstructural morphology; 

assumptions that are a necessity for mean-field approximations such as the Hart50 or Maxwell 

Garnett51 approaches. Diffuse interface models, which circumvent the need for explicit interface 
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tracking or remeshing for even complex geometries, have proven successful for calculating 

concentration evolution in inhomogeneous systems.47,52 

1.3 Dissertation Outline 

This dissertation comprises phase-field and diffuse interface simulation studies, often to 

understand, support, guide, or inform the research conducted by experimental collaborators. 

Chapters 1-3 contain general introductory information and simulation methods. Chapters 4-8 

contain the principal results of the simulation studies. Experimental findings (conducted solely 

by collaborators) are included in many cases to provide context, display the simulation-

experiment agreement, or because they were, in part, driven by the simulation results themselves. 

Chapter 2 contains background information regarding the use of the templating approach, 

eutectic solidification, and template-directed eutectic solidification in the pursuit of functional 

optical materials. The previous studies that help to inform the new template-directed eutectic 

solidification approach are reviewed. In addition, preexisting phase-field models that simulate 

eutectic solidification are described. Finally, a brief background of grain boundary effects on 

materials properties and hindered grain boundary diffusion is provided. 

Chapter 3 describes the simulation methods. First, the template-directed eutectic 

solidification model, which is a combination of a phase-field model and the Smoothed Boundary 

Method (SBM), is explained. A heat transfer calculation method using diffuse interfaces to study 

the temperature profile in printed eutectic filaments is described. The hindered grain boundary 

diffusion method using SBM is also provided. 

Chapter 4 consists of a series of cases where eutectic materials were solidified under 

geometric confinement. First, a new method involving printing eutectic filaments is 

demonstrated. Next, eutectic solidification confined to the surface of ribbon-like legs of a three-

dimensional cage structure is investigated. Additionally, a rod-to-lamellar transition is explored 
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in AgCl-CsAgCl2. Finally, a core-shell nanowire synthesis concept is described that uses 

confinement within cylindrical channels. 

Chapter 5 presents the results of a study of the phenomenon of lamellar reorientation 

within a template consisting of a periodic array of pillars. The cause of the reorientation is 

elucidated and the phenomenon is proposed as a means of controlling eutectic orientation and 

morphology. 

Chapter 6 further investigates eutectic solidification in pillar array templates, but now 

with the solidification direction along the pillar axis. Highly ordered patterns form and multiple 

morphologies can be selected using the same template geometry and eutectic material system. 

Chapter 7 demonstrates the hindered grain boundary diffusion method. The model’s error 

and its dependence on numerical and physical parameters is explored. Case studies for a solid 

oxide fuel cell and a battery cathode material are examined. Using isotropic and anisotropic 

polycrystalline microstructures, a comparison is made between the effective diffusivities 

calculated by the hindered grain boundary diffusion method and preexisting mean-field 

approximations. 

Chapter 8 derives and displays the results of a newly developed expression that predicts 

the effective diffusivity of polycrystalline solids with grain boundary transport properties that 

differ from the bulk. The results of the new expression are compared to the results of the 

hindered grain boundary diffusion method and other preexisting mean-field approximations. 

Chapter 9 contains conclusions and recommendations for future work. 
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Chapter 2: Background 

2.1 Template-Directed Eutectic Solidification 

This section is in part a reproduction of part of the article titled “Template-Directed 

Solidification of Eutectic Optical Materials” previously published in Advanced Optical Materials 

in 2018.1 

2.1.1 Directionally Solidified Eutectics as Optical Materials 

Eutectic material systems have two or more chemical components for which a liquid and 

two or more solid phases coexist in equilibrium at the eutectic temperature, TE,  and composition, 

CE.15,53 The point (CE , TE) on a phase diagram is called the eutectic point. A typical binary 

eutectic phase diagram for a two-component system (with chemical species A and B), is shown 

in Figure 2.1a. During solidification of such a eutectic melt, the liquid phase-separates into two 

distinct solid phases 𝛼 and 𝛽. The simultaneously solidifying phases generally organize into 

simple motifs consisting of alternating layers (lamellar morphology) or fibrous structures (rod 

morphology) (Figure 2.1b); however, complex structures, such as spiral or broken lamellar, 

globular, elongated rods, or even structures resembling split-ring-resonators, are also possible 

(Figure 2.1c).15 
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Figure 2.1 Directionally solidified eutectics: (a) A schematic of a typical binary 
eutectic phase diagram. Examples of simple microstructures: (b)-(i) Lamellar 
structure (AgCl-KCl eutectic) and b-(ii) Rod structure (Tb3Sc2Al3O12-TbScO3 
eutectic), reproduced with permission.54 Copyright 2006, American Chemical 
Society. Examples of complex microstructures: (c)-(i) Split-ring resonator-like 
structure (SrTiO3-TiO2 eutectic), reproduced with permission.55 Copyright 2010, 
Wiley-VCH. c-(ii) Spiral structure (Zn-MgZn2 eutectic, imaged at 1200X 
magnification).56 Used with permission of The Minerals, Metals & Materials 
Society. 
 
The microstructure of a eutectic material is dependent on factors including composition, 

atomic or ionic diffusivity, interfacial energies, thermal conductivity, and latent heat of fusion of 

the individual components.15,56-58 Another important parameter is the rate of solidification, 

defined as the velocity of the solidification front, v. Depending on the solidification technique, v 

can be controlled by external parameters, e.g., the temperature gradient in the furnace, sample 

draw rates through the furnace, and printing speeds.56,59-62 The laser floating zone method,63 the 

micro-pulling-down approach,54,64 the Czochralski method,65 the Bridgman furnace,60,66 and 

direct ink writing,62 are examples of methods utilized for the directional solidification of 

eutectics. The rate of solidification controls the feature size (layer widths, particle or fiber 

diameter) and the characteristic spacing, λ, of the periodic structures. The ability to tune the 

length scale of a periodic eutectic structure allows one to adjust which wavelengths of light an 

optical material interacts with. Jackson and Hunt developed a theory for the relationship between 

solidification rate and eutectic characteristic spacing.57 In eutectic solidification, the temperature 

of the solidification front is lower than the eutectic temperature due to three factors: the 
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curvature of the solidification front, the buildup of rejected solute in the liquid near the 

solidification front, and the energy barrier for chemical species to cross the solid-liquid 

interface.57 The last of these contributions, called kinetic undercooling, is often negligibly small 

and disregarded. The difference between the solidification front temperature and 𝑇H is the 

undercooling, denoted by	𝛥𝑇, and is described for a binary lamellar structure by  

𝛥𝑇 = J
1
𝑚L

+
1
𝑚N

O
FP

Q𝑣𝜆𝑄TU +
𝑎TU
𝜆 W (2.1) 

where 𝑚X is the liquidus slope of phase 𝑖 linearized about the eutectic point. 𝑄TU and 𝑎TU are 

constants defined by the properties of the material system:  

𝑄TU =
P(1 + ζ)]𝛥𝐶

𝜁𝐷  (2.2) 

𝑎TU = 2𝑇H(1 + 𝜁) J
𝜎L sin 𝜃L
𝑚L𝐿L

+
𝜎N sin 𝜃N
𝜁𝑚N𝐿N

O (2.3) 

where ζ is the ratio of 𝛽 to 𝛼 phase fraction, P is a constant related to 𝜁, 𝛥𝐶 is the difference in 

solubilities of the solid phases at 𝑇H, 𝐷 is the diffusion coefficient in the liquid, 𝜎X is the solid-

liquid interfacial energy of phase 𝑖, 𝜃X is the contact angle of phase 𝑖, and 𝐿X is the latent heat of 

fusion for phase 𝑖.57 

For a given solidification velocity, the structure and spacing that give the lowest 

undercooling are most often selected by a eutectic undergoing solidification.57 Therefore, if we 

find the minimum in undercooling in Equation 2.1 by setting its derivative to zero, the equation 

reduces to: 

𝜆]𝑣 =
𝑎TU
𝑄TU

 (2.4) 
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Under steady-state conditions of eutectic growth, λ2v is constant for the given material 

system, thus fast rates of heat removal (high 𝑣) lead to small characteristic spacing and vice 

versa.57 This characteristic spacing control can be effective over a wide range, from tens of 

nanometers to hundreds of microns, without changing material systems.67 The constituent 

materials of the eutectic can be chosen from many material types, including metals, organics, 

salts, ceramics, semiconductors, and polymers.68-70 

There is a vast variety of eutectic materials that are yet to be explored for their optical 

properties,71 as well as a wide range of processing conditions that can be applied. The number of 

variables here indicates a phase space that cannot be efficiently studied through experiments 

alone, which is why the application of simulation and theory is critical to explore even simple 

systems. Additional complications arise when studying complex (or anomalous) eutectics, such 

as Al-Ge or Al-Si, as the structure of these systems are highly dependent on the growth 

mechanisms of the individual phases.72,73 These metal-dielectric systems are particularly 

interesting for metamaterial applications, which require one phase of the system to have a 

metallic character. To date, the nature of the solidification in these metal-dielectric eutectic 

systems has made it difficult to achieve precise control over the orientation and long-range order 

of the solidifying structure, as well as its computational investigation.74-76 

It is clear that the microstructure present in solidified eutectics can result in materials 

with significant potential for photonic applications. However, to fully realize the potential of 

eutectic solidification, it is crucial to make use of quantitative models that can predict the 

microstructures formed by eutectic solidification. 

2.1.2 Phase-Field Modeling of Eutectic Microstructure Evolution 

Predicting the microstructure of self-organizing systems is challenging even when the 

underlying physics is well understood. With the growth of computational resources and 
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improvements in computational capabilities, numerical simulation has become a practical 

approach for solving complex problems such as this. Simulations of microstructural evolution 

have been conducted utilizing many different methods,77-95 spanning a wide range of time and 

length scales. 

An important element of modeling multiphase and composite systems is how to describe 

interfaces. There are two approaches for treating interfaces mathematically. One approach is 

known as the sharp interface model that considers interfaces between phases as surfaces with 

zero thickness. Simulations based on this approach follow the positions of the interfaces at every 

time step. Boundary conditions are imposed on these sharp interfaces, which may have complex 

morphologies. The level set method,83 the boundary integral method,96 and the enthalpy 

method87 have been developed based on sharp interface models to simulate eutectic 

solidification. Another approach, the so-called diffuse interface model, represents interfaces with 

a field defined in three dimensions, which includes a transition region with a finite thickness near 

phase boundaries.97 The field varies smoothly from one phase to another, and therefore appears 

diffuse, leading to its name. The interfacial locations are determined from this field, rather than 

explicitly tracked. The phase-field model is one type of diffuse interface model developed for 

simulating phase transformations and microstructural evolution because of its ability to take into 

account both the thermodynamics and kinetics of materials. 

Phase-field models represent phases with a field called as an order parameter. An order 

parameter may correspond to the concentration of a chemical species, which is distinct in 

different phases, or represent the degree of order/disorder at the atomic level (e.g., crystalline 

solid vs. liquid). The order parameter takes a constant value in the bulk regions of a phase, 

transitioning smoothly between these values at the interfaces between phases with a finite 

thickness. The temporal change of the order parameter implicitly captures the motion of 
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interfaces without explicit tracking. The thickness of the interface in a phase-field model is a 

numerical input parameter and is typically chosen to be much larger than the physical interfacial 

thickness to increase computational efficiency without affecting the dynamics when the 

interfacial thickness is taken to be sufficiently small compared to characteristic length scales in 

the system.98,99 

The temporal evolution of the order parameter is driven toward configurations that 

decrease the total free energy of the system. The total free energy, 𝐹 is defined as the integral of 

the local free energy density, 𝑓, in space, 𝑉:  

𝐹 = ∫h𝑓𝑑𝑉 (2.1) 

The most basic form of the free energy density consists of two terms: bulk free energy 

density describing the thermodynamics of the material and energy density that penalizes gradient 

in the order parameter. These two terms together describe the energetics of the system, including 

the interfacial energy. An example of 𝑓 can be given by:  

𝑓 = 𝑤𝜙](1 − 𝜙)] +
𝜖]

2
(𝛻𝜙)] (2.2) 

where the bulk free energy is modeled with a double-well function, and 𝑤 and 𝜖 are the double-

well height and gradient energy coefficient, respectively. The term 𝑤𝜙](1 − 𝜙)] is the bulk free 

energy that induces phase separation due to the energy minima at bulk phase values of 𝜙 = 0 

and 𝜙 = 1. A more realistic model includes dependences on other variables, such as temperature 

in solidification modeling. The other term,	o
p

]
(𝛻𝜙)], provides an energy penalty for large 

gradients in the order parameter, resulting in interfaces with a finite thickness. Additional free 

energy density terms can be added to capture the underlying physics of a system, such as elastic 

strain energy. Based on the constructed total free energy, the rate of change of the order 

parameter at each point, 𝜕𝜙/𝜕𝑡, is given by two types of equations. For a conserved order 
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parameter (e.g., a concentration field), the Cahn-Hilliard equation,100 which results from mass 

conservation with a flux driven by chemical potential gradient, applies:  

𝜕𝜙
𝜕𝑡 = 𝛻 ∙ s𝑀𝛻 u

𝛿𝐹
𝛿𝜙vw (2.3) 

where 𝑀 is a mobility associated with the conserved order parameter and 𝛿𝐹/𝛿𝜙 is the 

variational derivative of 𝐹,101 which is an infinitesimal change of 𝐹 corresponding to an 

infinitesimal change of 𝜙.  For a nonconserved order parameter (e.g., a field representing the 

degree of atomic-level order/disorder), the Allen-Cahn equation is applied:102  

𝜕𝜙
𝜕𝑡 = −𝐿𝛻 u

𝛿𝐹
𝛿𝜙v (2.4) 

where 𝐿 is a mobility associated with the nonconserved order parameter. 

Phase-field models have an advantage of simpler numerical implementation compared to 

most sharp interface models. Here, boundary conditions do not need to be imposed on the 

interfaces, which often have complex morphologies. This enables the use of the finite difference 

method,103 which is a straightforward numerical approach for solving partial differential 

equations. The validity of phase-field models can be assessed by examining the sharp interface 

asymptotics for the phase-field model,98,99,104,105 and by comparing the phase-field simulation 

results to the sharp interface models.106,107 

Phase-field models of eutectic solidification found in existing literature have been 

developed108-112 based on the quantitative phase-field models of solidification.98,99,113-115 Early 

phase-field models for eutectic solidification were demonstrated for binary eutectics but were not 

computationally efficient because fine spatial resolutions were required for resolving 

composition gradients and their evolution within the interface.116-119 Multi-phase-field models 

enabled examination of three or more phases.108,109 These models were further developed to 
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improve accuracy and computational efficiency by mitigating a diffuse interface artifact (i.e., 

solute trapping) and have been validated against the Jackson-Hunt theory.57,110-112   

Many aspects of microstructural formations in eutectic solidification have been studied 

by using phase-field models.  Phase-field simulations of eutectic colony formation120 and 

lamellar stability during solidification121-124 have provided insights into eutectic morphological 

evolution. Phase-field simulation results confirmed the existence of a eutectic colony structure, 

which has shorter-range (e.g., lamellae) and longer-range (e.g., eutectic colony cell) 

periodicity,120 which were predicted by the long-range instability in a linear stability analysis.125 

The overstability condition of small lamellar spacing was studied by phase-field modeling and 

experiments revealing transverse movement of phase triple junctions not considered in the 

derivation of the Jackson-Hunt theory.121 Phase-field simulations of the continuous nucleation of 

solid phases during eutectic solidification were performed and revealed that the nucleation can 

suppress instabilities of interfaces between a single solid phase and the eutectic liquid.122 Also, 

the formation of a zig-zag type lamellar structure was found and analyzed.123 Subsequently, the 

stability of structural defects in lamellar and other unique periodic microstructures not 

considered in the Jackson-Hunt theory were revealed.124 The effects of planar geometric 

confinement on the resulting eutectic microstructures were examined, and several 

microstructural features rarely seen in experiments were discovered.126,127 As in all multi-phase 

materials, interfacial energies play a key role in eutectic microstructure evolution, and thus the 

effects of anisotropy in interfacial energy were studied.128,129 The results showed a wide variety 

of morphological patterns, such as spiral eutectic colony structure, due to interfacial energy 

anisotropy.128,129 The effects of the temperature profile were investigated, and a lamellar-to-rod 

microstructural transition was found in the directional solidification of the eutectic with the 

temperature gradient direction transverse to the solidification direction.130 Ternary eutectic 
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systems, in which three solid phases form simultaneously, were studied for lamellar growth in 

two dimensions131 and spiral growth of two-phase rods embedded in a matrix phase in three 

dimensions.132-134 Eutectic phase-field models have been employed to simulate many different 

types of eutectic material systems, including metals and ionic compounds. Figure 2.2 shows 

various types of eutectic microstructures (including lamellar, colony, rod, and spiral structures) 

that have been successfully simulated with phase-field models.  

 

Figure 2.2 Various eutectic pattern formations captured by phase-field 
modeling: (a) Lamellar structure formation during directional solidification. 
Reproduced with permission.108 Copyright 2000, Elsevier. (b) Eutectic colony 
formation during directional solidification. Reproduced with permission.120 
Copyright 2002, American Physical Society. (c) Lamellar breakdown during 
isothermal solidification under thermal noise and continuous nucleation. 
Reproduced with permission.122 Copyright 2007, Springer Nature. (d) Lamellar-to-
rod structure transition during directional solidification due to change in the 
temperature gradient direction. Reproduced with permission.130 Copyright 2017, 
AIP Publishing LLC. (e) Spiral eutectic colony pattern formation due to anisotropy 
in interfacial energies. Reproduced with permission.129 Copyright 2017, Elsevier. 
(f) Spiral growth of rods during directional solidification of a ternary eutectic. 
Reproduced with permission.134 Copyright 2016, Elsevier. 
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2.1.3  Early Works on Template-Directed Eutectic Solidification 

Template-directed assembly is showing promise for controlling the self-organization of 

eutectic materials to generate microstructures that could have potential optical functionalities. 

This template-directed solidification could also lead to the emergence of new structures that are 

not present in either the template or the native eutectic structure. As the variables associated with 

a template’s geometry further broaden an already large phase space, simulation methods would 

be key to making efficient progress in understanding the microstructural evolution and the 

development of templates. 

State-of-the-art tools like lithography and surface functionalization can be used to design 

a template matrix with a patterned topography and surface chemistry. With this, the effects of 

confinement and the interaction between the template pattern and the solidifying eutectic (for 

surface-selective nucleation) can be combined to tailor the assembly of the phase-separating 

components. The combination of top-down lithography and bottom-up assembly of materials 

give opportunities to fabricate large-area, scalable optical materials and widen the scope of 

constituent structures and materials. 

A few cases of template-directed solidification of eutectics have been studied in 

literature, as reviewed below, wherein factors affecting the solidification process and the final 

structure are either the template-dictated shape of the solidification front or confinement within 

the patterned template. The periodicity of the eutectic, λ, is primarily determined by the 

solidification front velocity, v. Depending on the manner of heat removal from the eutectic melt 

and the design or composition of the container/template, the solidification front can assume 

different shapes and orientations. Hence, the template design and template composition are both 

crucial in determining the shape of the solidification front for a given method. 
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As one of the initial examples of template-directed solidification of eutectics, it was 

demonstrated that by forcing the solidification front to curve, either by adjusting the heat-flow 

pattern or by blocking the eutectic growth with a physical obstacle, the lamellar structures of 

some eutectics (Pb-Cd, Sn-Cd, and Cd-Zn) transition into rod structures.135 Over the range of the 

applied growth rates, the Pb-Cd eutectic always formed an ordered lamellar structure in the 

absence of obstacles. To produce a curved solidification front, the eutectic was directionally 

solidified in a graphite boat containing a graphite inset. In this setup, the metal eutectic solidified 

with a planar solidification front until the front reached the sharp edge of the graphite inset. At 

the edge, the solidification front curved as it grew around and past the inset obstacle without 

significant change to the growth rate. However, the lamellae broke down into rod structures as 

the growth direction curved and pointed out of the plane of the initial growing lamellae. The rods 

did not extend far from the edge of the graphite inset, rather there was a rapid transition back to 

lamellae, suggesting that the rods must be growing under unstable conditions. Thus, it was 

concluded that the sudden change in either the direction of the solidification or the curvature of 

the solidification front caused by the template led to this unique morphological changes.135 

In addition to controlling the shape of the solidification front, templates can greatly 

modify the microstructure of a solidifying eutectic, in particular when the template has 

characteristic dimensions commensurate to the characteristic spacing of the eutectic structure.61 

Templates have been used to demonstrate the effects of confinement on eutectic solidification 

with those ranging from one-dimensional structures, such as capillary tubes and porous anodized 

aluminum oxide, to three-dimensional structures, such as silica opals, which are further 

discussed below. 

Optically transparent eutectic organic alloys are advantageous for studying eutectic 

solidification, as their transparency enables direct, in situ observation of directional 
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solidification, which provides the details of the evolution of the solidification front and the 

formation of eutectic structures.127,136,137 In one study, shown in Figure 2.3, the specimen 

(capillary tubes with a thin-slab geometry) thickness was modified by changing the spacer 

thickness, and the rate of solidification was controlled.127 Samples of succinonitrile (SCN) - (d)-

camphor (DC) eutectic were sealed in 5 mm wide glass sample holders ranging in thickness from 

15 to 350 µm. The samples were directionally solidified at a range of velocities and the cross-

section perpendicular to the solidification direction was imaged using an optical microscope. The 

eutectic formed a rod structure independent of the specimen thickness, when high growth 

velocities were used. This showed that the rod morphology was favorable when the characteristic 

spacing was small. However, at low growth velocities, the characteristic spacing of the eutectic 

structure was larger and on the order of the specimen thickness; thus under these conditions, the 

system can be considered to be “confined.” For specimen thicknesses (i.e., confining-geometry 

dimensions) between 30 µm and 140 µm, lamellar patterns of DC and SCN phases are observed. 

While the volume fraction of SCN-DC would usually result in a rod structure, the ordinarily 

unfavorable lamellar microstructure formed within a confinement since the lamellar instability 

modes were blocked as the specimen thickness was smaller than the critical wavelengths of the 

morphological instability threshold.123,124 For specimen thicknesses above 140 µm, the bulk 

microstructure of DC rods in SCN matrix was observed for the same slow growth velocities. 

These steady-state morphologies that formed at different velocities with the confinement effects 

of the solidification template showed a bistability in the eutectic pattern. Phase-field modelling 

was used to confirm these transitions.123,126,136 Rod-to-lamellar transitions resulting from 

confinement effects of the template could prove useful in designing specific periodic 

microstructures in the solidifying eutectic material. 
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Figure 2.3  Confinement of eutectics during solidification within a thin slab 
geometry: Succinonitrile - (d)-Camphor eutectic confined in a thin slab geometry 
with finite thickness (𝛿). As the thickness varies, the microstructure transitions 
from lamellar to rod morphology. Scale bars 20 µm. Reproduced under the terms 
of the CC-BY-NC-SA 3.0 license.127 
 
The effect of confinement on the solidification of eutectics has also been studied using 

microporous anodic aluminum oxide (AAO) as a template. Single-crystal nanowires of Bi-Sn 

solder eutectic alloy were synthesized by confining its solidification within this porous 

structure.138 The AAO templates were infiltrated by the metal eutectics using a setup that enabled 

evacuating the air from the pores, followed by hydraulic pressure injection of the melt into the 

pores. The confined Bi-Sn eutectic melt phase-separated within these nanosized pores to form an 

alternating layer structure (Figure 2.4).138,139 Given the direction of heat flow (from the top of the 

template to the bottom surface, where heat is extracted) and the expected solidification direction 

that results, alternating layers of the eutectic would ordinarily be expected to align along the axis 

of the cylindrical pores. However, the template-directed eutectic exhibited an unexpected 

orientation of phase-separation of the Bi and Sn phases. Such phase separation could arise due to 
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the confinement effects of the small pores on the eutectic. It can be observed in Figure 2.4 that 

there is not a preferred phase that nucleates at the bottom surface of the template; either Bi or Sn 

can start solidifying at the bottom surface. This leads to a build-up of the atomic species of the 

other phase, which subsequently solidifies above the first-forming phase. The overall alternating 

structure does not have a fixed spacing; rather the Bi and Sn layers are of random lengths, 

suggesting that a stochastic process, such as nucleation, is playing a role. The phase boundary 

orientation suggests that this phase-separation process is not a traditional directional 

solidification of a eutectic, where solid-phase separation occurs in a lateral direction, parallel to 

the solidification front.15 

 

Figure 2.4 Confinement of eutectic during solidification in AAO template: Bi-
Sn eutectic as solidified within the channels of AAO template. This provides a 
novel approach to synthesize large-area nanowires. Reproduced with 
permission.138,139 Copyright 2009, Elsevier. 
 
The AAO template-directed eutectic solidification presents a novel method to obtain 

multi-phase nanowires of various chemistries, however lack of control over the thickness of the 

individual layers could be a concern for optical applications. Future investigations may include 

eutectic materials of inherent structures such as rods, or spiral, directed by the pores of the AAO 

template, possibly resulting in helical morphologies.140 

The confinement of the solidifying eutectic within pores offers a novel method to obtain 

small feature sizes in the eutectic structure that may not be easy to obtain by simple directional 

solidification. These pores can also be created via three-dimensional templates, as reported in the 
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case where AgCl-KCl salt eutectic was infiltrated into a silica opal template.61 The nanosized 

gaps between the individual silica colloidal particles gave rise to new morphological features 

with sizes significantly smaller than that of either the template or the inherent bulk eutectic, as 

shown in Figure 2.5.61 The emergence of the three-dimensional mesostructures was mainly 

determined by the gap size (necks) between the densely packed silica colloidal particles. When 

the gaps were sufficiently large, the lamellar phase separation was facilitated in such a manner 

that the eutectic maintained a lamellar structure locally. However, there was no long-range order 

in the complex morphology of AgCl and KCl lamellae. In the case where this gap size was small, 

i.e., the colloidal particle diameter was small, a random agglomerate of AgCl and KCl phases 

was observed with no short- or long-range order.61 

 

Figure 2.5 Silica opal template-directed solidification of eutectics: AgCl-KCl 
eutectic directionally solidified within silica opal template shows a complex 
morphology of the lamellar eutectic. Reproduced with permission.61 Copyright 
2015, Wiley-VCH. 
 
This three-dimensional mesostructured network of AgCl-KCl eutectic imposed by the 

template exhibited intriguing optical properties that could be changed by varying the rate of 

directional solidification. Depending on the lamellar spacing of the mesostructured eutectic, 
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sharp dips in the transmission spectrum were observed around 1.42 μm, 1.18 μm or 690 nm, 

corresponding to the features in the complex morphology of the template-directed eutectic 

(Figure 2.5d).61 This was confirmed with finite-difference time-domain optical simulations for a 

simplified structure of alternating dielectric layers (assuming the refractive index of 1.49 and 

2.09 for KCl and AgCl, respectively) infiltrated within a matrix of silica spheres. The absence of 

any optical response from the opal template suggested that the mesostructure retains optical 

features from the lamellar eutectic, even when infiltrated within a periodic array of silica 

colloidal particles.61 

2.1.4 Eutectic-Template Considerations 

There are a large number of material combinations that undergo eutectic 

solidification.56,57,59,60,141,142 However, it is challenging to test all of these material chemistries to 

obtain the desired template-directed eutectic optical materials. Thus, it is critical to select the best 

material system for a given application and for ease of processing. Processing challenges include 

limitations of the ambient environment control, undesired chemical reactions, and the thermal 

and chemical stability of the template materials. The template features should be durable and 

strong enough to tolerate stresses from volume changes during the melting and solidification of 

the eutectic materials. In some cases, processes may require rapid heating or quenching and thus 

the template materials must be able to survive large thermal gradients. 

The ideal template fabrication technique should provide features at the desired length 

scales. For model studies, lithographic techniques are probably best, given their precision and 

applicability to a diverse range of geometric designs.9,143 The ability to incorporate a diverse set 

of materials is important, as the constituent materials play a major role in controlling heat flow, 

and therefore the temperature profile imposed on the solidifying eutectic, which often strongly 

affects the resultant microstructure.144 
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Another consideration is the compatibility between the template surface and the 

solidifying eutectic material. Chemical stability and wettability are particularly important for 

template-directed eutectic solidification. Surface modifications, such as metal or oxide coatings, 

could provide favorable, stable surface chemistries and allow controlled flow of the liquid 

eutectic material over the template surface. The template material must also have a melting 

temperature higher than that of the eutectic temperature to avoid thermal instability or melting of 

the template. For some applications, it may also be important for the template to be reusable. 

For cases when certain materials with desired properties cannot be directly solidified 

through a template, a template-directed eutectic could itself act as a template for other materials. 

This can be achieved by selectively etching one of the phases and infiltrating with new 

materials.62,145 This replacement technique could be especially advantageous in synthesizing 

optical metasurfaces and metallodielectric optical metamaterials. 

There are great opportunities in the design space for the template-directed solidification 

of eutectics to tailor the light-matter interactions for optical metamaterial applications. However, 

such applications require a high level of control over the eutectic morphologies and their degree 

of order, both at short and long ranges. Along with appropriate template design, this will require 

precise control over the rate and direction of heat flow in the experimental design, allowing 

steady-state solidification conditions suitable to produce a high degree of order. If this is 

realized, the potential list of applications will include optical, electronic, magnetic, thermal, 

photovoltaic and mechanical functionalities. To date, reports on template-directed organization 

of eutectics have been predominantly limited to lamellar eutectic systems. By utilizing other 

eutectic structures with rod, irregular, or complex motifs, new classes of template-directed 

eutectic organization can be explored. 
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2.2 Hindered Grain Boundary Diffusion 

2.2.1 Grain Boundary Effects on Materials Properties 

Defects, such as grain boundaries in polycrystalline solids, often have a significant effect 

on material properties.48 Grains and grain boundaries in materials arise from various processing 

techniques such as sintering, agglomeration of particles, or nucleation and growth. The unique 

configuration of atoms at grain boundaries, in which bonding structures differ from atoms in the 

intrinsic lattice, lead to differences in mechanical and/or transport behavior between grain 

boundaries and bulk regions. In many cases, materials can be designed to take advantage of these 

grain boundary effects, such as improving creep strength, ductility, corrosion resistance, and 

damage resistance in metallic alloys.146-149 

Mass transport is a vital phenomenon in a vast range of materials, from ion transport in 

solid oxide fuel cells26,27,29 and batteries41-43 to metal diffusion barrier layers.150,151 Due to lower 

density and a high degree of defects at grain boundaries, often, mass transport is enhanced 

compared to the bulk. For example, it has long been known that the increased rate of diffusion at 

grain boundaries has accelerated sintering processes.152-154 In functional materials, grain 

boundaries have been shown to increase transport rates of charge-carrying species in 

photovoltaics33-35 and battery materials,36,37 as well as enhancing dopant diffusion rates in 

polycrystalline silicon.32  

The examples listed thus far have all been cases where grain boundaries enhanced the 

rate of diffusion; however, some materials systems exhibit the opposite behavior, in which grain 

boundaries act to hinder transport. In the solid oxide fuel cell material yttria-stabilized zirconia 

(YSZ), space charge layers and oxygen vacancy depletion at grain boundaries decrease the 

diffusivity of oxygen ions at the grain boundaries compared to the bulk.38,155 The decrease in 

diffusivity at grain boundaries becomes particularly important for performance in nanocrystalline 
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YSZ, in which the effects of the grain boundaries become more prominent as the grain boundary 

density increases.39 Battery cathode particles often consist of agglomerations of smaller particles 

that form dense, polycrystalline structures.41-43 During electrochemical charging and discharging, 

stress from volumetric changes may cause decohesion and cracks to form at the grain boundaries 

of the cathode particle which obstruct ionic transport and negatively affect battery 

performance.41 Hydrogen diffusion in aluminum is hindered across certain grain boundary 

configurations, though enhanced diffusion parallel to grain boundaries is observed.156 Similarly, 

helium diffusivity is decreased in tungsten grain boundaries.157 In organic semiconductors, grain 

boundaries can, at times, act as traps for charge carriers.158 Once the trap site is occupied by a 

charged species, it will repel other like-charged carriers and thus transport is obstructed at the 

grain boundary. Likewise, there are biomedical instances of hindrance, such as medicine delivery 

to tumors where diffusion may be impeded at membranes in vasculature.159 In addition to the 

hindering effects of grain boundaries on mass transport, grain boundaries can inhibit thermal 

transport as well.160  

2.2.2 Grain Boundary Diffusion Modeling 

Models have been developed for investigating systems that exhibit enhanced grain 

boundary diffusion. Fisher proposed a numerical model to predict the penetration of a diffusing 

species with enhanced transport at surfaces and grain boundaries.48 The model was later adapted 

using the Smoothed Boundary Method to develop a mesoscale model applicable to any arbitrary 

polycrystalline geometry and the diffusional impedance spectra of lithium ion battery materials 

were investigated.47 Enhanced grain boundary diffusion has also been explored in 

nanocrystalline copper by employing molecular dynamics simulations.161  

The extent of modeling of hindered grain boundary diffusion has been limited. Molecular 

dynamics simulations were utilized to study the hindrance effects of grain boundaries in the YSZ 
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solid oxide fuel cell material.39 Kinetic Monte Carlo simulations have revealed grain boundary 

orientations that inhibit helium diffusion in tungsten.162 These investigations were limited to 

bicrystals. One work, which examined diffusion in a total of four grains, combined kinetic Monte 

Carlo and molecular dynamics simulations to demonstrate a method for studying asymmetric 

grain boundary structures of plasma-facing and their impurity retention behavior. A model which 

could explicitly account for the entire polycrystalline microstructure (or at least a representative 

volume) of a material with hindered diffusion at grain boundaries does not yet exist in literature. 

Nevertheless, there are mean-field approaches that seek to predict the effective diffusivity 

– though not the dynamically evolving concentration – of polycrystalline structures by making 

assumptions about the grain boundary geometry. One such approach is Hart’s equation, which 

assumes all grain boundaries are parallel to each other and oriented along the direction of 

macroscopic diffusion.50 Essentially, this description is simply the rule of mixtures, in which the 

effective diffusivity is expressed as the average of the grain boundary and bulk diffusivities, 

weighted by their respective volume fractions. Another mean-field approximation is the Maxwell 

Garnett equation, where grain boundaries are assumed to have spherical shapes.51 These 

expressions and their comparisons to models presented in this dissertation are discussed in more 

detail in Chapters 7 and 8. 

 



 28 

 

 

Chapter 3: Methods 

3.1 Template-Directed Eutectic Solidification 

3.1.1 Eutectic Solidification Phase-Field Model 

For our phase-field model, we use a combination of the eutectic solidification model 

developed by Folch and Plapp112 and the Smoothed Boundary Method (SBM) developed by 

Yu.163 We begin by describing the base phase-field model.  

The phase of each point in the system is described by three nonconserved order 

parameters, (𝑝L, 𝑝N, 𝑝z). The order parameters for the two solid phases, denoted by 𝛼 and 𝛽,	 and 

the liquid phase, denoted by L. are constrained such that their sum is one (i.e., 𝑝L + 𝑝N + 𝑝z =

1). In phase 𝑖, 𝑝X = 1 and 𝑝{ = 𝑝| = 0, where 𝑖 ≠ 𝑗 ≠ 𝑘. The binary interfaces and triple points 

have order parameter values between zero and one. The order parameters evolve and reduce a 

free energy, which is a volume integral of the free energy density 𝑓 described by:  

𝑓 = 𝐾𝑓���� + 𝐻𝑓� + 𝑋𝑓� (3.2) 

where K is a constant with dimensions of energy per unit length and H and X are constants with 

dimensions of energy per unit volume. The free energy density is made up of three contributions: 

the gradient free energy density, 𝑓����, the phase-field free energy density, 𝑓�, and the chemical 

free energy density, 𝑓�. The gradient free energy density is dependent on the spatial derivative of 

the order parameters:  
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𝑓���� =
1
2�

(𝛻𝑝X)]
X

 (3.2) 

The phase-field free energy density has a triple well construction with minima at the bulk 

values of the order parameters. More specifically, it is a sum of double wells:  

𝑓� =�𝑝X]
X

(1 − 𝑝X)] (3.3) 

The chemical free energy density is necessary to tilt the triple well construction such that 

one phase is preferred over the others at certain compositions and temperatures. It is described 

by:  

𝑓� =�𝑔X
X

(𝐵X − 𝜇𝐴X) (3.4) 

where 𝑔X is a function that raises the energy well of phase I and 𝜇 is the chemical potential.	𝐴X 

and 𝐵X are the scaled equilibrium concentration and equilibrium chemical free energy, 

respectively, for the corresponding phase, which are explained in further detail later. The 

evolution of the order parameters to reduce the free energy is described by an Allen-Cahn 

equation:  
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(3.5) 

where 𝜏 is the relaxation time, 𝑡 is the simulation time, and 𝜆� is a coupling constant (𝜆� = 𝑋/𝐻). 

All interfacial energies are assumed to be equal, though a small modification to include 

anisotropic interfacial energies can be found in Ref. 112 along with the derivation for Equation 

3.5. 
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The chemical composition of the simulated system is calculated in terms of the chemical 

potential. The flux of the solute, J, is described by Fick’s first law:  

𝐽 = −𝐷𝑝z𝛻𝜇 (3.6) 

Here, the diffusion coefficient, 𝐷, is multiplied by the liquid order parameter, 𝑝z, because the 

diffusivity in the solid is negligible compared to the diffusivity in the liquid. This gives us a one-

sided model in which there is no diffusion in the solid. However, because the phase-field model 

frequently takes an interface thickness that is greater than that of the physical system, an anti-

trapping current term must be added to avoid solute being trapped in the interface. This anti-

trapping current adds a flux normal to the solid-liquid interface into the liquid that exactly 

counteracts the artificial solute trapping effect of the wide interface. Therefore, the flux becomes 

𝐽 = −𝐷𝑝z𝛻𝜇 − 2𝑎𝑊𝑛�z � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)
𝜕𝑝X
𝜕𝑡

X�L,N

 (3.7) 

where W is the interface thickness and 𝑛�X is the unit vector normal to the phase 𝑖 interface. The 

constant 𝑎 = 1/(2√2) is chosen to exactly counterbalance solute trapping while eliminating the 

spurious effects dependent on interface thickness (i.e., artificial surface diffusion, interface 

stretching, and chemical potential jump at the interface).164 With this flux, the chemical potential 

evolves in time according to the diffusion equation:112  

𝜕𝜇
𝜕𝑡 = 𝛻 ∙ (𝐷𝑝z𝛻𝜇) −�𝐴X

𝜕𝑝X
𝜕𝑡

X

+ 2𝑎 � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)𝛻 ∙ u𝑛�X
𝜕𝑝X
𝜕𝑡 v

X�L,N

 (3.8) 

The driving force toward solidification in the simulation depends on the temperature. In 

the isothermal solidification case, the temperature profile is a constant value below 𝑇H 

throughout the system. In the directional solidification case, the initial location of the eutectic 

temperature isotherm (𝑦X�B) in the y-direction (growth direction) is an input as an initial 
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condition. In most cases, 𝑦X�B is just a single value representing a planar eutectic temperature 

isotherm (leading to a planar solidification front); however, experimental observation or heat 

transfer simulation results can justify a 𝑦X�B that is variable across the x- and z-directions. A 

linear thermal gradient 𝐺 in the y-direction is used to calculate the temperature away from the 

eutectic temperature isotherm. Finally, the pulling velocity 𝑣� of the system through the thermal 

gradient is used to update the temperature profile over time. The equilibrium chemical free 

energy density for phase 𝑖 is dependent on the temperature as described by 

𝐵X = 𝐴X
(𝑇 − 𝑇H)
𝑚X𝛥𝐶

= 𝐴X
𝐺�𝑦 − 𝑣�𝑡 − 𝑦X�B(𝑥, 𝑧)�

𝑚XΔ𝐶
 (3.9) 

Assuming the liquidus and solidus lines are parallel, 𝐴X is equal to the scaled 

concentration of phase 𝑖, 𝑐X = (𝐶X − 𝐶H)/Δ𝐶, where 𝐶X is the equilibrium concentration of phase 

𝑖 and 𝐶H is the eutectic concentration. 𝐴z and 𝐵z are zero because only the relative differences 

between phases 𝑖 and 𝐿 are important. 

The remaining undefined terms are the coupling constant 𝜆� and the relaxation time 𝜏. 

They are described by 

𝜆� =
𝑊𝑎P
2𝑑̅

J
1
|𝐴L|

+
1
£𝐴N£

O (3.10) 

𝜏 =
𝜏L + 𝜏N
2 +

𝜏L − 𝜏N
2

�𝑝N − 𝑝L�
�𝑝L + 𝑝N�

 (3.11) 

where 𝑎P = √2/3 and 𝑑̅ is the capillary length 𝑑̅ = (𝜎X𝑇H)/(𝐿X|𝑚X|Δ𝐶). The relaxation times 𝜏L 

and 𝜏N are defined by 

𝜏X =
𝜆�𝐴X]𝑊]𝑎]

𝐷  (3.12) 
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where 𝑎] = 1.175.112 The constants 𝑎P and 𝑎] are chosen such that errors associated with an 

artificially large interface vanish, as discussed in Ref. 164.  

The model is discretized in space using a centered finite difference scheme with a grid 

spacing of Δx=0.8 or less. The temporal discretization follows a forward Euler time stepping 

scheme where the time step Δt is 80% of the lesser of (1/2)�Δx]/𝐷 and (1/2)�Δx]𝜏X, where 𝑑 

is the number of dimensions in the simulation. Variables and spatial derivatives are 

nondimensionalized. Lengths and times are nondimensionalized using the factors W and 𝜏̅ =

�𝜏L + 𝜏N�/2, respectively. Because W is the interfacial thickness of the phase-field model, a 

sufficiently small W is necessary to ensure accuracy. For example, to keep a sufficiently high 

ratio of bulk to interface, an interfacial thickness is chosen such that the ratio of the eutectic 

spacing to W is 64. The computational domain is chosen to be large enough in the growth 

direction to ensure that the variations of the chemical potential in the x- and z-directions at the 

higher-temperature region of the domain are sufficiently small. A one-dimensional solution for 

the chemical potential equation extends in the y-direction beyond the edge of the conventional 

computational domain (i.e., the two- or three-dimensional domain), as shown schematically in 

Figure 3.1 for a two-dimensional simulation. Because there is no phase transformation in that 

one-dimensional region, only a simplified diffusion equation is solved: 

𝜕𝜇
𝜕𝑡 = 𝐷𝛻]𝜇 (3.13) 

This one-dimensional domain is chosen to be at least as long as the diffusion length, defined by 

𝐷/𝑣. The boundary condition at the end of this one-dimensional domain is a Dirichlet boundary 

condition set to the value of the eutectic composition while the other edge is set to the average 

value of the composition just inside the conventional domain (discarding values corresponding to 

positions where 𝜓 < 0.5). The boundary conditions in the x- and z-directions are periodic unless 
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geometric confinement is being investigated, in which case the boundary conditions may instead 

be no-flux. The y-direction boundary conditions are no-flux, but in practice it does not matter 

because the solid does not evolve at the cold edge and there is only liquid at the hot edge of the 

domain. The computational domain shifts in the y-direction by one grid point every time the 

solidification front moves forward by one grid point. In doing so, the low-temperature end of the 

domain is discarded and new grid points are added to the high-temperature end of the domain 

with the chemical composition imposed by the one-dimensional solution beyond the domain 

described above.  

 

Figure 3.1 Two-dimensional eutectic solidification domain schematic: The 
chemical potential is solved in two-dimensions in the conventional domain, shown 
on the left. The domain is extended with a one-dimensional domain, shown on the 
right. The boundary condition (BC) imposed on the right side of the two-
dimensional domain comes from the chemical potential on the left side of the one-
dimensional domain. The BC imposed on the left side of the one-dimensional 
domain comes from the average of the chemical potential on the right side in the 
two-dimensional domain. The BC imposed on the right side of the one-dimensional 
domain is zero, the eutectic composition. 

 

3.1.2 Template-Eutectic Interactions with the Smoothed Boundary Method 

Because the template is static and impermeable, the diffusion equation must be modified 

such that no-flux boundaries are enforced at the template-eutectic interface. We accomplish this 
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by using the smoothed boundary method and introducing another field variable, the domain 

parameter 𝜓.163 Like the order parameters, the domain parameter varies between zero and one. In 

the template, the domain parameter is zero and in the eutectic, the domain parameter is one. 

Again, the regions with values between zero and one represent the interface between the 

template and eutectic. Multiplying both sides of Equation 3.8 by 𝜓 gives 

𝜓
𝜕𝜇
𝜕𝑡 = 𝜓𝛻 ∙ (𝐷𝑝z𝛻𝜇) − 𝜓�𝐴X

𝜕𝑝X
𝜕𝑡

X

+ 2𝑎𝜓 � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)𝛻 ∙ u𝑛�X
𝜕𝑝X
𝜕𝑡 v

X�L,N

 

(3.14) 

We can then manipulate Equation 3.14 using the identity  

𝜓𝛻 ∙ (𝐷𝑝z𝛻𝜇) = 𝛻 ∙ (𝜓𝐷𝑝z𝛻𝜇) − 𝛻𝜓 ∙ (𝐷𝑝z𝛻𝜇) (3.15) 

to obtain a new equation: 

𝜓
𝜕𝜇
𝜕𝑡 = 	𝛻 ∙ (𝜓𝐷𝑝z𝛻𝜇) − 𝛻𝜓 ∙ (𝐷𝑝z𝛻𝜇) − 𝜓�𝐴X

𝜕𝑝X
𝜕𝑡

X

+ 2𝑎𝜓 � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)𝛻 ∙ u𝑛�X
𝜕𝑝X
𝜕𝑡 v

X�L,N

 

(3.16) 

To enforce a no-flux boundary at the template interface, 𝑛�¨ ∙ 𝐽 must be zero, where 𝑛�¨ is 

the unit vector normal of the template. Substituting Eq. 3.7 into 𝑛�¨ ∙ 𝐽 = 0 gives the equation 

−
𝛻𝜓
|𝛻𝜓| ∙ ©−𝐷𝑝z𝛻𝜇 − 2𝑎𝑊𝑛�z � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)

𝜕𝑝X
𝜕𝑡

X�L,N

ª = 0 (3.17) 

Rearranging gives 

𝛻𝜓 ∙ (𝐷𝑝z𝛻𝜇) = 	𝛻𝜓 ∙ ©−2𝑎𝑊𝑛�z � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)
𝜕𝑝X
𝜕𝑡

X�L,N

ª (3.18) 
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Substituting this back into Equation 3.15 and dividing both sides by 𝜓, we arrive at the final 

diffusion equation:  

𝜕𝜇
𝜕𝑡 = 	

1
𝜓𝛻 ∙

(𝜓𝐷𝑝z𝛻𝜇) −
𝛻𝜓 ∙ u−2𝑎𝑊𝑛�z ∑ (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)

𝜕𝑝X
𝜕𝑡X�L,N v

𝜓

−�𝐴X
𝜕𝑝X
𝜕𝑡

X

+ 2𝑎 � (𝐴X − 𝐴z)(−𝑛�z ∙ 𝑛�X)𝛻 ∙ u𝑛�X
𝜕𝑝X
𝜕𝑡 v

X�L,N

 

(3.19) 

Note that modifying the diffusion equation with the domain parameter only has an effect 

where 𝛻𝜓 is nonzero; this is only the case at the template interface, where the no-flux boundary 

is applied. The template interface is chosen to have the shape of a hyperbolic tangent function:  

𝜓(𝑥) =
1
2Q1 + tanh Q

𝑥 − 𝑥¯
2 WW (3.20) 

where 𝑥 is the spatial coordinate in the x-direction and 𝑥¯ is the location of center of the 

interface. 

Additionally, the SBM can be employed to impose template boundary conditions on the 

phase-field evolution equation. Equilibrium contact angle boundary conditions can be applied by 

modifying Equation 3.5 in the same manner as the diffusion equation was modified with a no-

flux boundary condition, but instead of setting 𝑛�¨ ∙ 𝐽 to zero, we instead use the equation  

−
∇𝜓
|∇𝜓| ⋅

∇𝑝X
|∇𝑝X|

= cos 𝜃X (3.21) 

where 𝜃X is the contact angle at the phase 𝑖-liquid-template junction. The negative on the left 

hand side comes from the fact that the gradient of 𝜓 points away from the template (i.e., 𝜓 = 0 

in the template). We multiply by 𝜓 on both sides of Equation 3.5 to obtain  
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𝜓𝜏
𝜕𝑝X
𝜕𝑡 = 𝜓𝛻]𝑝X + 𝜓

2
3 �−2𝑝X

(1 − 𝑝X)(1 − 2𝑝X) +�𝑝{�1 − 𝑝{��1 − 2𝑝{�
{�X

�

+ 𝜓 𝜆��
𝜕𝑔{
𝜕𝑝X{

�

���������P

�𝜇𝐴{ − 𝐵{� 

(3.22) 

and subsequently use the identity 

𝜓𝛻]𝑝X = 𝛻 ∙ (𝜓𝛻𝑝X) − 𝛻𝜓 ∙ 𝛻𝑝X (3.23) 

as a substitute in Equation 3.22 to obtain 

𝜓𝜏
𝜕𝑝X
𝜕𝑡 = 𝛻 ∙ (𝜓𝛻𝑝X) − 𝛻𝜓 ∙ 𝛻𝑝X

+ 𝜓
2
3 �−2𝑝X

(1 − 𝑝X)(1 − 2𝑝X) +�𝑝{�1 − 𝑝{��1 − 2𝑝{�
{�X

�

+ 𝜓 𝜆��
𝜕𝑔{
𝜕𝑝X{

�

���������P

�𝜇𝐴{ − 𝐵{� 

(3.24) 

Rearranging Equation 3.22 as 

∇𝜓 ⋅ ∇𝑝X = − |∇𝜓||∇𝑝X|cos 𝜃X (3.25) 

and substituting it into Equation 3.24 and dividing both sides by 𝜓 gives the final phase-field 

evolution equation modified to include a template-solid-liquid contact angle boundary condition:  
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𝜏
𝜕𝑝X
𝜕𝑡 =

1
𝜓𝛻 ∙

(𝜓𝛻𝑝X) +
|∇𝜓||∇𝑝X|

𝜓 cos 𝜃X

+
2
3 �−2𝑝X

(1 − 𝑝X)(1 − 2𝑝X) +�𝑝{�1 − 𝑝{��1 − 2𝑝{�
{�X

�

+ 𝜆��
𝜕𝑔{
𝜕𝑝X{

�

���������P

�𝜇𝐴{ − 𝐵{� 

(3.26) 

 

3.1.3 Parameterization 

For the majority of the template-directed eutectic solidification simulation work, the 

model was parameterized for the AgCl-KCl eutectic system. AgCl-KCl was chosen for its 

relatively low eutectic temperature (compared to that of the template materials silicon, silica, and 

nickel), its ability to have KCl selectively etched with water, and its inherent, regular lamellar 

structure. The materials constants for AgCl-KCl are shown in Table 3.1. This phase-field model 

does not account for each phase having a different molar volume; therefore, the eutectic 

composition is set such that the volume fraction is preserved. 
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Table 3.1 AgCl-KCl materials parameters used in the phase-field simulations. 
Quantity Symbol Value Reference 

Liquidus slope of AgCl 𝑚´�µ¶ -542 K/mol 165 

Liquidus slope of KCl 𝑚·µ¶ 837 Kmol 165 

Eutectic temperature 𝑇H 319°C 165 

Eutectic composition 𝐶H 30 mol% 165 

Composition of AgCl at 𝑇H 𝐶 �µ¶ 0 mol% 165 

Volume fraction of KCl at 𝑇H 𝑉H 38 vol.% 165 

Composition of KCl at 𝑇H 𝐶¸¹º 100 mol% 165 

AgCl-Liquid interfacial energy 𝜎 �µ¶Fz 154 mJ/m2 Assume same as 
𝜎·µ¶Fz 

KCl-Liquid interfacial energy 𝜎·µ¶Fz 154 mJ/m2 166 

AgCl-KCl interfacial energy 𝜎 �µ¶F·µ¶ 154 mJ/m2 Assume same as 
𝜎·µ¶Fz 

Latent heat of fusion per unit  
volume for AgCl 

𝐿´�µ¶ 5.12 × 10¼ J/m3 167 

Latent heat of fusion per unit  
volume for KCl 

𝐿·µ¶ 6.93 × 10¼ J/m3 167 

Diffusion coefficient 𝐷 3.79 × 10F½ m2/s 62 
 

3.1.4 Initial Condition 

Unless stated otherwise, the initial condition of the simulation contains a seed with a 

lamellar structure. The initial lamellar spacing corresponds to expected lamellar spacing 

predicted by the Jackson-Hunt57 theory based on the materials parameters and solidification 

velocity. For some simulations, it is important to break the symmetry of the initial condition to 

enable a more natural evolution or to avoid metastable states. In such cases in two-dimensions, 
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the width of each lamellar pair is varied randomly by up to ±10% of the nominal lamellar 

spacing while preserving the volume of the domain. In three-dimensions, the same lamellar pair 

width variation procedure is followed by the local width of each lamellar layer being sinusoidally 

perturbed along the other lateral direction up to ±10% of the nominal width to break symmetry I 

the remaining direction. 

3.2 Heat Transfer Calculation for Eutectic Printing 

This section is largely a reproduction of part of the article titled “High Operating 

Temperature Direct Ink Writing of Mesoscale Eutectic Architectures,” previously published in 

Advanced Materials in 2017.62 The model described below was used to find the steady-state 

temperature profiles and solidification velocities in printed filaments of eutectic material (see 

Chapter 4 Section 4.1). 

In the case of eutectic printing, a filament of initially molten eutectic is deposited onto a 

cold substrate by a nozzle moving at a constant velocity. The steady-state temperature profile of 

the center of the filament (comprising both the solidified and molten regions of the printed 

eutectic) is simulated by solving an equation that accounts for the thermal diffusion and the 

velocity due to the moving frame of reference, which follows the motion of the nozzle at a 

printing speed 𝑣¾ 

𝜕𝑇¿
𝜕𝑡̃ = 𝛼¾𝛻¿]𝑇¿ + 𝑣¾

𝜕𝑇¿
𝜕𝑦¾  

(3.27) 

where 𝑇¿  is the temperature, 𝑡̃ is the time, and 𝛼¾ is the thermal diffusivity. Tildes denote non-

dimensionalized variables, which are scaled by the length scale 𝑊Á = 2.5×10-5 m and the time 

scale 𝜏Á = 2.5×10-3 s. 	𝑊Á and 𝜏Á	 are on the order of 𝛼 𝑣⁄  and 𝛼 𝑣]⁄ , respectively. Temperatures 

are nondimensionalized by a factor of 1 K. The x-axis is parallel to the width of the filament, the 
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y-axis is parallel to the printing direction, and the z-axis is parallel to the thickness of the 

filament. The printed filament is treated as a rectangular prism, where the bottom surface 

(positioned at 𝑧̃ = 0) is in contact with the substrate and is subjected to Newton’s law of cooling: 

𝐽Ã¾�¯ = ℎ¿ÅÆÇ�𝑇¿Ã¾�¯ − 𝑇¿ÅÆÇ� = −𝑘¿
𝜕𝑇¿
𝜕𝑧̃È

Ã¾�¯
 (3.28) 

where 𝐽 is the heat flux, ℎ¿ÅÆÇ is the heat transfer coefficient of the substrate, 𝑇¿ÅÆÇ is the substrate 

temperature, and 𝑘¿  is the thermal conductivity of the eutectic. Equation 3.28 is used to enforce a 

Neumann boundary condition at the substrate-filament interface. Neumann boundary conditions 

corresponding with the air-filament interfaces are enforced at the edges and top of the filament in 

a similar manner as Equation 3.28. Equations 3.29 and 3.30 describe the boundary condition at 

the top and edges of the filament, respectively. 

𝐽Ã¾�zÉ = ℎ¿�X��𝑇¿Ã¾�zÉ − 𝑇¿�X�� = −𝑘¿
𝜕𝑇¿
𝜕𝑧̃È

Ã¾�zÉ

 (3.29) 

𝐽Ê¾�¯,zË = ℎ¿�X��𝑇¿Ê¾�¯,zË − 𝑇¿�X�� = −𝑘¿
𝜕𝑇¿
𝜕𝑥¾È

Ê¾�¯,zË

 (3.30) 

where ℎ�X� is the heat transfer coefficient to air and 𝑇�X� is the temperature of the air. Equation 

3.29 is evaluated at the top of the filament at position 𝐿Ã, the height of the filament. Equation 

3.30 is evaluated at the edges of the filament at position zero and at position 𝐿Ê, the width of the 

filament. In the y-direction, no-flux boundaries are applied at the front and back of the filament 

domain. A cylindrical Dirichlet boundary represents the nozzle and is set to the temperature of 

the nozzle, 𝑇�ÌÃÃ¶Í. This cylinder is centered at the maximum y-coordinate of the filament 

domain and has an outside diameter of 𝑑�ÌÃ. The diameter of the filament is taken to be 3% 

greater than the nozzle diameter to account for the slight spreading of the molten ink observed 
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during the printing process. The gap height between the nozzle exit and the substrate is set to 10 

μm. See Figure 3.2 for a schematic representation of the domain. 

 

Figure 3.2 Filament domain schematic: Schematic representation of the domain 
for 3D eutectic filament heat transfer simulations. 
 
Thermal properties differ between the molten and solidified AgCl-KCl eutectic material. 

A smoothly varying function to interpolate between liquid and solid values of the thermal 

diffusivity 𝛼¾ and the thermal conductivity 𝑘¿  as a function of temperature is needed for numerical 

convergence. The interpolation function 𝑔 is given by  

𝑔 =
3(𝑇¿ − 𝑇¿Å)]

(𝑇¿z − 𝑇¿Å)]
−
2(𝑇¿ − 𝑇¿Å)G

(𝑇¿z − 𝑇¿Å)G
 (3.31) 

where 𝑇¿Å and 𝑇¿z are the lower and upper bounds of the temperature range used for the 

interpolation. Figure 3.3a shows a plot of the interpolation function. For temperatures between 𝑇¿Å 

and 𝑇¿z, 𝛼¾ and 𝑘¿ are given by 
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𝛼¾ = 𝛼¾Å(1 − 𝑔) + 𝛼¾z𝑔 (3.32) 

𝑘¿ = 𝑘¿Å(1 − 𝑔) + 𝑘¿z𝑔 (3.33) 

where 𝛼¾Å is the solid thermal diffusivity, 𝛼¾zis the liquid thermal diffusivity, 𝑘¿Å is the solid 

thermal conductivity, and 𝑘¿z is the liquid thermal conductivity. For temperatures below 𝑇¿Å, 𝛼¾ =

𝛼¾Å and 𝑘¿ = 𝑘¿Å. For temperatures above 𝑇¿z, 𝛼¾ = 𝛼¾z and 𝑘¿ = 𝑘¿z. 𝑇¿Å and 𝑇¿z are chosen to be 1.25 

below and above the eutectic temperature, respectively. This range is minimal while still 

ensuring numerical convergence. Figure 3.3b and c show the interpolated values of the thermal 

diffusivity and thermal conductivity, respectively. 

 

Figure 3.3 Interpolation function and interpolated materials properties: a. The 
interpolation function, 𝑔, is plotted over the temperature range of 𝑇Î to 𝑇z. Outside 
that range, the value is displayed here as a constant extrapolation. b. The 
dimensional interpolated thermal diffusivity, 𝛼. c. The dimensional interpolated 
thermal conductivity, 𝑘. 
  
 

A term is added for the latent heat rejected at the solidification front over the same temperature 

range as the interpolation function 𝑔. For temperatures between 𝑇¿Å and 𝑇¿z, Equation 3.27 

becomes:  

𝜕𝑇¿
𝜕𝑡̃ = 𝛼¾𝛻¿]𝑇¿ + 𝑣¾ s1 + u

𝑐z
𝑐Å
− 1v𝑔 + u

𝑐z
𝑐Å
− 1v𝑇¿

𝜕𝑔
𝜕𝑇¿

+
𝐿H
𝑐Å
𝜕𝑔
𝜕𝑇¿
w
𝜕𝑇¿
𝜕𝑦¾ 

(3.34) 
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where 𝑐Å and 𝑐z are the heat capacities of the solid and liquid eutectic, respectively, and 𝐿H is the 

latent heat for the eutectic mixture. 

The physical constants used to parameterize the temperature profile model for AgCl-KCl 

are summarized in Table 3.2. The model is discretized using a centered finite-difference scheme 

and a forward Euler time stepping scheme. For 𝜕𝑇¿/𝜕𝑦¾ in the velocity term, an upwinding 

Essentially Non-Oscillatory (ENO) scheme is utilized.168 The dimensionless grid spacing Δ𝑥¾ and 

time step Δ𝑡̃ are 0.05 and 2.5×10-5, respectively. The code is parallelized via domain 

decomposition using the message passing interface (MPI) library. 

Two-dimensional simulations of a vertical slice of the central region of the filament are 

performed under steady-state conditions to determine the solidification front orientation in the y-

z plane. Simulating in two dimensions adequately captures the behavior at the center of the 

filament while allowing for a large number of printing speeds to be considered without incurring 

a large computational cost. The solidification front orientation is calculated as the angle between 

the printing direction and the surface normal of the contour curve at the eutectic temperature, 

averaged over the thickness of the filament. 

Three-dimensional simulations were carried out under steady-state conditions to 

determine the thermal gradients in the y-direction and the orientation of the solidification front in 

the x-y plane at the bottom surface of the filament. The solidification front orientation was 

calculated by finding the angle between a linear fit to the contour curve at the eutectic 

temperature (the solidification front) and the printing direction. The linear fit was applied to the 

outermost 1% of the filament width to find the solidification front orientation at the edge of the 

filament and the innermost 1% to one side of the center of the filament width to find the 

solidification front orientation at the center of the filament. The thermal gradients and 

solidification front orientations were then used to set up the phase-field simulation. 
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Table 3.2 Quantities used in parameterizing the eutectic filament heat transfer 
simulations. 

Quantity Symbol Value Reference 

Thermal diffusivity of 
solid eutectic 𝛼Î 1.86 × 10FÐ m2/s 169,170 

Thermal diffusivity of  
liquid eutectic 𝛼z 2.36 × 10FÑ m2/s 171 

Thermal conductivity of 
solid eutectic 𝑘Î 3.25 W/m/K 170 

Thermal conductivity of 
liquid eutectic 𝑘z 0.45 W/m/K 171 

Heat capacity of solid eutectic 𝑐Î 417 J/kg/K 169,170 

Heat capacity of liquid 
eutectic 𝑐z 519 J/kg/K 171 

Temperature of air 𝑇ÓÔÕ 25°C 62 

Temperature of substrate 𝑇Ö×Ø 25°C 62 

Temperature of nozzle 𝑇ÙÚÛÛºÜ 400°C 62 

Heat transfer coefficient 
to air ℎÓÔÕ 10 W/m2/K 172 

Heat transfer coefficient 
to substrate ℎÖ×Ø 2 × 10G W/m2/K 62 

Latent heat of fusion per unit  
mass for eutectic 𝐿Ý 1.4 × 10Þ J/kg 173 

3.3 Hindered Grain Boundary Diffusion 

3.3.1 Sharp Interface Model 

Grain boundaries that hinder diffusion have their greatest effect at orientations 

perpendicular to the diffusion direction as that configuration positions the fast and slow regions 

in series. Therefore, as a first step to develop a numerical model and assess its accuracy, we 
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consider a one-dimensional system in which grain boundaries are placed perpendicular to the 

diffusion direction (i.e., the grain boundary normal is parallel to the diffusion direction). The 

evolution of the concentration, 𝐶, in the bulk of the grains is described by the diffusion equation: 

𝜕𝐶
𝜕𝑡 = 𝐷ÇÆ¶|

𝜕]𝐶
𝜕𝑥]  (3.35) 

where 𝑡 is time, 𝐷ÇÆ¶| is the constant bulk diffusivity, and 𝑥 is the coordinate in the diffusion 

direction. To account for the hindrance of diffusion at the grain boundary, a Neumann boundary 

condition is imposed at each grain boundary such that for an identical concentration gradient, the 

flux across the grain boundary is lower than the flux in the bulk, resulting in a sharper 

concentration gradient in grain boundaries than in the bulk at steady-state. The other physical 

constants needed to parameterize the model for a given system are the grain boundary 

diffusivity, 𝐷�Ç, the grain boundary thickness, 𝛿, and the grain size, 𝑑. 

First, a sharp interface model for the flux boundary condition at grain boundaries will be 

described and used as a baseline. The flux at the grain boundary, 𝐽�Ç, is dependent on the 

concentration drop across the grain boundary and is given by: 

𝐽�Ç = −
1
𝜅 Δ𝐶�Ç (3.36) 

where Δ𝐶�Ç is the concentration drop across the grain boundary. The degree of hindrance, 

𝜅, is the parameter which sets how strongly the grain boundary blocks chemical transport, and it 

is related to the diffusivity and thickness of the grain boundary. We choose to define the degree 

of hindrance as  

κ = 𝛿 J
1
𝐷�Ç

−
1

𝐷ÇÆ¶|
O (3.37) 

Much like the calculation of the electrical conductance of a series circuit, the inverse of the 

diffusivity is the relevant quantity. This formulation of 𝜅 is such that the degree of hindrance is 
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independent of 𝛿 when 𝐷�Ç = 𝐷ÇÆ¶|, a condition not held for a simpler choice such as 𝜅 =

𝛿/𝐷�Ç. 

The boundary conditions at the left and right edges of the domain are Dirichlet boundary 

conditions of 𝐶 = 1 and 𝐶 = 0, respectively. The concentration evolution is calculated using 

Equation 3.35. This one-dimensional sharp interface model is sufficient for systems in which the 

grain boundaries are all perfectly perpendicular to the diffusion direction; however, a model 

which can allow for angled or curved grain boundaries is necessary for more complex systems. 

3.3.2 Smoothed Boundary Method 

As previously discussed in Section 3.1.2 for the template-directed eutectic solidification 

model, the Smoothed Boundary Method is a diffuse interface approach for setting internal 

boundary conditions using a field variable called a domain parameter.163 For a polycrystal, we 

use domain parameters, 𝜙á, to describe the location of each grain in the system such that 𝜙á = 0 

outside grain 𝑞 and 𝜙á = 1 inside grain 𝑞, as in the phase-field modeling of grain growth.174 The 

interface is indicated as a region of smooth transition between 0 and 1 described by a hyperbolic 

tangent function, 

𝜙á =
1
2 u1 + tanh u

𝑥 − 𝑥á
𝜁 vv (3.38) 

where 𝑥á is the location of the grain boundary and 𝜁 is a numerical parameter which controls the 

thickness of the diffuse interface, which naturally arises as a solution to the Allen-Cahn 

equation.102 The sum of all domain parameters at any given point is equal to one, ∑ 𝜙á
ã
á = 1, 

where 𝑄 is the number of grains in the system.  

To include the effect of grain boundaries, the diffusion equation is modified to include a 

term that sets the Neumann boundary condition in regions where the gradient of the domain 

parameter is nonzero (i.e., at the grain boundaries):163 
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𝜕𝐶á
𝜕𝑡 = 𝐷ÇÆ¶|

1
𝜙á

𝜕
𝜕𝑥 𝜙á

𝜕𝐶á
𝜕𝑥 +

1
𝜙á
ä
𝜕𝜙á
𝜕𝑥 ä s−

1
𝜅 Δ𝐶�Çw (3.39) 

where 𝐶á is the concentration field for grain 𝑞. A separate concentration field must be solved for 

each grain to accurately capture Δ𝐶�Çin Equation 3.35. This concentration drop for the diffuse 

interface approach is calculated by: 

Δ𝐶�Ç = 𝐶á −
∑ 𝜙X𝐶X
ã
X�á

∑ 𝜙X
ã
X�á

 (3.40) 

such that Δ𝐶�Ç is the difference between the concentration of the grain considered and a 

weighted average of the concentrations of all the other grains. The use of this weighted average 

term also prevents any spurious effect from the concentration field outside a grain located far 

from the grain under consideration. 

3.3.3 Microstructure Generation 

Artificial polycrystalline microstructures are generated using a procedure outlined in Ref. 

47. First Dream.3D175 is utilized to generate voxel data for a polycrystalline microstructure with 

the desired grain size distribution and grain aspect ratio (to introduce anisotropy to grain 

boundary structures as required). The voxel data consists of a three-dimensional array for each 

grain which has values of 1 inside the grain and 0 outside the grain. Next, a field is created for 

each grain which is the average of a voxel and its six nearest neighbors. This introduces regions 

at grain boundaries which have nonzero values for more than one grain array, a condition used to 

check if grains are in contact with each other. Arrays containing grains which do not contact 

each other are added to one another in such a way as to culminate with the fewest number of 

arrays to describe the structure. These multigrain arrays are then subjected to Allen-Cahn102 

smoothing to obtain diffuse interfaces in the shape of hyperbolic tangent functions that enable 

the use of the Smoothed Boundary Method described in Section 3.3.2.  
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Chapter 4: Directional 

Solidification of Eutectics 

Under Geometric 

Confinement 

The simplest cases of template-directed eutectic solidification are those of simple 

geometric confinement. In this chapter, we discuss four cases of eutectic systems solidified under 

geometric confinement. First, we investigate the situation of eutectic solidification being 

confined to a printed filament. Next, solidification is confined to the surface of a three-

dimensional cage structure. A transition from rod-like to lamellar structures with increasing 

solidification velocity is explored. Finally, an example is shown where eutectic confinement in a 

cylindrical geometry can produce core-shell nanowires. 

4.1 Eutectic Printing 

This section is largely a reproduction of part of the article titled “High Operating 

Temperature Direct Ink Writing of Mesoscale Eutectic Architectures” previously published in 

Advanced Materials in 2017.62 All eutectic printing experiments and their related measurements 
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presented in this chapter were conducted by experimental collaborators William Boley and 

Jennifer Lewis at Harvard University. 

4.1.1 Introduction and Approach 

A new process for creating mesoscale eutectic architectures, known as high operating 

temperature direct ink writing (HOT-DIW), was developed at Harvard University by Jennifer 

Lewis’ research group.62 Specifically, a molten eutectic ink composed of a silver chloride 

(AgCl)-potassium chloride (KCl) is printed onto a glass substrate in air under ambient 

conditions. The ink solidifies when cooled below its eutectic temperature (𝑇H ≈ 319°C).56,57,142 

By controlling the printing temperature and speed, mesoscale eutectic AgCl-KCl architectures 

are created that are composed of lamellar features oriented along the printing direction, whose 

periodic spacing can be systematically varied between ~100 nm and 2 μm. Heat transfer 

calculations and phase-field modeling are carried out to understand the influence of key printing 

parameters on their directional solidification. Given their periodicity, these mesoscale eutectic 

architectures serve as diffraction gratings that manipulate light in the visible and infrared regimes 

(optical measurements and simulations performed by William Boley and Ashish Kulkarni, 

respectively, can be found in Ref. 62). By selectively etching KCl lamellae followed by coating 

silver onto the remaining AgCl lamellae, their optical reflectivity is enhanced by an order of 

magnitude.  

While we focused on the AgCl-KCl system due to its relatively low eutectic temperature, 

lamellar microstructure, and ability to print in air,61 HOT-DIW enables patterning of nearly any 

material whose melting point is below 700°C, the current maximum hot operating temperature, 

including polymers, glasses, and metal eutectics. 

The experimental HOT-DIW platform developed by the Lewis group consists of a 

custom-designed graphite nozzle that is locally heated to 400°C through which the molten AgCl-
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KCl ink flows. The solidification front trails the hot nozzle, as the nozzle is translated across the 

substrate at a printing speed, 𝑣. Upon solidification of the eutectic ink, the AgCl and KCl phases 

self-organize into a lamellar architecture with a characteristic spacing, 𝐿, which is governed by 

the rates of solidification and diffusion ahead of the solidification front57  and whose relative 

lamellar widths are determined by the eutectic phase volume fraction (i.e., 62% AgCl and 38% 

KCl).165 

4.1.2 Simulation Method 

Heat transfer calculations were conducted using the method described in Chapter 3 

Section 3.2. Equation 3.34 was parameterized with the material properties found in Table 3.2 and 

solved to steady-state. The x-direction is parallel to the width of the filament, the y-direction is 

parallel to the printing direction, and the z-direction is parallel to the thickness of the filament.  

Two-dimensional simulations of a vertical slice within the central region of the filament were 

performed under steady-state conditions to determine the solidification front orientation in the y–

z plane. This two-dimensional simulation adequately captured the behavior at the center of the 

filament while allowing for a large number of printing speeds to be explored without incurring a 

large computational cost. The solidification front orientation was calculated as the angle between 

the printing direction and the surface normal of the contour curve at the eutectic temperature, 

averaged over the thickness of the filament. 

Three-dimensional heat transfer simulations were carried out under steady-state 

conditions to determine the thermal gradients in the y-direction and the orientation of the 

solidification front in the x–y plane at the bottom surface of the filament. The solidification front 

orientation was calculated by finding the angle between a linear fit to the contour curve at the 

eutectic temperature (the solidification front) and the printing direction. The linear fit was 

applied to the outermost 1% of the filament width to find the solidification front orientation at 
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the edge of the filament and the innermost 1% to one side of the center of the filament width to 

find the solidification front orientation at the center of the filament. The thermal gradients and 

solidification front orientations were then used to set up the phase field simulation. 

Phase-field simulations were conducted to predict the filament morphology utilizing the 

method described in Chapter 3 Section 3.1. Equations 3.5 and 3.8 were solved with the 

parameter set shown in Table 3.1 with the exception of the eutectic composition, which was set 

to the actual 30% KCl rather than the volume fraction. The morphology was not significantly 

affected by this discrepancy because of the system's tendency to form lamellar features. The 

thermal gradient for simulations of the edge of the filament used a thermal gradient that was 

higher than that calculated by the temperature profile method (1.5 × 107 K/m) to encourage 

nucleation of new lamellae. A higher thermal gradient was expected because the experiment 

showed a curved surface in which the filament edge became thin, a feature not captured in the 

temperature profile model. Variables are nondimensionalized using the length scale 𝑊𝑝 and time 

scale 𝜏𝑝. 𝑊𝑝 is chosen such that the ratio between the expected lamellar spacing and 𝑊𝑝 was at 

least 64; 𝜏𝑝 was the average of the relaxation times of the AgCl and KCl phases as described in 

Chapter 3 Section 3.1.   

For the center of the filament, 𝑊𝑝 = 5.0625 × 10−9 m and 𝜏𝑝 = 3.78 × 10−8 s. For the edge 

of the filament, 𝑊𝑝 = 1.0125 × 10−8 m and 𝜏𝑝 = 3.03 × 10−7 s. Greater values of Wp and 𝜏𝑝 were 

used for the edge of the filament, because the lamellar feature size was larger. The dimensionless 

grid spacing ∆𝑥¾ was 0.8 and the time step ∆𝑡̃ was 2.29 × 10−2 for the center and 1.15 × 10−2 for 

the edge. Simulations of the center of the filament used periodic boundary conditions in the x-

direction because the isotherm was parallel with the x-axis; while simulations of the edge of the 

filament used no-flux boundaries in the x-direction. In both cases, no-flux boundaries were used 

in the y-direction. 
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An initial set of AgCl–KCl lamellae with a small periodicity of 32.4 nm (on the order of 

one tenth of the experimentally observed spacing) was used to allow lamellar merging so that a 

natural lamellar spacing evolved at steady state. The initial lamellar pairs had spacings varying 

randomly by 5% to break the symmetry of the initial conditions and allowed for a less 

constrained evolution. The initial solidification front was set to have the same orientation as the 

eutectic temperature isotherm. 

4.1.3 Comparison of Experimental and Simulation Results 

To demonstrate HOT-DIW, William Boley of Jennifer Lewis’ research group produced 

meander line patterns composed of eutectic AgCl-KCl filaments that are nominally 2 mm wide, 

corresponding to the outer diameter of the nozzle used. A representative eutectic filament shown 

in Figure 4.1 is printed at a speed of 0.18 mm/s. The lamellar features observed on the top and 

bottom surfaces exhibit long-range order, persisting along the length and through the thickness of 

the printed filaments (Figure 4.1b). The lamellar spacing (and orientation) measured at the two 

edges and center region of these filaments are 668 ± 84 nm (70 ± 7°) and 324 ± 32 nm (3 ± 4°), 

respectively, where the printing direction is defined as 0°. These values are in good agreement 

with predicted values of 716	nm and 67° (edge) and 309	nm and 0° (center) determined by 

phase-field simulation and heat transfer calculations. Qualitatively, the agreement between 

experiment and simulation can clearly be seen in Figure 4.1b. Nucleation of new eutectic 

lamellae occurs at the edges of the filament and proceed toward the center of the filament.  
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Figure 4.1 Printed eutectic AgCl-KCl filaments: (a) Macro-scale SEM image of 
typical printed meander pattern. (b) Representative images of printed filament 
(bottom surface), including (i) low magnification and (ii-iii) high magnification 
views along with (iv-v) corresponding predicted images from phase-field modeling 
of filament edge (blue) and center (red), respectively. The experimental data and 
simulations correspond to 𝑣 = 0.18 mm/s. Reproduced with permission.62 
Copyright 2016, Wiley-VCH. 
 

4.1.4 Solidification Front Dependence on Printing Velocity 

The lamellar spacing within the printed eutectic architectures can be systematically 

controlled by varying the printing speed (Figure 4.2). In the Lewis group’s experiments, at low 

speeds (𝑣	≤	𝑣��XB), the printed eutectic filaments exhibited a periodic lamellar architecture, whose 

characteristic spacing decreases with increasing 𝑣 (Figure 4.2a). However, when 𝑣 > 𝑣��XB, 
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multiple lamellar domains are observed that progress inward from each edge ultimately 

impinging in the center of the filament (Figure 4.2a). A transition from a uniform to non-uniform 

lamellar architecture occurs at 𝑣��XB (≈ 1 mm/s). To better understand these experimental 

observations, two-dimensional heat transfer calculations were carried out to determine the 

influence of printing speed, 𝑣, on the shape and evolution of the solidification front within the 

printed filaments (Figure 4.2b). When 𝑣 ≤ 𝑣��XB, the temperature field remains constant 

throughout the thickness of the filament resulting in a vertical solidification front that gives rise 

to a uniform lamellar architecture (Figures 4.2b). When 𝑣 ≤ 𝑣��XB, the speed of the solidification 

front is approximately identical to 𝑣. However, this relationship falls off sharply when 𝑣 > 

𝑣��XB	and the temperature field becomes non-uniform throughout the thickness of the filament 

shifting the solidification front away from the nozzle to the filament edges (Figure 4.2b). Under 

these conditions, the solidification front deviates from a vertical orientation (Figure 4.2b), as the 

advective heat transfer rate associated with a given printing speed becomes large relative to 

thermal diffusion through the filament thickness. The HOT nozzle moves away from the 

deposited eutectic ink quickly enough such that its influence on the solidification front lessens as 

𝑣 increases (Figure 4.3a). This weaker dependence of the solidification front speed on 𝑣 

translates to a weaker dependence of 𝐿 on 𝑣 (Figure 4.2c).57 Hence, above 𝑣��XB	≈ 1 mm/s, the 

direction of solidification and, hence, lamellar growth changes from predominately parallel to the 

print path to primarily inward from each filament edge, while remaining vertical to the substrate. 

As these lamellar features converge at the filament center, domain boundaries arise leading to a 

non-uniform architecture (Figure 4.2a). Based on simulations, the printed filaments begin to 

solidify roughly 200 μm downstream from the HOT nozzle-molten ink interface (Figure 4.2b). 
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Figure 4.2 Controlling lamellar spacing in printed eutectic AgCl-KCl 
filaments: (a) SEM images of eutectic filaments (center region, bottom surface) 
printed at speeds below and above 𝑣��XB. [Note: Arrow shown in image at 𝑣 = 1.14 
mm/s denotes the formation of a domain boundary within the printed filament.] 
Scale bars are 2 microns. (b) Two-dimensional heat transfer simulations of the 
central region of printed filaments as a function of printing speed, which reveal the 
temperature fields (left column) and resulting solidification fronts (right column). 
The HOT nozzle interface is located at position 4214 microns in the print direction. 
(c) Lamellar spacing measured within printed filaments as a function of print speed. 
White region denotes filaments printed below 𝑣��XB, where lamellae of uniform 
orientation are observed. Gray region denotes filaments printed above 𝑣��XB, which 
contain lamellae that are non-uniform in orientation. (d) Lamellar spacing as a 
function of solidification velocity. Reproduced with permission.62 Copyright 2016, 
Wiley-VCH. 
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Figure 4.3 Print speed-solidification velocity relationship: (a) Normalized speed 
of solidification front calculated in the central region of printed filaments as a 
function of print speed. White region denotes filaments printed below 𝑣��XB, where 
lamellae of uniform orientation were observed. Gray region denotes filaments 
printed above 𝑣��XB, exhibiting non-uniformly oriented lamellae. (b) Schematic 
illustration of lamellar growth along bottom surface of the printed filaments 
depicting geometric relationship between solidification velocity (𝑉) and printing 
speed (𝑣). Reproduced with permission.62 Copyright 2016, Wiley-VCH. 
 

4.1.5 Eutectic Printing Conclusions 

In summary, the new printing method developed by the Lewis group, HOT-DIW, is a 

promising technique for patterning eutectic materials for optical applications in the visible and 

IR regimes. By controlling the print speed, the lamellar spacing within the printed filaments can 

be systematically varied between approximately 100 nm to 2 μm. Heat transfer and phase-field 

simulations elucidated the dependence of temperature profile and microstructural evolution on 

printing velocity. In particular, the heat transfer simulations directed the selections of printing 

speeds, demonstrated an upper limit of printing speed – above which, changes in printing speed 

have no effect on solidification velocity and thus eutectic spacing – and revealed the nozzle’s 

shape to be the cause of lamellar curving. Upon further optimization, this method should allow 

the programmable patterning of a wide range of materials, including polymers, metal eutectics, 

and glass, in both large area and multi-layer formats. 
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4.2 Three-Dimensional Cage Mesostructure Template 

This section is largely a reproduction of part of the article titled “High Operating 

Temperature Direct Ink Writing of Mesoscale Eutectic Architectures” previously published in 

the Proceedings of the National Academy of Sciences of the United States of America in 2017.144 

All eutectic solidification experiments and their related measurements presented in this section 

were conducted by experimental collaborators Ashish Kulkarni and Paul Braun at the University 

of Illinois at Urbana-Champaign. The three-dimensional mesostructures utilized as templates by 

the Braun group were originally developed and produced by Mengdi Han, Yan Zengh, and John 

Rogers at Northwestern University. 

4.2.1 Three-Dimensional Framework Mesostructure: Introduction 

Growing interest in approaches for three-dimensional micro/nanomanufacturing derives, 

in part, from the potential to exploit advanced, three-dimensional designs in emergent 

technologies, from biomedical devices,176-179 micro- robotics,180-182 metamaterials183,184 and 

platforms for energy storage and conversion,185,186 to integrated electronics,187,188 electro-

mechanical components,189 optics and optoelectronics.190 Existing fabrication methods include 

nozzle- and light-based methods in three-dimensional printing,191-194 stress-controlled 

bending,195-197 colloidal self-assembly,198,199 templated growth and others.200-202 

In this context, routes to three-dimensional mesostructures that exploit non-linear 

buckling of two-dimensional precursors initiated through stress relaxation in prestrained 

elastomeric substrates offer some important capabilities. In particular, these methods, developed 

in John Rogers’ research group at Northwestern University, provide access to complex, three-

dimensional architectures with dimensions that can range from fractions of a micron to many 

centimeters,203-210 in nearly any class of material. The result is a broad set of unique design 

opportunities in three-dimensional electronic, optic, optoelectronic, biomedical and robotic 
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systems.144 One demonstration of these applications, explained below, is guided eutectic 

solidification. Specifically, we examined solidification of the eutectic AgCl-KCl confined to the 

surface of a three-dimensional cage consisting of ribbon-like legs. 

4.2.2 Simulation Method  

The temperature profile of one ribbon of the three-dimensional cage structure during 

solidification was calculated using COMSOL®. Dirichlet boundary conditions were applied to 

the top (300 K) and bottom (700 K) of the ribbon and the heat equation was solved, attaining the 

temperature profiles prior to equilibrium that represent the state during solidification. See Figure 

4.4 for a schematic representation of the computational domain and Figure 4.5B for an image of 

the full cage structure. The shape of the solidification front (approximated by the eutectic 

temperature isocontour) was calculated to observe the effect of differing thermal conductivities 

in the component materials of the composite ribbon structure (Si, SiO2, air). 

 

Figure 4.4 Schematic representation of the heat transfer simulation domain: 
A 300 K and 700 K Dirichlet boundary conditions were applied to the top and 
bottom of the ribbon, respectively. 
 
Solidification of the AgCl-KCl eutectic down the ribbon structure was simulated using 

the template-directed eutectic solidification phase-field model described in Chapter 3 Section 

3.1. Equations 3.5 and 3.8 were solved using the parameters in Table 3.1. Simulations were 

conducted over computational domains representing the edge of the ribbon and the center of the 
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ribbon, separately, with a thermal gradient of 106 K/m and solidification velocity of 1.93×10-4 

m/s. The grid spacing was 5 nm and the time step was 1.3×10-9 s. The simulation domain had no-

flux boundary conditions on all sides, except for periodic boundary conditions in the ribbon-

width-direction for the center of the ribbon. The initial condition consisted of AgCl-KCl lamellae 

with a 400 nm spacing. 

Because lamellae terminate at the edge of the ribbon as they curve outward, a mechanism 

must exist to stabilize the necessary increase in lamellar spacing as the number of lamellae 

decreases. While in some cases oscillation of the lamellar path could stabilize the increase in 

lamellar spacing, the continued termination of lamellae leaves that mechanism unlikely here. 

Therefore, new regions of the solid eutectic phases must nucleate at the solidification front. 

To facilitate nucleation in the model, when the chemical potential exceeds a threshold of 

4×10-3, a small nucleus of the KCl phase is placed at the solid-liquid interface. Likewise, when 

the chemical potential falls below a threshold of -4×10-3, a small nucleus of the AgCl phase is 

placed at the solid-liquid interface. The threshold was chosen such that new lamellae would form 

at a similar rate at which they terminate at the edge of the ribbon. A more detailed explanation 

for this threshold choice can be found in Appendix A. The nucleus is centered at the point of the 

largest magnitude of chemical potential where the liquid order parameter 𝑝z is 0.25 or higher. 

The change in the order parameter for a nucleus is described by:  

∆𝑝X,�Æ� =
1
4 −

1
4 tanh u

𝑑 − 𝑟
2 v 𝑝{�X,z (4.1) 

where 𝑑 is the distance from a point to the center of the nucleus and 𝑟 is the radius of the nucleus 

(2.5×10-8 m). To maintain the constraint of  𝑝´�µ¶ + 𝑝·µ¶ + 𝑝z = 1, ∆𝑝X,�Æ� is subtracted from 

the order parameter of the other solid phase. 
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4.2.3 Three-Dimensional Frameworks as Templates for Eutectic Solidification 

One example of the use of these frameworks as three-dimensional templates for material 

growth and processing involves geometrically guided phase separation in AgCl-KCl eutectics, of 

relevance partly due to the interesting optical properties that follow from controlled periodic 

variations in refractive index associated with this system, where length scales typically lie in the 

nanometer to micrometer range.61,62 Specifically, directionally solidifying AgCl-KCl eutectic 

materials in three-dimensional geometries could enable optical devices and metamaterials with 

unique characteristics, difficult or impossible to realize using conventional fabrication schemes. 

In one experiment, conducted by Ashish Kulkarni in Paul Braun’s research group at the 

University of Illinois at Urbana-Champaign, three-dimensional cages of Si-SiO2 on quartz 

substrates yield controlled, AgCl-KCl submicron lamellae in three dimensions (Figure 4.5a-f) as 

a result of melting and solidification of AgCl-KCl powder (70 mol% AgCl and 30 mol% KCl) on 

top of the cage. During this process, the material flows downward along the constituent ribbons 

(i.e., the legs of the cage), such that cooling below the eutectic temperature (𝑇H = 319 °C) drives 

solidification and formation of periodic architectures that are strongly influenced by the three-

dimensional geometry. SEM images from Braun’s group in Figure 4.5c-d illustrate self-

organized, periodic lamellar motifs with spacings of ~400 nm (AgCl: bright in SEM image, KCl: 

dark in SEM image) oriented along the ribbons. Figure 4.5e provides additional details on the 

eutectic structures along a single ribbon. In the center, the lamellar features exhibit long-range 

order and align to the tangent of the ribbon (red- squared region 1 and blue-squared region 2 in 

Figure 4.5e). The lamellae tend to curve outside near the edges of the ribbon (yellow-squared 

region 3 and green-squared region 4 of Figure 4.5e). Heat-transfer simulation results (the left 

frame in Figure 4.5f) explain the outward curvature of the lamellae at the edges of the structures. 

Specifically, the lower thermal conductivity of the SiO2 layer (1.3 W/m/K) compared to the Si 
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layer (149 W/m/K) causes the solidification front to lag behind at the edges. Figure 4.6 shows the 

structure of the composite ribbon. 

 

 
Figure 4.5 Three-dimensional mesostructures as templates for growth of 
functional materials at high temperatures: (a) Schematic illustration of the 
process of guided solidification of AgCl-KCl eutectic structures onto 3D cages of 
Si-SiO2 bilayers on quartz. (b) Optical image of a three-dimensional cage of Si-
SiO2 bilayers on quartz annealed in air for 3 h at 600 °C. (c) and (d) SEM images 
of the cage with solidified AgCl-KCl eutectic and magnified views of periodical 
lamellar structures. (e) SEM images of a ribbon component of the cage covered 
with solidified eutectic material (left) and corresponding high magnification views 
from the top center (red), bottom center (blue), bottom left (yellow), bottom right 
(green) of the ribbon. (f) Heat-transfer and phase-field modeling of the 
solidification of AgCl-KCl eutectic features on one three-dimensional ribbon, 
including the thermal profile (left frame) and simulated AgCl–KCl structures (right 
four frames) that correspond to SEM images above. The dark black line in the left 
frame represents the solidification front. Reproduced under the terms of the CC-
BY-NC-ND 4.0 license.144 
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Figure 4.6 Cross-sectional views of AgCl-KCl eutectic structures on three-
dimensional structures of Si-SiO2: (a) Schematic cross-sectional view of a ribbon 
in the three-dimensional cage after eutectic solidification. (b) SEM image 
(colorized) of the AgCl-KCl eutectics on the three-dimensional structure. The air 
gap forms as a result of the elimination of the epoxy material from the as-fabricated 
three-dimensional structures during high-temperature annealing. Scale bar, 5 μm. 
Reproduced under the terms of the CC-BY-NC-ND 4.0 license.144 
 
Phase-field simulations utilizing the thermal profile information from the heat-transfer 

simulations match the experimentally observed eutectic microstructures well (Figure 4.5f), 

further confirming the ability of these three-dimensional structures to guide eutectic 

solidification. Particularly evident in the phase-field simulation results is the phenomenon of 

lamellae nucleating in proximity of the ribbon edge and subsequently terminating.  

4.2.4 Conclusions 

Utilizing a three-dimensional cage to guide the solidification of eutectic AgCl-KCl was a 

successful demonstration of an application for the mesostructured fabrication technique 

developed by the Rogers group. A difference in eutectic orientation, spacing, and morphology 

between the regions at the center and edges of the ribbon was observed. Heat transfer simulations 

revealed the origin of this phenomenon: the thermal conductivity of the ribbon was nonuniform 

due to its inhomogeneous structure. The higher thermal conductivity at the center of the ribbon 
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caused the solidification front to progress more quickly there, leading to a curved solidification 

front. Further, phase-field simulations utilizing temperature profiles based on the heat transfer 

simulation observations displayed good agreement with the experimentally obtained structures. 

The high level of control over eutectic microstructure, together with versatility in three-

dimensional framework design, suggests unique opportunities in templated growth for optical 

devices and metamaterials that can operate in the visible and infrared wavelength regimes. 

4.3 Rod-to-Lamellar Transition of AgCl-CsAgCl2 

This section is largely a reproduction of part of the article titled “Processing-Dependent 

Microstructure of AgCl-CsAgCl2 Eutectic Photonic Crystals” previously published in Advanced 

Optical Materials in 2018.211 All eutectic solidification experiments and their related 

measurements presented in this section were conducted by experimental collaborators Ashish 

Kulkarni, Jaewon Choi, and Paul Braun at the University of Illinois at Urbana-Champaign. 

4.3.1 Introduction 

Self-organization techniques, such as eutectic solidification, has been shown as a possible 

path to forming large volumes of photonic crystals.212-216 Among possible motifs provided by 

eutectic solidification, the regular microstructures of lamellar and rod eutectics have direct 

resemblance to one-dimensional and two-dimensional photonic crystals, respectively, where the 

phase-separated components provide the required contrast in the refractive index to exhibit a 

unique optical response.2 The components of eutectic materials can be chosen from metals, 

semiconductors, polymers, organics, ceramics or salts; thus providing metal, dielectric, or even 

metallodielectric composites with which to synthesize (or to act as templates for) photonic 

crystals.54,55,61,62,144,214,217-221 Recent examples from literature have demonstrated the formation of 

photonic crystals and other optically functional structures (for applications like diffraction 

gratings, phase-separated scintillators with light guiding and absorption induced transparency) in 
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directionally solidified chloride based molten salt eutectics such as AgCl-KCl,61,62,144 NaCl-

CsI,65,221 CuI-KCl,218 and KCl-LiF.222  

The binary salt eutectic AgCl-CsAgCl2 has the advantageous properties of a eutectic 

temperature (258 °C) and surface energy (135 mJ/m2) at its eutectic temperature lower than most 

other eutectic salt systems, but it has received only minimal attention.223,224 Experimental work 

by Jaewon Choi and Ashish Kulkarni in Paul Braun’s research group at the University of Illinois 

at Urbana-Champaign show that when directionally solidified, AgCl-CsAgCl2 has a tendency to 

form either a rod structure or lamellar structure depending on the directional solidification draw 

rates.211 While not unprecedented, as some binary metal eutectics, e.g., Al-Al4Ca,225 Au-Co,226 

Cd-Sn,227 Ni-W,228 Ag-Cu,229 and Al-Cu,230 have been known to show transitions from rod to 

lamellar structure, to our knowledge no other salt eutectics have been shown to exhibit this 

property. In general, this rod-to-lamellar transition can be influenced by either volume fraction, 

entropy of solution of the constituent solid solution phases, interfacial boundary energy 

anisotropy, or the growth rate, depending on the material system.57,124,229,231 The rod-to-lamellar 

microstructure transition is valuable in that it can be utilized to obtain a diversity of optical 

properties from a single material, using the processing conditions alone as the tuning knob. 

Specifically, the material can be interchangeably rendered into one-dimensional and two-

dimensional photonic crystals.2 Although the photonic properties of lamellar eutectic salts have 

previously been studied, i.e., as a one-dimensional photonic crystal, the optical properties of rod 

two-dimensional photonic crystal eutectic microstructures have not been investigated. Here, we 

utilize the microstructural transition of the AgCl-CsAgCl2 salt eutectic system, and employ a 

combined experimental and simulation approach to understand the processing-dependent 

microstructural formation and resultant optical properties. 
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4.3.2 Heat Transfer Calculation Method 

The temperature profiles of the eutectic during solidification were simulated in three 

dimensions using the commercial software COMSOL®. Neumann boundary conditions for 

Newton’s law of cooling were applied to all air interfaces with a heat transfer coefficient of 100 

W/m2K.232 Air temperatures for the furnace-cooled case were initially 350 °C and decreased at a 

rate of 4 °C /min. Air temperatures for the directional solidification case matched those measured 

in the tube furnace experiment with a moving frame of reference equivalent to the draw rate of 

0.53 mm/s. Temperature profiles for the alumina crucible, glass slide substrate/capillary, and 

eutectic were calculated as a function of time by solving the heat equation and the solidification 

front positions were approximated by the isocontour at the eutectic temperature (531 K). The 

physical constants used to parameterize the heat transfer simulations were assumed to be the 

same as that of the AgCl-KCl eutectic system,62 as K and Cs are Group I elements. 

4.3.3 Phase-Field Simulation Method 

Eutectic solidification simulations were performed using the phase-field model described 

in Chapter 3 Section 3.1. In particular, Equations 3.5 and 3.8 are used as the governing 

equations. The temperature of each point in the system is calculated based on its distance along 

the 𝑦-direction from the eutectic temperature isotherm plane by assuming a linear thermal 

gradient (𝐺) in the	𝑥-direction (the solidification direction). The 𝑦- and 𝑧- directions are 

perpendicular to the solidification direction. The eutectic temperature isotherm has an initial 

position of 𝑥X�B and moves in the	𝑥-direction at the solidification velocity, 𝑣. The materials 

properties used to parameterize the model are found in Table 4.1. The governing equations are 

discretized with a finite difference scheme with a grid spacing of	Δx=0.8 in space and a forward 

Euler time-stepping scheme with a time step of Δ𝑡	equal	to	the	minimum	of	0.1Δx]/𝐷 and 

0.1Δx]𝜏X in time. This phase-field model does not account for each phase having a different 
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molar volume; therefore, the eutectic composition is set such that the volume fraction is 

preserved (𝐶H=68.05% AgCl). Periodic boundary conditions are imposed on all computational 

domain boundaries except for those perpendicular to the solidification direction, on which no-

flux boundary conditions are imposed. 

The initial condition for the structure of the solid layer, which serves as the seed, was 

either rods, lamellar, or mixed rods and lamellar (see Figure 4.7). For the rod initial condition, 

AgCl cylinders were placed in a CsAgCl2 matrix in a hexagonal lattice arrangement. The centers 

of the cylinders were shifted randomly in the 𝑦- and 𝑧-directions by up to ±10% of the ideal rod 

spacing and the radii were adjusted by up to ±10% of the ideal rod radius given by the Jackson-

Hunt theory.57 For the lamellar initial condition, AgCl lamellae were placed in a CsAgCl2 matrix 

with the lamellae aligned along the 𝑧-direction. The width (measured in the 𝑦-direction) of each 

lamellar pair is modified randomly by ±10% of the nominal lamellar spacing set by the Jackson-

Hunt theory,57 while conserving the volume. Subsequently, the local width of each AgCl layer is 

sinusoidally perturbed along the 𝑧-direction up to ±10% of the nominal width. The mixed initial 

condition is a superimposition of the rod and lamellar initial conditions with the AgCl features 

scaled to preserve the volume fraction. 

 
Figure 4.7 Phase-field simulation initial conditions: Cross-sections in the 𝑦-𝑧 
plane (perpendicular to the solidification direction) of the initial conditions (i.e., 
solid seed) for the eutectic structure as assumed during the phase-field simulations. 
Light gray and dark gray represent AgCl and CsAgCl2, respectively. (a) Rod initial 
condition. (b) Lamellar initial condition. (c) Mixed rod and lamellar initial 
condition. Reproduced with permission.211 Copyright 2018, Wiley-VCH. 
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Table 4.1 Parameters used in the phase-field modeling, where 𝛼 = CsAgCl2 and 𝛽 
= AgCl phase.  

Quantity Symbol Value Reference 

Liquidus slope of 𝛼 𝑚L -3.33 K/mol Calculated from 233 

Liquidus slope of 𝛽 𝑚N 14.25 K/mol Calculated from 233 

Eutectic temperature 𝑇H 258°C 233 

Eutectic composition 𝐶H 72 mol% 233 

Composition of 𝛼 at 𝑇H 𝐶L 50 mol% 233 

Volume fraction of 𝛽 at 𝑇H 𝑉H 36 vol.% Calculated from 233 

Composition of 𝛽 at 𝑇H 𝐶N 100 mol% 233 

𝛼-Liquid interfacial energy 𝜎LFz 135 mJ/m2 
Assumed same as 	

𝜎LFN 

𝛽-Liquid interfacial energy 𝜎NFz 135 mJ/m2 Assumed same as 	
𝜎LFN 

𝛼-𝛽 interfacial energy 𝜎LFN 135 mJ/m2 Extrapolated from 224 

Latent heat of fusion per unit  
volume for 𝛼 

𝐿L 3.43 × 10¼ J/m3 211 

Latent heat of fusion per unit  
volume for 𝛽 

𝐿N 5.13 × 10¼ J/m3 173 

Diffusion coefficient 𝐷 2.53 × 10FP¯ m2 /s 234 
 

4.3.4 Rod-to-Lamellar Transition Observed in Experiments 

This section describes the experimental works and observations performed by members 

of the Braun group. Specifically, they observed a rod-to-lamellar transition wherein slow 

solidification velocities of eutectic AgCl-CsAgCl2 resulted in rod morphology and fast 

solidification velocities yielded a lamellar structure. The AgCl-CsAgCl2 eutectic composition 
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consists of 72 mol% AgCl and 28 mol% CsCl and its eutectic temperature is 258 °C.65 AgCl and 

CsCl powders were mixed at this composition, heated at 470 °C for 2 hours. Figure 4.8a depicts 

a scanning electron microscopy (SEM) image of the plan view of a bulk furnace-cooled (i.e., 

effective draw rate v = 0 mm/s) AgCl-CsAgCl2 eutectic sample, showing a structure with rods in 

a hexagonal lattice arrangement. During furnace cooling, the samples were cooled to room 

temperature in the furnace (at a rate of about 4 °C/min) by turning the furnace off. The diameter 

of the rods, dAgCl, and the rod spacing, λ, as defined in Figure 4.8a-i, were found to be 

approximately 750 nm and 1490 nm, respectively. Upon selectively etching the CsAgCl2 matrix 

phase as seen in the cross-sectional view SEM image (Figure 4.8a-ii), it was discerned that the 

orientation of the rods was perpendicular to the substrate. Upon directional solidification of the 

bulk samples with a draw rate of v = 0.2 mm/s, the rod diameter and spacing decreased to 

approximately 250 nm and 440 nm, respectively. Bulk samples with rod geometry were obtained 

at draw rates up to v = 0.2 mm/s, and dAgCl and λ were observed to decrease with increasing draw 

rates. For v of 0.27 mm/s and 0.33 mm/s circular rods were seen along with elongated rods or 

lamellar-like structures indicating the formation of a mixed microstructure in this range of draw 

rates. Increasing the draw rates to v > 0.36 mm/s, lamellar structures were observed in the bulk 

structure. We define dAgCl as the width of the AgCl lamella and λ as the lamellar period (i.e., 

width of AgCl + width of CsAgCl2); see Figure 4.8b-i. The lamellar structure was also observed 

for all draw rates higher than 0.36 mm/s. For v = 0.53 mm/s, dAgCl and λ were about 115 nm and 

518 nm, respectively (Figure 4.8b). The lamellae align parallel to the draw direction, as observed 

in the selectively etched cross-sectional view SEM image in Figure 4.8b-ii. When increasing the 

draw rate from v = 0.4 mm/s to v = 0.63 mm/s, the lamellar spacing is decreased from 1790 nm 

to 115 nm. 
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Figure 4.8 Plan view SEM images of bulk samples showing the 
microstructures: (a) furnace-cooled rod and (b) lamellae solidified with the draw 
rate of v = 0.53 mm/s. Arrow indicates the drawing direction. Corresponding insets 
show (i) the schematic defining λ and dAgCl in the rod and lamellar structures and 
(ii) the cross-sectional view SEM images after etching-away CsAgCl2. Reproduced 
with permission.211 Copyright 2018, Wiley-VCH. 
 
The low eutectic temperature and low surface energy of the AgCl-CsAgCl2 eutectic 

system facilitate infilling of glass tubing. Using capillary action, borosilicate glass capillaries 

were infilled with the AgCl-CsAgCl2 binary eutectic and were subsequently cooled either slowly 

in the furnace (that is allowed to naturally cool) or by drawing out of the furnace. The former 

(slow-cooled) capillaries were found to have a hexagonal arrangement of AgCl rods within a 

CsAgCl2 matrix (Figure 4.10a). On the other hand, the capillaries solidified with a draw rate of 

0.53 mm/s exhibited a lamellar microstructure consisting of alternating layers of AgCl and 

CsAgCl2 (Figure 4.10b). Equal draw rates for both the eutectic-infilled capillaries and the bulk 

samples yielded similar dAgCl and λ values, regardless of the resulting eutectic morphologies. 
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Figure 4.9 Plan view SEM images of eutectic-infilled capillary: (a) a rod 
structure for furnace-cooled case, and (b) a lamellar structure for directionally 
solidified case at a draw rate of 0.53 mm/s. Arrow indicates the drawing direction. 
Reproduced with permission.211 Copyright 2018, Wiley-VCH. 
 

4.3.5 Orientation and Solidification Direction 

In the Braun group’s experiments both the rod and lamellar structures were oriented 

orthogonal to the substrate, with the lamellae aligned along the draw direction. The alignment of 

the rods relative to the draw direction seems to be counterintuitive because the diffusion near the 

solidification front (i.e., the solid-liquid interface) parallel to the front is responsible for the 

simultaneous formation of the two solid phases. However, this alignment can be attributed to the 

orientation of the solidification direction not coinciding with the draw direction.135,227 The 

orientation of the eutectic solidification front is determined by the details of the heat transfer in 

the eutectic material and the substrate for the given thermal condition, as previously 

demonstrated by simulations.62,144 Heat transfer simulations were performed using COMSOL® 

to map the temperature profile in the eutectic material during directional solidification. For the 

furnace cooled case, the solidification front (approximated by the eutectic temperature 

isocontour) is a horizontal plane (shown in Figure 4.10a and b) and indicates a downward 

solidification direction. For directional solidification with a draw rate of 0.53 mm/s, the 

solidification front is inclined at a shallow angle to the top boundary, indicating a solidification 
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velocity with a smaller component in the draw direction and a larger downward component 

(perpendicular to the draw direction) as shown in Figure 4.10c and d. 

 

Figure 4.10 The temperature profiles of the eutectic during solidification for 
furnace cooling: (a) bulk case and (b) capillary, and for a draw rate of 0.53 mm/s 
(c) for bulk case and (d) capillary, respectively. Dotted arrow indicates the drawing 
direction. The temperature in the air is not plotted. Reproduced with permission.211 
Copyright 2018, Wiley-VCH. 
 

 
4.3.6 Phase-Field Model Results and Implications 

Phase-field simulations of eutectic solidification were performed with initial solid 

structures of rod, lamellar, and mixed configurations as a seed within eutectic liquid. For 

solidification velocities ranging from 0.001 mm/s to 5.3 mm/s, simulations with rods as an initial 

condition all yielded steady-state structures of rods in a hexagonal arrangement. For the same 

range of velocities, simulations with mixed or lamellar initial conditions all yielded steady-state 

structures of ordered lamellae. The steady-state structures are shown in Figure 4.11. The fact that 

the mixed state converts to the lamellar structures indicates that the lamellar structure is more 

stable; however, the energy barrier to switch between the rod and lamellar structures must be 

large enough that the rod phase does not convert to the lamellar phase.  Thus, if the rod structure 

forms initially, then it will persist throughout the sample. Conversely, if a mixed or lamellar 
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structure forms initially, then the lamellar structure dominates. The apparent discrepancy with 

the experimental observations is attributable to the fact that in simulations, the solidification 

front is planar and normal to the drawing direction, whereas the solidification front orientation in 

the experiment is dependent on the draw rate. This will be discussed in more detail later. 

 

Figure 4.11 Steady-state phase-field microstructures: Phase-field simulation of 
directional solidification for (a) v = 0.01 mm/s with rod initial condition, (b) v = 
0.53 mm/s with rod initial condition, (c) v = 0.01 mm/s with mixed initial condition, 
and (d) v = 5.3 mm/s with mixed initial condition. Light gray and dark gray 
represent AgCl and CsAgCl2, respectively. Images shown consist of the 
computational domain repeated along periodic boundaries. Reproduced with 
permission.211 Copyright 2018, Wiley-VCH. 
 
As discussed earlier, the temperature profiles resulting from fast draw rates calculated by 

the heat transfer simulations show the solidification front propagating from the cooler top 

boundary toward the hotter bottom boundary with a small component along the draw direction. 

Therefore, the initial formation of the eutectic structure would likely occur at the top liquid 

eutectic-air interface for the bulk samples and the top liquid eutectic-glass capillary interface for 

the capillary samples. If a compact structure of the minority solid phase is preferred during the 

initial solidification at the cool boundary, a rod structure would emerge as a result and will 

persist through the thickness of the sample. These observations suggest that the difference in 
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structures seen in experiments at different draw rates is likely due to rod structures initially 

forming at the cool boundary at low draw rates and lamellar structures initially forming at the 

boundary at high draw rates. For example, in the furnace-cooled case, the initial solidification is 

perpendicular to the cool surface, allowing diffusion in the lateral directions that is uninhibited 

by the no-flux boundary of the surface. Thus, the rods and the matrix phase form simultaneously 

at the surface and then grow continuously downward through the sample. However, at larger 

draw rates, the solidification front is at an angle to the cool surface. The surface acts as a no-flux 

boundary where concentration gradients must be zero normal to the surface. Therefore, only one 

direction of diffusion is unencumbered where the solidification front and cool surface meet (i.e., 

the direction parallel to the planes of both the solidification front and the cool surface), leading to 

the formation of a lamellar structure. Further, with an angled solidification front, the rod 

structure could only form discontinuously, where one rod propagates along the cool surface, 

becomes capped by the matrix phase, and then another rod nucleates. This discontinuous growth 

is unlikely to occur and especially unlikely to form the hexagonally ordered patterns of rods 

observed in experiments. 

4.3.7 Conclusion 

In summary, a rod-to-lamellar microstructure transition in the AgCl-CsAgCl2 eutectic 

system driven by the drawing rates during directional solidification was investigated through 

experiments and simulations. By varying the drawing rate, not only the characteristic dimensions 

of the microstructure, but also the lattice symmetry, can be controlled. At low solidification rates, 

the rod structure is present, while at higher solidification rates, the lamellar structure appears. 

From heat transfer and phase-field simulations, it was established that the solidified structure is 

strongly influenced by the structure that forms initially at the boundary of the liquid eutectic 
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during solidification, and thus the transition is attributed to the different structure that forms at 

the cool boundary. 

4.4 Core-Shell Nanowire 

4.4.1 Contact Angle Boundary Conditions 

Here, we explore the case of directionally solidifying a single lamellar pair in a template 

channel.The template-directed eutectic solidification phase-field model utilized for the results 

presented in this section is described in Chapter 3 Section 3.1. In particular, Equations 3.19 and 

3.26 are employed to govern the evolution. The template-directed eutectic solidification phase-

field model is parameterized with the properties of a symmetric alloy as shown in Table 4.2. The 

solidification velocity which results in a lamellar spacing that matches the channel width of 50 

nm is selected (𝑣 = 9.6 mm/s). The contact angle for the phase 𝛼-liquid-template junction, 𝜃L, 

and the contact angle for the phase	𝛽-liquid-template junction, 𝜃N, are varied between wetting 

and non-wetting conditions and the two-dimensional simulation results are displayed in Figure 

4.12. As expected, low contact angles result in the solid phase preferring to be in contact with the 

template, and the solidification front extends farther in those cases. Conversely, high contact 

angles result in the solid phase preferring to avoid contact with the template and thus the 

solidification front lags behind in those cases. 

Table 4.2 Symmetric alloy materials parameters used in the phase-field 
simulations. 

Quantity Symbol Value 

Liquidus slope of 𝛼 𝑚L -300 K/mol 

Liquidus slope of 𝛽 𝑚N 300 K/mol 

Eutectic temperature 𝑇H 227°C 

Eutectic composition 𝐶H 50 mol% 
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Composition of 𝛼 at 𝑇H 𝐶L 0 mol% 

Volume fraction of 𝛽 at 𝑇H 𝑉H 50 vol.% 

Composition of 𝛽 at 𝑇H 𝐶N 100 mol% 

𝛼-Liquid interfacial energy 𝜎LFz 100 mJ/m2 

𝛽 -Liquid interfacial energy 𝜎NFz 100 mJ/m2 

𝛼 -KCl interfacial energy 𝜎LFN 100 mJ/m2 

Latent heat of fusion per unit  
volume for 𝛼 

𝐿L 2.05 × 10¼ J/m3 

Latent heat of fusion per unit  
volume for 𝛽 

𝐿N 2.05 × 10¼ J/m3 

Diffusion coefficient 𝐷 1.0 × 10F½ m2/s 

 

 
Figure 4.12 Solidification confined within a channel: Phase-field simulation 
results for a single lamellar pair within a narrow channel template. The contact 
angles for both solid phases with the liquid and template are varied. Low contact 
angles correspond with a preference to wet the template surface and high contact 
angles correspond with a preference to avoid contact with the template surface. The 
solidification direction is down. 
 

4.4.2 Application to Synthesis of Core-Shell Nanowire  

When extending the results from the previous two-dimensional system into a three-

dimensional system, the narrow channel becomes a cylindrical channel. Two simulations are 
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performed: one using a cylindrical channel with a diameter of 75 nm and a second with a 

diameter of 125 nm. The 𝛼 phase (yellow) has a contact angle of 120° and the 𝛽 phase (blue) has 

a contact angle of 60°. All other parameters are the same as the simulations presented in Section 

4.4.1. Figure 4.13 shows phase-field simulation results for the cylindrical channel structures. 

Because the 𝛽 phase has a lower contact angle and prefers to wet the surface of the template, it 

migrates toward the edges of the cylinder while the 𝛼 phase moves closer to the center (Figure 

4.13b). Eventually, the 𝛽 phase completely wets the surface of the cylindrical channel and a 

core-shell configuration is attained (Figure 4.13c). For the larger cylinder, a similar evolution is 

observed; in this case, however, the diameter of the cylinder is too large for separation into only 

two layers (one 𝛼 and one 𝛽). The diffusion distance for two layers would be too high to 

maintain stability, thus a three layer structure is formed to reduce the diffusion distance and a 𝛽 

core is established within the 𝛼 layer. The two-layer vs. three-layer distinction between the 75 

and 125 nm diameter cylinders could also be achieved using a constant diameter and varying the 

solidification velocity instead. 



 77 

 

Figure 4.13 Solidification confined to a cylindrical channel: Phase-field 
simulation microstructures for a 75 nm diameter channel showing (a) the initial 
condition, (b) an intermediate structure, and (c) the steady-state structure and for a 
125 nm diameter channel showing (d) the initial condition, (e) an intermediate 
structure, and (f) the steady-state structure with a solidification velocity of 𝑣 = 9.6 
mm/s. The yellow phase, 𝛼, has a contact angle with the template and liquid of 120° 
and the blue phase, 𝛽, has a contact angle with the template and liquid of 60°. The 
liquid and template phases are not shown for visibility. 
 
Using this asymmetry of contact angles between the two solid phases could be useful in 

designing core-shell structures. If a material system and template combination were chosen such 

that the template phase could be selectively removed without damaging the eutectic phases, core-

shell or multilayer nanowires could be synthesizes utilizing this approach. 
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Chapter 5: Control of Lamellar 

Eutectic Orientation Via 

Template-Directed 

Solidification 

This chapter is largely a reproduction of the article titled “Control of Lamellar Eutectic 

Orientation via Template-Directed Solidification” previously published in Acta Materialia in 

2019. All eutectic solidification experiments and their related measurements presented in this 

chapter were conducted by experimental collaborators Julia Kohanek, Ashish Kulkarni, and Paul 

Braun at the University of Illinois at Urbana-Champaign. 

5.1 Introduction 

Eutectic materials solidify upon cooling directly from a homogenous liquid into two (or 

more) distinct solid phases.15,235 During this process, the solid phases organize into structures 

with morphologies that are controlled by a number of factors, including chemical diffusion rates, 

interfacial energies, bulk free energies, and thermal conductivities of the constituent 

materials.15,235 The difference between the equilibrium eutectic temperature and the temperature 

at which the material solidifies is known as the undercooling. As discussed in Chapter 2, the 
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undercooling is a result of three factors: the curvature of the solidification front, the buildup of 

rejected solute in the liquid near the solidification front, and the energy barrier for chemical 

species to cross the solid-liquid interface.57 The last of these contributions, called kinetic 

undercooling, is often negligibly small and disregarded. Observed eutectic microstructures are 

generally those that minimize undercooling, which would form before others that require a 

higher degree of undercooling.57 Eutectic systems can organize into various morphologies 

including lamellar, rod-like, spiral, and globular structures.229,235 The length scale of these 

structures can be effectively controlled in a range from tens of nanometers to hundreds of 

microns.67 Eutectic systems have been found in all major classes of materials, including metals, 

ceramics, polymers, and small molecules. The wide variety and availability of eutectic systems 

as well as the diverse structures they form lend template-directed organization of eutectics 

applicable to syntheses of technological materials that rely on the arrangements of multiple 

phases with different properties.  

The critical challenge of template-directed solidification is to elucidate how the template 

and processing condition should be designed to obtain a desired eutectic structure. The template 

material and geometry affect the temperature profile, which could also affect the direction of 

solidification and the resulting eutectic structure.144 Surfaces (such as templates, substrates, and 

free surfaces) which are impenetrable by chemical species and thus impose no-flux boundary 

conditions, drive the orientation of the solidifying eutectic.123,126,127,137 The chemical flux must be 

tangent to the no-flux boundaries, leading to the eutectic solid phases to form phase boundaries 

perpendicular to the surface (see Figure 5.1). In this chapter, how the boundary effects of 

templates, substrates, and free surfaces influence the orientation of eutectic microstructures is 

explored. The directional solidification of the molten salt eutectic AgCl-KCl (a model lamellar 

eutectic) within templates consisting of an array of pillars was undertaken by Ashish Kulkarni, 
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Julia Kohanek, and Paul Braun at the University of Illinois at Urbana-Champaign.236 These 

experimental results are compared with phase-field model simulations. Together, the effects of 

pillar spacings and heights with respect to the lamellar spacing are explored and the capability to 

control lamellar orientation through manipulating the contribution of the boundary effects of the 

template is demonstrated. Understanding the pillar-template-dictated orientation of the eutectic 

phases is an important first step towards designing new mesostructures. 

 

Figure 5.1 Schematic representation of the effects of a no-flux boundary on the 
direction of phase separation: Left: Phase boundaries forming perpendicular to 
the surface requires flux tangential to the surface. This is favorable since the flux is 
not disrupted by the surface. Right: Phase boundaries forming parallel to the surface 
requires non-zero flux into and out of the plane of the surface, which is not 
penetrable. This is unfavorable since the flux is disrupted by the surface. 
Reproduced with permission.236 Copyright 2019, Elsevier. 

 
5.2 Simulation Method  

Here, the phase-field model described in Chapter 3 Section 3.2 is used for eutectic 

solidification simulations with Equations 3.5 and 3.19, in particular, governing the evolution. 

Materials parameters for AgCl-KCl are found in Table 3.1. 

Unless otherwise indicated, the initial condition for the solid lamellar structure is aligned 

in the vertical (z) direction. The width of the computational domain in the y-direction is set to 

accommodate one unit cell of the template (except for the simulation shown in Figure 5.3, in 

which the width is two unit cells) and the z-direction is set to the same value. The x-direction 

size is set to be large enough to capture significant concentration gradients in the liquid, which 



 81 

decrease further from the solidification front. Solidification velocities were chosen such that 

integer multiples of λTU	fit in the domain. 

The governing equations are discretized with a finite difference scheme with a grid 

spacing of	Δ𝑥 = λTU/40	and a forward Euler time-stepping scheme with a time step of 

Δ𝑡 = 0.1Δx]/𝐷, which ensures numerical stability. Periodic boundary conditions are imposed on 

all computational domain boundaries except for those along the solidification direction, on which 

no-flux boundary conditions are imposed. The single exception is the simulation shown in Figure 

5.3, in which no-flux boundaries are applied in the vertical direction, corresponding to the 

substrate and free surface.  

5.3 Lamellar Reorientation Phenomenon 

Directionally solidified AgCl-KCl eutectic forms a lamellar structure with a characteristic 

spacing of λ as defined in Figure 5.2a with the lamellae aligned parallel to the solidification 

direction. In the absence of a pillar template, the lamellae are oriented vertically (perpendicular 

to the substrate) as a result of the free surface and substrate surfaces being barriers to diffusion 

(no-flux boundaries) that prefer phase boundaries to form perpendicular to them. Lamellar AgCl-

KCl is solidified within pillar templates. The pillar height is defined as ℎ, diameter as 𝑑, and the 

smallest pillar-to-pillar edge gap as 𝑎Í as depicted in Figure 5.2b. A large range of pillar 

geometries was explored experimentally by the Braun group, with heights in the range of 400 nm 

to 6 μm and edge gaps in the range of 500 nm to 20 μm. The AgCl-KCl salt eutectic was 

directionally solidified within these pillar templates, such that the direction of solidification was 

perpendicular to the axis of the pillars (as shown in Figure 5.2c and 5.2d). The lamellar spacing 

λ was measured outside of the pillar template region, and the morphology of the lamellae 

between the pillars was discerned by cross-sectional analysis. Depending on template geometry, 

different lamellar orientations are observed between the pillars; either horizontal (denoted as l=) 
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as shown in Figure 5.2c, vertical (denoted as l||) as shown in Figure 5.2d, or a mixed state 

(denoted as l||=). 

 

 

Figure 5.2 Lamellar reorientation schematic: (a) In the absence of a template, 
the lamellae orient vertically to the substrate and parallel to the solidification 
direction. The lamellar spacing is defined by λ. (b) Pillar template geometry: pillar 
height is defined as h, diameter as d, and the smallest pillar-to-pillar edge gap as ae. 
(c) Horizontal alignment of eutectic phases (denoted as λ=) within the pillar 
template, and (d) Vertical alignment of eutectic phases (denoted as λ||) within the 
pillars. Reproduced with permission.236 Copyright 2019, Elsevier. 

 
When the solidification front of the vertically oriented lamellae enters the pillar template, 

it is observed, both in experiments and simulations, that the lamellae between the pillars change 

orientation by 90° to align horizontally as shown in Figure 5.3. Above the pillar template, the 

lamellae remain vertically aligned. FIB-milled cross sections from the sample were imaged and 

compared to the phase-field model simulations at the corresponding locations with reliable 

agreement. 
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Figure 5.3 Change of lamellar orientation within pillars: Phase-field simulation 
results (bottom row) and cross-sectional images (middle row) at the corresponding 
locations indicated by the green dotted line in the top row, showing the change of 
lamellar orientation from (a) vertical outside the pillar region, to horizontal (b) 
between rows of pillars and (c) at the pillars. Simulation images consist of the 
computational domain repeated once along the y-direction periodic boundary. 
Black arrows and ⊙	indicate the direction of solidification. Reproduced with 
permission.236 Copyright 2019, Elsevier. 

 
5.4 Undercooling-Orientation Relationship 

The undercooling was calculated from phase-field simulations at the location of the 

solidification front that had progressed the furthest. This value oscillates (see Figure 5.4) as the 

material solidifies through the template due to its periodic nature and the reported steady-state 

undercooling values were the maximums of these oscillations. To compare the steady-state 

undercooling for different orientations, multiple types of simulations were performed. First, 

steady-state structures and undercooling values were calculated using three-dimensional (3D) 

simulations with no template and compared to the analytically predicted undercooling from the 

Jackson-Hunt Theory.57 Next, three-dimensional simulations were used to investigate the 

horizontal orientation as the evolution of the structure led to horizontal lamellae at steady-state. 

Because a vertical orientation was not stable as a steady-state structure in a three-dimensional 
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simulation, another approach was required to calculate the undercooling of the vertical case. In 

two-dimensional (2D) simulations, the z-direction is constrained such that all values are constant 

in that direction. Thus, all lamellar features are vertically aligned because that condition is 

enforced in two-dimensional simulations. 

 
Figure 5.4 Undercooling evolution: Phase-field simulation calculated 
undercooling values for AgCl-KCl eutectic solidifying at 𝑣 = 17.5 μm/s with 
different orientations. Reproduced with permission.236 Copyright 2019, Elsevier. 

 

For a specific solidification velocity, the eutectic prefers the optimal microstructure and 

spacing that achieve a minimum undercooling state.57 Deviation from this optimal lamellar 

spacing increases the undercooling. We note that when the eutectic lamellae solidify without a 

template, the undercooling follows the theoretical minimum undercooling condition (Figure 5.5).  
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Figure 5.5 Undercooling observed in phase-field (PF) simulations: 
Undercooling values for the different conditions of solidification obtained by the 
phase-field simulations. The undercooling values for the no-template case matches 
with the Jackson-Hunt solidification theory.57 In the case of solidification within 
the pillar template, the undercooling values of the vertical orientation are higher 
than the case of horizontal orientation. Reproduced with permission.236 Copyright 
2019, Elsevier. 
 
Whereas, when the vertically aligned lamellae enter the pillar template, the solidification 

front is disrupted by the pillars forcing the lamellae to either terminate, increasing the lamellar 

spacing, or become narrower to fit between the pillars, decreasing the lamellar spacing. 

Alternatively, the lamellae could change their orientation to horizontal to preserve the optimal 

lamellar spacing. While this also necessitates an increased undercooling due to the disruption of 

the diffusion path imposed by the pillars, the undercooling is still less than that of the vertical 

alignment (as shown in Figure 5.5). Moreover, if horizontally oriented lamellae were to solidify 

into a pillar template, they would not change their orientation (see Figure 5.6). 
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Figure 5.6 Phase-field simulation for horizontal orientation: Phase-field 
simulation results (bottom row) at the corresponding locations indicated by the 
green dotted line in the top row. The structures indicate that the lamellae remain 
horizontal as they solidify within the arrays of pillars if they enter the pillar template 
in the horizontal orientation. Simulation images consist of the computational 
domain repeated once along y- and z-direction periodic boundaries. All scale bars 
are 500 nm. Black arrows indicate the direction of solidification. Reproduced with 
permission.236 Copyright 2019, Elsevier. 
 

5.5 Conclusion 

Experiments and simulations were used to quantitatively investigate the effects of 

templates on organization of a model lamellar AgCl-KCl eutectic. As the lamellae solidify within 

arrays of pillars, they are forced to modify their spacing, thus increasing the undercooling 

required for solidification. The undercooling calculated from phase-field simulations 

demonstrated that the horizontal alignment undercooling is lower than that of the vertical 

alignment. Therefore, lamellae will change their orientation to be horizontally aligned 

(perpendicular to the pillar axis), thus minimizing undercooling. Phase-field simulations 

reproduced this reorientation behavior, and the resultant structures agreed well with those 

observed in solidification experiments. Further, the phase-field model demonstrated that 

reorientation only occurs if the initial orientation has higher undercooling; thus, initially 

horizontal lamellae, which has low undercooling, will remain horizontal through the template. 

Additionally, by changing the relative contributions of the boundary effects of the substrate and 
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free surface with respect to the boundary effects of the template, other lamellar orientations can 

be obtained. The knowledge gained through this investigation can be used to guide the design of 

templates for the directional solidification of eutectics to expand the palette of microstructures 

emerging from template-directed organization of eutectic systems. 
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Chapter 6: Emergence of 

Highly Ordered Patterns in 

Template-Directed Eutectic 

Solidification 

All eutectic solidification experiments and their related measurements presented in this 

chapter were conducted by experimental collaborators Ashish Kulkarni and Paul Braun at the 

University of Illinois at Urbana-Champaign. 

6.1 Introduction 

Decades of research on solidification of eutectics have indicated that both the direction 

and rate of heat removal play a critical role in the resultant eutectic structure.15,57,211,237 While 

most investigations of eutectic solidification have been in the bulk, the study of the effect of a 

guiding template on eutectic solidification is only in its infancy.1 Based on the first set of studies, 

the physical properties and confining effects of a template on a solidifying eutectic are showing 

promise for driving the emergence of new and complex eutectic mesostructures61,138,144,236 that 

would be difficult or impossible to generate by other routes. 
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Here, we explored the case where the lamellar eutectic AgCl-KCl was solidified through 

a template consisting of a hexagonal lattice of pillars in a direction parallel to the pillar axis. 

6.2 Simulation Method  

6.2.1 Template-Directed Eutectic Solidification 

Simulations for template-directed eutectic solidification were conducted using the 

method described in Chapter 3 Section 3.2; using Equations 3.5 and 3.19 to govern the evolution. 

AgCl-KCl materials parameters are found in Table 3.1. Simulations were performed over 

computational domains representing a unit cell of the hexagonal lattice of pillars with 

dimensions of 780 nm and 1352 nm and an edge gap, g, of 220 nm. Periodic boundary conditions 

were assumed at the unit-cell boundaries. The initial lamellar spacings were chosen such that 

their integer multiples (1 to 7) would fit in the 1352 nm domain width, and the solidification 

velocities were set such that they would result in these lamellar spacings in the absence of a 

template. These initial lamellae act as a solid seed in the simulations. A linear thermal gradient of 

105 K/m was applied in the solidification direction. This thermal gradient is likely larger than 

that found in the physical system, but it allowed the simulation to reach a steady-state structure 

more quickly without affecting the final morphology. The solidification of the eutectic was 

simulated along the axis of the pillars until a stable, steady-state structure was attained. 

6.2.2 Heat Transfer Calculation 

The temperature profile in the eutectic during solidification was calculated using 

COMSOL (https://www.comsol.com/). In the case of pillar templates, the thermal conductivity, 

κ, of the infilled layer (6 μm thick, κ = 23.4 W/mK) was weighted by the volume fractions of the 

Ni pillar material and AgCl-KCl. The substrate was assumed as glass (0.7 mm thick, κ = 1.4 

W/mK) and an overlayer of eutectic (a truncated hemispherical drop of diameter 5 mm and 

height 2 mm, κ = 3.3 W/mK) was placed on top of the pillar-eutectic composite. The material 
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parameters for AgCl-KCl eutectic were taken from Ref. 62. The cooling rate is enforced on the 

bottom surface of an aluminum plate (i.e., the cooling stage). Newton’s law of cooling is applied 

to all other surfaces with an air temperature of 300 K. The shape of the solidification front 

(approximated by the eutectic temperature isocontour at 591.73 K) at a set cooling rate of 10 

°C/min was calculated over time by solving the heat equation.  

6.3 Emerging Patterns 

With the well-studied AgCl-KCl eutectic,61,62,144,236,238 an examination was undertaken to 

ascertain how a template impacts what would otherwise be a regular lamellar microstructure (see 

Figure 6.1a). Solidification experiments were performed by Ashish Kulkarni from Paul Braun’s 

research group at the University of Illinois at Urbana-Champaign. The templates utilized in these 

experiments consisted of 4 to 6 μm tall pillars that are 500 to 620 nm in diameter, and arranged 

in a hexagonal lattice (see Figure 6.1b), with edge gaps, g (defined in the inset of Figure 6.1b), of 

160 to 290 nm. Pillar diameters and g were selected to be comparable to the accessible range of 

the average lamellar spacing, l (defined in the inset of Figure 6.1a), in the AgCl-KCl lamellar 

eutectic. Outside the template, as expected, l was a function of the solidification rate. Inside the 

pillar template, there was a remarkable transition, and a broad array of solidification rate-

dependent complex mesostructures appear. When l was commensurate with the periodicity of 

the template, the pillars modify the phase-separation of the eutectic such that spoke-like patterns 

in AgCl and KCl were realized instead of the regular lamellar structure. The resultant structures 

were designated as trefoil (see Figure 6.1c), quatrefoil (see Figure 6.1e), cinquefoil (see Figure 

6.1f), and hexafoil (see Figure 6.1g), based on the number of KCl spokes per unit cell of the 

template. Remarkably, the trefoil pattern resembles the Archimedean honeycomb lattice (see 

schematic in Figure 6.1d) of roughly hexagonally shaped AgCl and KCl domains. Whereas the 
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hexafoil pattern resembles the Archimedean square (KCl)-hexagonal (pillars)-dodecagonal 

(AgCl) lattice (defined as the SHD lattice, see schematic in Figure 6.1h). 

Molten AgCl-KCl eutectic was infilled in the pillar templates and directionally solidified 

at various rates by the Braun group, leading to different g/λ (l determined outside the template 

region). When g/λ ≤ 0.25, a disordered pattern persisted. Upon increasing the solidification rate 

such that 0.4 < g/λ < 0.75, trefoil patterns were formed. In the transition region when g/λ ~ 0.3, a 

mixed, predominantly trefoil, structure was present. For g/λ ~ 0.95, quatrefoil patterns 

dominated. When g/λ ~ 1, the cinquefoil pattern appeared, and for g/λ ≥ 1.05, the hexafoil 

pattern was obtained. The cross-sectional view of these patterns shows a tilted alignment of the 

eutectic phase boundaries (see Figure 6.2a), which resulted from the slanted solidification front 

in the bulk of the template (see Figure 6.2b) due to the mismatch between the thermal 

conductivities of the Ni pillars and the AgCl-KCl eutectic. 
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Figure 6.1 Selected microstructures formed by template-directed eutectic 
solidification: (a) SEM image of AgCl (bright) – KCl (dark) eutectic solidified at 
a cooling rate of 22 °C/min. λ as defined in the inset is 420 nm. The solidification 
direction is generally out of the image (z-axis), as indicated by the red ⊙. (b) Plan 
view SEM image of a pillar template sample showing the hexagonal arrangement 
of pillars. g = 220 nm as defined in the inset. SEM images of (c) trefoil, (e) 
quatrefoil, (f) cinquefoil, and (g) hexafoil patterns with 3, 4, 5, and 6 KCl spokes 
per unit cell of the template, respectively, obtained by varying the solidification 
conditions. (d) Schematic of the Archimedean honeycomb lattice. (h) Schematic of 
the Archimedean SHD lattice. Parts of the SEM images (in c and e-g) are false-
colored with AgCl as yellow, KCl as blue, and Ni pillars as black. All scale bars 
are 1 μm. 
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Figure 6.2 Eutectic phase boundary alignment and thermal profile in the bulk 
of the pillar template: (a) A cross-sectional view SEM image showing a tilted 
alignment of eutectic phase boundaries within the pillars. (b) Calculated thermal 
profile in the bulk of the template during directional solidification of eutectic-
infiltrated Ni pillar template at a set cooling rate of 10 °C/min. The isothermal 
solidification front at the eutectic temperature (591.73 K) is denoted by a black line. 
Black arrow denotes the direction of solidification. Scale bar is 1 μm. 
 
In phase-field simulations, when g/λ = 0.163, l was significantly larger than the 

periodicity of the template and the template did not impose order on the eutectic pattern, 

resulting in a disordered structure (see Figure 6.3c and 6.3j). For increased solidification rates, 

the simulations predicted the trefoil pattern for 0.325 ≤ g/λ ≤ 0.651 (see Figure 6.3d-6.3f and 

6.3k-6.3m), cinquefoil pattern for g/λ = 0.814 (see Figure 6.3g and 6.3n), and hexafoil pattern for 

g/λ ≥ 0.976 (see Figure 6.3h, 6.3i, 6.3o and 6.3p). Note, phase-field simulations results suggest 

that it is necessary to have the solidification direction parallel to the template pillar axis (i.e., 

along the z-axis; see Figure 6.3a and 6.3b) for these highly ordered patterns to emerge. These 

results reveal that at the solidification front within the template, the pillars disrupt the natural 

edgewise diffusion of the lamellar eutectic by compelling the diffusion fields to obey constraints 

set by the template geometry. To maintain the requirement of consistent diffusion path lengths57 

within this modified diffusion field, the eutectic solidifies in spoke-like patterns while preserving 

the overall hexagonal symmetry imposed by the template. The patterns observed for various g/λ 
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in experiments and phase-field simulations are mapped in Figure 6.4. This map suggests that 

certain ranges of lamellar spacings and template periodicities will result in a single type of 

spoke-like pattern, a useful finding for setting the parameters to achieve a specific mesostructure. 

While some experimentally observed patterns were not observed in the simulations, this is likely 

due to enforcement of periodic boundary conditions and use of a domain size of one template 

unit cell, which constrained the system and prevented the emergence of asymmetric patterns or 

patterns with larger periodicities. 
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Figure 6.3 Patterns observed in phase-field simulations: A three-dimensional 
view of the phase-field simulation domain showing the evolution of (a) the initial 
lamellar seed (cross-section is shown in h) into (b) the hexafoil structure (cross-
section is shown in o). The solidification direction in a & b is along the z-axis. 
Middle row (c-i): images of the initial conditions of simulations performed using 
the given lamellar spacing. Bottom row images show the corresponding steady-
state patterns: (j) disordered, (k-m) trefoil, (n) cinquefoil, (o) & (p) hexafoil. The 
solidification direction in c-p is out of the image (z-axis), as indicated by the red 
⊙. The images in c-p show the x-y plane cross-section of the simulation domain 
repeated once in each direction. The template pillars are displayed as 
semitransparent gray in a & b or black in c-p, while AgCl as yellow, and KCl as 
blue. All scale bars are 1 μm. 
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Figure 6.4 Mesostructure phase map. Map of experimentally observed and 
phase-field simulated patterns as a function of g/λ. 
 

6.4 A Vast Parameter Space 

The parameter space available in the template-directed eutectic solidification approach is 

considerable. There are many eutectic material systems available with which to vary materials 

constants (e.g. solid phase fraction, diffusivity, interfacial energies, etc.). There are countless 

template geometries accessible. Even when considering relatively simple subsets, such as lattices 

of pillar obstacles, there are still an extensive number of variables to select (e.g. pillar diameter, 

pillar spacing, lattice type, etc.) Finally, there are processing condition variables for eutectic 

solidification (e.g. solidification velocity, solidification direction, thermal gradient, etc.). All of 

these choices result in an immense parameter space for which experimental exploration alone is 

impractical. The phase-field model’s predictions thus become particularly useful when trying to 

narrow that parameter space when considering the design of eutectic-template-process 

combinations. 

To elucidate the model’s utility, a parameter sweep through one variable from each of the 

three categories (eutectic materials constant, template geometry parameter, and processing 

variable) was undertaken. The parameters selected were eutectic minority phase volume fraction, 

𝑉N, pillar diameter, and solidification velocity, 𝑣. These three variables are impactful for 
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adjusting the mesostructure as well as demonstrating interdependence (e.g., the same effect on 

the microstructure can be realized by changing either solidification velocity or pillar diameter). 

The remaining parameters were held constant throughout the study. The materials constants were 

otherwise those of the AgCl-KCl system. The template consisted of pillars arranged in a 

hexagonal lattice with a center-to-center distance of 780 nm. Adjusting the pillar diameter while 

keeping the spacing and lattice constant is equivalent to changing the volume fraction of the 

template phase, 𝑉 . The thermal gradient used was 105 K/m with the solidification direction 

along the pillar axis. 

6.4.1 Hexagonal Lattice Pattern Mapping 

Figure 6.5 displays the patterns that result from probing the parameter space by varying 

minority phase volume fraction, template phase volume fraction, and solidification velocity. 

Table 6.1 categories the resulting structures by the number of KCl “spokes” connected to each 

pillar. The 4/5-spoke label indicates that half of the pillars have four spokes and half of them 

have five spokes 

  



 98 

 

 

Figure 6.5 Self-organized patterns from parameter sweep: Patterns observed in 
phase-field simulations showing the steady-state structures that result from 
different combinations of three minority phase volume fractions, 𝑉N = 50%, 38%, 
and 20%; two template volume fractions, 𝑉 = 46% and 17%; and two 
solidification velocities, 𝑣 = 0.135 mm/s and 0.538 mm/s. 
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Table 6.1 Structure types from 𝑣-𝑉 -𝑉N parameter sweep. 

𝑣 (mm/s) 𝑉  𝑉N Structure Type 

0.135 46% 50% 5-spoke 

0.135 46% 38% 3-spoke 

0.135 46% 20% 4/5-spoke 

0.135 17% 50% 5-spoke 

0.135 17% 38% 5-spoke 

0.135 17% 20% 4/5-spoke 

0.538 46% 50% 10-spoke 

0.538 46% 38% 6-spoke 

0.538 46% 20% 6-spoke 

0.538 17% 50% 10-spoke 

0.538 17% 38% 9-spoke 

0.538 17% 20% 7-spoke 
 

Structures comprising higher numbers of spokes have smaller diffusion distances 

between disconnected regions of the same phase (e.g., KCl spokes). From Figure 6.5 and Table 

6.1, it can be observed that a structure has features with a lower length scale  when solidification 

velocity is increased. This is expected as it is consistent with eutectic solidification without 

template-direction.57 Likewise, decreasing the minority phase volume fraction increases the 

number of spokes. With less KCl available, the connectivity of that phase has to decrease to 

preserve consistent diffusion distances. Similarly, as the pillar diameters decrease, there is more 

space for the structure to arrange itself, leading to smaller features sizes to maintain consistent 

spacing.  
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6.5 Conclusion 

Template-directed self-assembly has been demonstrated to yield a broad diversity of 

highly ordered mesostructures61,239-241, which in a few cases even exhibit symmetries not present 

in the native material.140,242 Here we show using the directional solidification of a simple AgCl-

KCl lamellar eutectic within a pillar template that interactions of the eutectic with the template 

lead to the emergence of an unprecedented set of microstructures, distinctly different from the 

eutectic’s native lamellar structure and the template’s hexagonal lattice structure. By modifying 

the solidification rate, in the same material-template system, disordered, trefoil, quatrefoil, 

cinquefoil, and hexafoil mesostructures with sub-micron size features are realized. Phase-field 

simulations suggest these mesostructures appear due to constraints imposed on diffusion by the 

hexagonally arrayed pillar template. Interestingly, the trefoil and hexafoil patterns bear a 

remarkable resemblance to Archimedean honeycomb and square-hexagonal-dodecagonal 

lattices,243 respectively. Phase-field simulations were further utilized to elucidate a part of the 

vast parameter space associated with the template-directed eutectic solidification approach. It 

was discovered that the eutectic microstructure feature size could be adjusted not only by 

adjusting the solidification velocity, but also by changing the volume fractions of either the 

minority eutectic phase or the template. We anticipate these results will stimulate new studies on 

template-directed organization of inorganic materials into unique and useful mesostructures, 

including mesostructures which may have important optical,244 magnetic245, and mechanical246 

properties. 
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Chapter 7: Simulating 

Hindered Grain Boundary 

Diffusion Using the 

Smoothed Boundary Method 

7.1 Introduction 

We propose a diffuse interface approach based on the Smoothed Boundary Method 

(SBM) to solve the diffusion equation with hindrance at the interfaces between grains. Diffuse 

interface models, which circumvent the need for explicit interface tracking or remeshing for even 

complex geometries, have proven successful for calculating concentration evolution in 

inhomogeneous systems.47,52 The proposed model is compared to a sharp interface model in one 

dimension. The effect of the numerical and physical parameters on the error of the model is 

explored. Finally, two case studies are presented. The first case study is oxygen diffusion in 

nanocrystalline YSZ, in which the effective diffusivities of the inhomogeneous structures are 

calculated and compared to mean field approximations. The second case study is the lithiation of 

a polycrystalline battery cathode particle. 
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7.2 Simulation Method 

The hindered grain boundary diffusion model described in Chapter 3 Section 3.3 was 

utilized to simulate the systems described in this chapter. Specifically, Equations 3.35 and 3.36 

were solved for the sharp-interface results and Equation 3.39 for all other results. The finite 

difference method was used for spatial discretization with a forward Euler time stepping scheme. 

The time step used was ∆𝑡 = 0.05∆𝑥]/𝐷ÇÆ¶|. To avoid rounding error, all parameters were 

nondimensionalized for simulations using a length scale 𝑊 equal to the grain size and a time 

scale 𝜏 = 𝑊]/𝐷ÇÆ¶| such that nondimensional bulk diffusivity was equal to unity. For the three-

dimensional structures, 𝑊 was equal to the smallest grain size (40 nm for YSZ and 100 nm for 

NMC). Concentrations are scaled to fall within the range of zero to one. The domain sizes for the 

YSZ simulations in Section 7.4 were 120×120×120 and 20×120×120 grid points for the 240 nm 

and 40 nm structures respectively. The domain size for the NMC simulation in Section 7.5 was 

240×240×240 grid points. Before smoothing, grains in the domain with the center of mass 

located outside the sphere of diameter equal to the nominal secondary (polycrystalline) particle 

diameter were removed, leaving a rough surface similar to those of experimentally synthesized 

particles.41 The cathode particle diameter was 216 grid points. The NMC particle is described by 

an additional domain parameter 𝜓 = ∑𝜙á with which the Dirichlet concentration boundary 

condition is set on the outside surface of the particle.163 The isotropic and anisotropic structures 

in Section 7.6 had domain sizes of 320×320×320 grid points. As described in Chapter 3 Section 

3.3.3, the three-dimensional microstructures are originally generated using Dream.3D175 and then 

the order parameters were smoothed and reduced following the description in Ref. 47. 
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7.3 Error Analysis 

For a one-dimensional system, we choose a domain which consists of three grains and 

two grain boundaries (Figure 7.1a) to include error resulting from the interaction between grain 

boundaries. The first and last grain in the domain have lengths half that of the other grain(s). 

This choice allows the bulk-to-interface ratio to remain constant regardless of the number of 

grains in the system. 

A finite difference method using forward Euler time stepping is utilized. A series of 

model parameters are investigated and their effects on error are reported below. All of the 

parameters reported in this section and the next will use nondimensional ratios to present the 

results as generically applicable. The numerical parameter ratios are 𝜁/∆𝑥 (a measure of the 

resolution of the numerical interface) and 𝑁�Ç𝜁/𝐿Ê (a measure of the diffuse interface volume 

fraction, which is proportional to the thickness of the diffuse interface), where ∆𝑥 is the grid 

spacing, 𝐿Ê is the domain size and 𝑁�Ç is the number of grain boundaries. The physical 

parameter ratios are 𝐷�Ç/𝐷ÇÆ¶| and 𝑔 = 𝑁�Ç𝛿/𝐿Ê, the latter of which is the physical grain 

boundary volume fraction. In addition, the effect of the number of grain boundaries is explored. 

The sharp-interface model (Equations 3.35 and 3.36) and our model (Equation 3.39) are 

solved, and the two sets of the solutions are compared to assess the error introduced by the 

diffuse interfaces in our model. An initial parameter set of 𝜁/∆𝑥 = 1, 𝑁�Ç𝜁/𝐿Ê = 1/96, 

𝐷�Ç/𝐷ÇÆ¶| = 1/50, and 𝑔 = 1/40 is employed. Figure 7.1b and 1c show concentration profiles 

for both models at an early time and at steady state, respectively. As expected, the concentration 

drops sharply at the grain boundaries, where chemical transport is hindered. The extent of the 

concentration drop increases with increasing degree of hindrance (see Figure 7.2). 
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Figure 7.1 One-dimensional grain boundary system: (a) The domain parameter 
profiles for three grains with two grain boundaries. The concentration profiles for 
the diffuse-interface and sharp-interface models at (b) a time before steady state   
and (c) at steady state. 

 

 

Figure 7.2 Concentration profiles for different degrees of hindrance in a three 
grain, two grain boundary one-dimensional system: As grain boundary 
diffusivity decreases (and degree of hindrance increases), concentration drops at 
the grain boundary become sharper. 
 

The metric chosen with which to evaluate error is the average flux in the system at 

steady-state. This error is given by 𝜖ÅÅ = £𝐽Îèé − 𝐽ÅÁ���£/𝐽ÅÁ���, where 𝐽Îèé and 𝐽ÅÁ��� are the 

average fluxes at steady state for our model and the sharp interface model, respectively. The 

dynamic error was also calculated as the system evolved and the maximum error over time was 
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recorded. For the majority of the parameter sets, the steady-state error was also the maximum 

error and therefore the analysis was limited to the steady-state error. The dynamic maximum 

error can be found in Figure 7.3. 

 

Figure 7.3 The maximum and steady-state error: (a) The error as a function of 
the numerical parameters 𝜁/∆𝑥 (interface resolution) and 𝑁�Ç𝜁/𝐿Ê (interface 
width). (b) The error as a function of the physical parameters 𝐷�Ç/𝐷ÇÆ¶| and 𝑔. 
Dashed lines with X’s show the dynamic maximum error in average flux. Solid 
lines show the error in average flux at steady state.  
 
Figure 7.4a shows the effect of the numerical parameter ratios 𝜁/∆𝑥  and 𝑁�Ç𝜁/𝐿Ê on the 

error. While holding all other parameters constant, an increase in 𝜁/∆𝑥 (more grid points in the 

interface), decreases the error. Also, as 𝑁�Ç𝜁/𝐿Ê increases (thicker diffuse interface), the error 

increases. We then choose a parameter set which gives an error of less than 0.5% (𝜁/∆𝑥 = 1, 

𝑁�Ç𝜁/𝐿Ê = 1/96) to use for the next investigation, a sweep of the physical parameter ratios. 

Thus, there are common sets of parameters between the investigations and they are marked on 

the plots of Figure 7.4 with purple X’s. Figure 7.4b shows the effect of the physical parameter 

ratios 𝐷�Ç/𝐷ÇÆ¶| and 𝑔 on the error. As 𝐷�Ç/𝐷ÇÆ¶| increases, the error also increases. As 𝑔 

increases, the error decreases. This is due to the fact that 𝑁�Ç𝜁/𝐿Ê is held constant, and thus as 

grain size is reduced to increase 𝑔, 𝐿Ê decreases and thus 𝜁 decreases to compensate. 

Consequently, the resulting smaller interfacial thickness decreases error as 𝑔 increases. The 
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parameter set of 𝜁/∆𝑥 = 1, 𝑁�Ç𝜁/𝐿Ê = 1/96, and 𝑔 = 1/40 was then chosen to investigate the 

effect of 𝑁�Ç on the error. Figure 7.4c shows that the error has practically no dependence on the 

number of grains aside from a very slight increase from two to more than two grains likely 

associated with grain boundaries interacting with one another. 

 

Figure 7.4 Error dependence on parameterization: (a) The error as a function 
of the numerical parameters 𝜁/∆𝑥 (interface resolution) and 𝑁�Ç𝜁/𝐿Ê (interface 
width). (b) The error as a function of the physical parameters 𝐷�Ç/𝐷ÇÆ¶| and 𝑔. (c) 
The error as a function of 𝐷�Ç/𝐷ÇÆ¶| and the number of grain boundaries. The 
purple X marks the common parameter set across the three plots. 
 

7.4 Case Study 1 – Solid Oxide Fuel Cell 

To use our model to accurately quantify the transport property of solid oxide fuel cell 

materials such as oxygen ion diffusion in yttria-stabilized zirconia (YSZ), the model must be 

extended into three dimensions: 

𝜕𝐶á
𝜕𝑡 = 𝐷ÇÆ¶|

1
𝜙á
∇ ⋅ 𝜙á∇𝐶á +

£∇𝜙á£
𝜙á

s−
1
𝜅 Δ𝐶�Çw 

(7.1) 

An isotropic microstructure was generated with an average grain size of 50 nm38 (with a 

range of 40-60 nm) and a thickness of 240 nm in each direction. The microstructure was 

generated and smoothed in the manner presented in Ref. 47 to obtain domain parameter 

interfaces with hyperbolic tangent function profiles with thicknesses and grid spacing 

corresponding to 𝑁�Ç𝜁/𝐿Ê = 1/25 and 𝜁/∆𝑥 = 1, respectively. The other physical parameters 
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used for YSZ are 𝐷ÇÆ¶| = 2.17 × 10FPG m2/s, 𝐷�Ç = 5.0 × 10FPÞ m2/s, and 𝛿 = 1 nm.38 This 

parameter set corresponds to an expected error of approximately 2% from Figure 7.4a. 

Figure 7.5a shows the microstructure through plotting the sum of the square of the 

domain parameters. Figures 7.5b-d show the evolution of the concentration profile in the bulk of 

the YSZ. Sharp drops in concentration can be observed at the grain boundaries with a much more 

gradual concentration drop across the bulk of the grains. 

An important application of this hindered grain boundary diffusion model is to use the 

steady-state concentration profile to calculate the effective diffusivity of the microstructure using 

the expression: 

𝐷Íêê =
𝐽Îèé𝐿Ê

(𝐶ÌÆB − 𝐶X�)
 (7.2) 

where 𝐶X� and 𝐶ÌÆB are the concentration values for the Dirichlet boundary conditions at the 

beginning and end of the domain, respectively (one and zero, in this case). For the steady-state 

concentration profile in Figure 7.5d, we find 𝐷Íêê = 1.17 × 10FPG m2/s, whereas the 

experimentally reported value for effective diffusivity is 0.68 × 10FPG m2/s. The discrepancy can 

be attributed to the uncertainty about the effective thickness of the grain boundary as the space 

charge layer thickness is greater than that of the grain boundary itself.38 Additionally, there is 

uncertainty of the actual particle size distribution as only the average grain size of 50 nm was 

reported and the 40-60 nm range was arbitrarily chosen when generating the microstructure.  
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Figure 7.5 The microstructure and dynamic concentration profiles for YSZ: 
The sum of the square of the order parameters is plotted to show the grain 
boundaries of the (a) 240 nm thick YSZ structure and the (e) 40 nm thick YSZ 
structure. The concentration profiles are shown for (b) an early time, (c) a later 
time, and (d) at steady state for the 240 nm YSZ structure and (f) an early time, (g) 
a later time, and (h) at steady state for the 40 nm YSZ structure. Each plot has one 
quarter of the domain removed to see the interior. 

 
There are multiple other models utilized to predict the effective diffusivity of 

polycrystalline solids in which grain boundary diffusivities differ from the bulk diffusivity. One 

such model is Hart’s equation,50  which assumes a simplified geometry where all grain 

boundaries are parallel to the diffusion direction:  

𝐷U��B = 𝑔𝐷�Ç + (1 − 𝑔)𝐷ÇÆ¶| (7.3) 

In a three-dimensional structure, the grain boundary volume fraction, 𝑔, is calculated by 

multiplying 𝛿 by the total area of the grain boundaries as calculated by summing the area of 

triangular patches generated from a MATLAB isosurface of the domain parameters. Another 

mean field approach is Maxwell Garnett’s equation,51 which assumes spherical grain boundaries:  
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𝐷éë =
𝐷�Ç Q(3 − 2𝑔)𝐷ÇÆ¶| + 2𝑔𝐷�ÇW

𝑔𝐷ÇÆ¶| + (3 − 𝑔)𝐷�Ç
 (7.4) 

For the 240 nm thick YSZ microstructure, 𝐷U��B = 2.05 × 10FPG m2/s and 𝐷éë =

1.16 × 10FPG m2/s. The Maxwell Garnett prediction is very close to that of the numerical model 

because the spherical grain assumption is reasonable for an isotropic structure. The Hart model’s 

assumption of parallel grain boundaries is not accurate and overestimates the effective 

diffusivity. 

Not only is the presented numerical model more comprehensibly applicable than the 

existing mean field approaches (because it can dynamically predict the concentration profile), 

but it is also more robust when used only to predict the effective diffusivity, as it makes no 

assumptions about the geometry of grain boundaries. In the 240 nm thick microstructure, 

Maxwell Garnett’s equation gives nearly the same result as the numerical model without the 

need – nor the cost – of a simulation. However, Maxwell Garnett’s equation provides accurate 

predictions only when the structure is isotropic, as in this case. If we introduce an anisotropic 

microstructure in which grains are elongated in one direction, we expect the numerical model to 

become much more accurate than Maxwell Garnett’s prediction. Another method to introduce 

anisotropy in the grain boundary structure is to consider a thin film with a thickness on the order 

of the grain size. In this case, there will be relatively fewer grain boundaries perpendicular to the 

diffusion direction. Figures 7.5e-h show the microstructure and concentration evolution of a 40 

nm thick YSZ structure using the same average grain size of 50 nm. For this 40 nm thin film, we 

calculate 𝐷Íêê = 1.66 × 10FPG m2/s, 𝐷U��B = 2.08 × 10FPG m2/s, and 𝐷éë = 1.32 × 10FPG 

m2/s. The decrease in grain boundary volume fraction from the 240 nm to 40 nm structure (5.7% 

to 4.3%) results in an increase in 𝐷éë  by 14%. However, the numerical model, which accounts 

for both the change in volume fraction and the introduced anisotropy, predicts an increase in 
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𝐷Íêê of 42%. Hart’s equation predicts very little change between the 240 nm and 40 nm 

structures as the assumption of parallel grain boundaries is already at the extreme limit of 

anisotropy and the change in volume fraction matters little in the parallel orientation. 

7.5 Case Study 2 – Cathode Particle 

Battery cathode particles often consist of an agglomeration of smaller, primary particles 

and thus are roughly spherical polycrystalline structures.41 Our numerical model for hindered 

grain boundary diffusion can be applied to this case, where cracks that form at the grain 

boundaries during cycling are the sources of diffusion hindrance. The model is parameterized for 

the Nickel Manganese Cobalt oxide (NMC) cathode material with 𝐷ÇÆ¶| = 8.6 × 10FP¼ m2/s,43 

an average grain size of 150 nm (with a range of 100 nm to 200 nm), and a cathode particle size 

of 1 micron.42 Because the crack width and effective diffusivity across the crack are not well 

studied, an arbitrary choice is made for the degree of hindrance (𝜅 = 1.0 × 10PP s/m). This 

parameter could be tuned and the simulation results compared against experimental data to 

extract an accurate 𝜅. The simulation numerical parameters are the same as those used in the 

YSZ case study. 

A lithium fraction boundary condition of 𝐶 = 1 is set at the surface of the particle that is 

initially devoid of lithium. Figures 7.6b-c show the evolution of the concentration as the cathode 

particle is filled with lithium. Again, sharp concentration drops can be seen at the grain 

boundaries where the cracks are inhibiting the lithium transport. Potential uses of this numerical 

model for cathode particles are to investigate the effects of cracks on cycling performance and/or 

coupling the concentration field to a mechanical solver to study the dynamic concentration’s 

effects on stress and crack growth. Future work could be made more accurate by implementing a 

variable diffusivity which depends on the local concentration as lithium diffusivity in NMC is 

known to be concentration dependent.43 
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Figure 7.6 The microstructure and dynamic concentration profiles for a 
battery cathode NMC particle: (a) The sum of the square of the order parameters 
showing the grain boundaries of NMC particle. The concentration profiles are 
shown for (b) an early time, (c) a later time, and (d) at a time approaching complete 
lithiation. Each plot has one quarter of the domain removed to see the interior. 
 

7.6 Isotropic vs. Anisotropic Grain Structures 

7.6.1 Introduction 

As noted in Section 7.4, one capability of this model is to extract effective diffusivities 

from microstructures without making any assumptions about the geometries of their grain 

boundaries. Therefore, the model is advantageous in that it can predict effective diffusivity 

values for structures with varying degrees of anisotropy, unlike the Hart50 and Maxwell Garnett51 

equations, which assume straight and spherical grain boundaries, respectively. To reveal this 

benefit more clearly, we used the hindered grain boundary diffusion model to find the steady-

state concentration profiles for an assortment of grain boundary geometries, extracted the 

effective diffusivity values, and compared them to the Hart and Maxwell Garnett mean-field 

approximation predictions. 

7.6.2 Selected Structures and Concentration Profiles 

To parameterize the system for this investigation, we chose nondimensional values of 

𝐷ÇÆ¶| = 1, 𝐷�Ç = 1/400, and 𝛿 = 0.25. Microstructures were generated with interface widths 

equivalent to  𝜁/∆𝑥 = 0.6. The investigated microstructures are depicted in Figure 7.7 by 
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plotting the sum of the square of the order parameters. First, three isotropic structures were 

considered with subsequently larger grains and thus subsequently lower grain boundary volume 

fractions (see Figure 7.7a-c). Next, anisotropic structures comprising long, narrow, columnar-

shaped grains with large aspect ratios were studied. The first columnar structure had the longest 

dimension of the grains parallel to the diffusion direction (Figure 7.7d) and the second had the 

grains oriented such that the longest dimension was perpendicular to the diffusion direction 

(Figure 7.7e). Finally, large, flat, plate-like grains were investigated with both long dimensions 

perpendicular (Figure 7.7f) and one long dimension parallel (Figure 7.7g) to the diffusion 

direction. The corresponding steady-state concentration profiles for each of these microstructures 

are shown in Figure 7.8. 
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Figure 7.7 Isotropic and anisotropic grain boundary structures: The sum of the 
square of the order parameters are plotted for (a) large isotropic grains, (b) medium 
isotropic grains, (c) small isotropic grains, (d) columnar grains with the longest 
dimension parallel to the diffusion direction, (e) columnar grains with the longest 
dimension perpendicular to the diffusion direction, (f) plate-like grains with both 
long dimensions perpendicular to the diffusion direction, and (g) plate-like grains 
with the one long dimension parallel to the diffusion direction. One quarter of the 
domain is removed for visibility. 
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Figure 7.8 Steady-state concentration profiles: The steady-state concentration 
profiles are plotted for (a) large isotropic grains, (b) medium isotropic grains, (c) 
small isotropic grains, (d) columnar grains with the longest dimension parallel to 
the diffusion direction, (e) columnar grains with the longest dimension 
perpendicular to the diffusion direction, (f) plate-like grains with both long 
dimensions perpendicular to the diffusion direction, and (g) plate-like grains with 
the one long dimension parallel to the diffusion direction. One quarter of the 
domain is removed for visibility. 
 
Once again, effective diffusivities were calculated from the steady-state concentration 

profiles using Equation 7.2. The results are shown in Figure 7.9 and listed in Table 7.1. In 

general, the Hart equation consistently overestimates the effective diffusivity because its 

assumption of parallel grain boundaries corresponds with the least impactful orientation for 

hindering grain boundaries. The prediction of the Hart equation which best matches the 

calculated effective diffusivity is for the structure consisting of columnar grains with the longest 

direction parallel to the diffusion direction. This is consistent with the expectation because that 

particular structure is predominantly composed of grain boundaries which are parallel to the 

diffusion direction. 
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Figure 7.9 Effective diffusivity comparison: The numerically determined 
effective diffusivities for each of the isotropic and anisotropic microstructures 
compared to mean-field approximations (Hart and Maxwell Garnett). 
 

Table 7.1 Our model’s effective diffusivity compared to Hart and Maxwell Garnett 
predictions. 

Structure 𝑔 𝐷Íêê 𝐷U��B 𝐷éë  

a. Isotropic – large 0.92% 0.465 0.991 0.446 

b. Isotropic – medium 1.15% 0.414 0.989 0.392 

c. Isotropic – small 1.51% 0.343 0.985 0.329 

d. Columnar - parallel 1.48% 0.906 0.985 0.333 

e. Columnar - perpendicular 1.48% 0.249 0.985 0.333 

f. Plate - perpendicular 1.48% 0.207 0.985 0.333 

g. Plate - parallel 1.48% 0.671 0.985 0.333 
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The Maxwell Garnett prediction and our model’s prediction match well for the isotropic 

grain boundaries, an expected result as the Maxwell Garnett’s geometric assumption of spherical 

grain boundaries is close to valid for isotropic grains. As the grain size decreases and 𝑔 

increases, the Maxwell Garnett equation predicts a decrease in diffusivity and our model follows 

the same trend. The two cases where the Maxwell Garnett equation predicts a lower diffusivity 

than our model (the columnar and plate-like structures oriented perpendicularly to the diffusion 

direction) are expected as those are the structures with a greater fraction of grain boundaries 

perpendicular to the diffusion direction than sphere-shaped or isotropic grains would have. Thus, 

structures with more grain boundaries perpendicular to the diffusion direction hinder diffusion to 

a greater degree, as is expected intuitively. Our model predicts effective diffusivities that are 

75% and 62% of the Maxwell Garnett prediction for the perpendicular columnar and plate-like 

structures, respectively. Conversely, the columnar and plate-like structures in the parallel 

configuration exhibit less hindrance of diffusion as there are greater distances species can diffuse 

before encountering grain boundaries. As a consequence of that anisotropy, our model predicts 

significantly higher effective diffusivities in those cases than the Maxwell Garnett equation does 

(270% higher for the columnar structure and 200% for the plate-like structure). The effects of 

anisotropy on effective diffusivity are clear and the model’s utility in accounting for those effects 

has been demonstrated. 

7.7 Conclusion 

We developed a numerical model that utilizes the SBM and accurately predicts the 

concentration evolution in polycrystalline structures with hindered grain boundary diffusion. The 

simulated concentration profiles can be used to study the effects of grain morphology on 

chemical transport in systems such as solid oxide fuel cell and battery cathode materials. 

Effective transport properties can be extracted from simulation results without resorting to grain 
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boundary geometry assumptions that are necessary for mean-field approaches. In one such case, 

for a nanocrystalline YSZ material, the developed model predicts a 42% increase in effective 

diffusivity when constrained to a thin film while the Maxwell Garnett approach (a mean-field 

approximation which does not account for the actual geometry) predicts only a 14% increase. A 

host of other anisotropic structures were examined as well, with effective diffusivities predicted 

by our model differing significantly from the Hart and Maxwell Garnett approaches. The model 

also enables future investigations of systems with hindered grain boundary diffusion in which 

other physics could be coupled to the concentration field, such as reaction kinetics or mechanical 

response. 
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Chapter 8: Effective Transport 

Properties of Polycrystalline 

Solids with Hindered Grain 

Boundary Diffusion 

8.1 Introduction 

Although mean-field approximations such as the Hart50 and Maxwell Garnett51 equations 

offer an estimation for the effective diffusivity of polycrystalline solids, based upon the 

observations in Chapter 7, we know that the effective diffusivity are determined not only by the 

grain boundary volume fraction on which these expressions depend, but also the degree of 

anisotropy and the configuration of the microstructure. While the effective diffusivity extracted 

from the steady-state concentration profiles produced by the hindered grain boundary diffusion 

model fully accounts for the geometry of the grain boundaries, this method requires numerical 

simulations that necessitate much greater computational cost than the simple evaluation of the 

mean-field approximations. Thus, a mean-field expression for effective diffusivity that depends 

on the actual geometry of a microstructure without a high computational cost would be highly 
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useful. We have developed such an expression and propose its applications for parameterizing 

coarse-grained models utilizing only the physical constants and the grain boundary geometry. 

8.2 Circuitry Analogy and Grain Boundary Orientation 

As observed in Chapter 7, grain boundaries that hinder diffusion lead to lower effective 

diffusivity when the grain boundaries are primarily perpendicular to the diffusion direction than 

when they are aligned with the diffusion direction. An effective analogy is that of circuitry. If we 

consider a hindering grain boundary to be an electrical resistor, a configuration in which it is in 

parallel with a bulk region of a grain (analogous to an electrical conductor), it will have little 

effect on lowering the conductivity of the circuit. Conversely, a resistor in series with a 

conductor has a much more considerable impact on the circuit’s conductivity. In general, 

polycrystalline solids contain grain boundaries which are neither perpendicular nor parallel to the 

diffusion direction, but are rather at some intermediate orientation. The closer to perpendicular to 

the diffusion direction a grain boundary is, the greater its hindering effect on the diffusivity of 

the structure at large. Consequently, an accurate expression for effective diffusivity must take 

into account the effect of the grain boundary orientation. When considering the structure as a 

whole, the critical parameter thus becomes the fraction of the grain boundary area which is 

contributing in-parallel (the fraction that is parallel to the diffusion direction, 𝑓∥) versus in-series 

(the fraction that is perpendicular to the diffusion direction, 𝑓í), rather than the grain boundary 

volume fraction alone. 

8.3 Projection Method and Universal Expression 

Because grain boundaries can have arbitrary shapes, we must treat them numerically and 

thus we require discretization. This is accomplished by utilizing the isosurface tool in MATLAB 

to create a mesh consisting of triangular faces. The fraction of a triangular face’s area which 

contributes perpendicularly can be found by projecting the unit vector normal to the plane of the 
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face,	𝑛�, onto the unit vector in the diffusion direction, 𝑑î. Performing a weighted average on the 

perpendicular contribution of each face, weighted by the faces’ areas (𝐴X for face 𝑖), gives the 

fraction of the total area of the grain boundary network that is perpendicular to the diffusion 

direction. 

𝑓í =
∑ 𝐴X�𝑛�X ⋅ 𝑑î�

]
X

∑ 𝐴XX
 (8.1) 

Conversely, 𝑓∥ = 1 − 𝑓í. We then consider the combination of the bulk, perpendicular 

grain boundary, and parallel grain boundary contributions to the diffusivity of a structure. First, 

the fast diffusion contributions (bulk and parallel grain boundary) are considered by adapting 

Hart’s equation50 (which assumes all grain boundaries and bulk regions to be parallel to one 

another). The equation is modified such that the arithmetic mean is weighted by the volume 

fraction of parallel grain boundaries, 𝑓∥𝑔, and the bulk, 1 − 𝑔, for 𝐷�Ç and 𝐷ÇÆ¶|, respectively: 

𝐷∥ =
𝑓∥𝑔𝐷�Ç + (1 − 𝑔)𝐷ÇÆ¶|

𝑓∥𝑔 + (1 − 𝑔)
 (8.2) 

The parallel diffusivity contribution is then added in-series with the contribution of 

perpendicular grain boundaries using a weighted harmonic mean to obtain the final projection-

method diffusivity prediction:  

𝐷��Ì{ =
1

𝑓í𝑔
𝐷�Ç

+ 𝑓∥𝑔 +
(1 − 𝑔)
𝐷∥

 (8.3) 

Equations 8.2 and 8.3 represent a universal description for effective diffusivity based 

only on physical and geometric constants. In point of fact, the projection method diffusivity 

prediction also applies to cases with enhanced grain boundary diffusivity. The next section aims 

to explore extreme cases to ensure that the model reduces to simpler models as expected. 
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8.4 Limiting Cases 

In the limit of entirely parallel grain boundaries (𝑓í = 0, 𝑓∥ = 1), the first term in the 

denominator of Equation 8.3 is zero. Substituting Equation 8.2 in for 𝐷∥ gives 𝐷��Ì{ = 𝑔𝐷�Ç +

(1 − 𝑔)𝐷ÇÆ¶|. This is equivalent to Hart’s equation,50 as is expected in the limit of parallel grain 

boundaries. 

In the limit of 𝐷�Ç = 0, while 𝐷∥ is nonzero, the first term in the denominator of Equation 

8.3 is infinity. Thus, 𝐷��Ì{ = 0, which is logical for a structure with grain boundaries that are 

completely impermeable to diffusion. 

Finally, for the case where grain boundaries are neither hindering nor enhancing (𝐷�Ç =

𝐷ÇÆ¶|), Equation 8.2 reduces to 𝐷∥ = 𝐷�Ç = 𝐷ÇÆ¶| and Equation 8.3 reduces to a harmonic mean 

of two equivalent values, giving 𝐷��Ì{ = 𝐷�Ç = 𝐷ÇÆ¶|. The effective diffusivity predicted by the 

projection method is entirely independent of the grain boundary volume fraction and orientation, 

as expected for a structure with homogeneous transport properties. 

8.5 Single Grain Boundary Example 

We consider two-dimensional systems with one grain boundary whose normal unit vector 

is oriented at different angles, 𝜃, with respect to the diffusion direction. To parameterize the 

system for this investigation, we choose nondimensional values of 𝐷ÇÆ¶| = 1, 𝐷�Ç = 1/400, 

𝛿 = 0.25, and 𝜁/∆𝑥 = 0.5. Figure 8.1 displays the concentration profiles, effective diffusivities, 

𝐷Íêê, obtained from the numerical model described in Chapter 7, and effective diffusivities 

obtained from the projection method (𝐷��Ì{). As expected, as 𝜃 increases, the effective 

diffusivity becomes less hindered by a grain boundary which is increasingly parallel to the 
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diffusion direction. Good agreement between the two effective diffusivity calculations is 

demonstrated, with a lower than 0.5% difference in all cases. 

 

Figure 8.1 Single grain boundaries at different orientations: The steady-state 
concentration profiles for five grain boundary orientations are shown along with 
the calculated effective diffusivities from the hindered grain boundary diffusion and 
projection methods. Dashed lines represent the location of grain boundaries. 
 

8.6 Isotropic vs. Anisotropic Structures 

Finally, we compare the projection method calculations for effective diffusivity to the 

numerically determined effective diffusivity of the hindered grain boundary diffusion method of 

Chapter 7 as well as the mean-field approximations of Hart50 and Maxwell Garnett.51 The 

comparison was undertaken for the same isotropic and anisotropic polycrystalline structures that 

were used in the study in Chapter 7. Figure 8.2 and Table 8.1 display the results of the 

comparison for each structure. 
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Figure 8.2 Comparison of the calculated effective diffusivities: The effective 
diffusivities from the hindered grain boundary diffusion simulations from Chapter 
7 are compared to the effective diffusivity calculated by the projection method, as 
well as the other mean-field approximations of Hart and Maxwell Garnett. 
 
Table 8.1 Our model’s effective diffusivity compared to Hart and Maxwell Garnett 
predictions. 

Structure 𝑔 𝐷Íêê 𝐷��Ì{ 𝐷U��B 𝐷éë  

a. Isotropic – large 0.92% 0.465 0.447 0.991 0.446 

b. Isotropic – medium 1.15% 0.414 0.394 0.989 0.392 

c. Isotropic – small 1.51% 0.343 0.330 0.985 0.329 

d. Columnar - parallel 1.48% 0.906 0.851 0.985 0.333 

e. Columnar - perpendicular 1.48% 0.249 0.231 0.985 0.333 

f. Plate - perpendicular 1.48% 0.207 0.183 0.985 0.333 

g. Plate - parallel 1.48% 0.671 0.573 0.985 0.333 
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For the isotropic microstructures, 𝐷Íêê, 𝐷��Ì{, and 𝐷éë  all show good agreement, with 

the greatest difference between 𝐷Íêê and 𝐷��Ì{ being 5% and the greatest difference between 

𝐷éë  and 𝐷��Ì{ being only 0.5%. Once again, the agreement with Maxwell Garnett is expected 

where isotropic structures are similar to the spherical grain boundary assumption. For the 

columnar and plate-like grain structures, the projection method provides predictions that more 

closely match 𝐷Íêê than either the Hart or Maxwell Garnett approximations. This is the case both 

in the parallel configuration where the effective diffusivity is lower than 𝐷U��B but higher than 

𝐷éë , and in the perpendicular configuration where the effective diffusivity is lower than both 

other mean-field approximations. The noticeable differences between 𝐷Íêê and 𝐷��Ì{ in the 

parallel orientations for the columnar (7% difference) and plate-like (15% difference) grain 

structures are likely due to the microstructures not containing a representative volume of the 

microstructure. In the columnar case, there are grains which extend the length of the domain and 

provide a free path for unhindered diffusion. In the plate-like case, some grains extend farther 

than half of the length of the domain. Under these circumstances, the geometric parameters 

utilized in the projection method may not accurately capture the behavior of a microstructure 

with low-number statistics. However, even with a potentially unrepresentative volume, the 

projection method’s prediction is much closer to 𝐷Íêê than either the Hart or Maxwell Garnett 

mean-field approximations. 

Let us briefly consider that the goal of the projection method is to achieve a better match 

to 𝐷Íêê than either the Hart or Maxwell Garnett approaches for anisotropic microstructures. 

Because the Hart approach is only superior to Maxwell Garnett in one condition, we will focus 

on the comparisons to the Maxwell Garnett calculations. For the columnar structures, 𝐷��Ì{ is 

57% and 27% closer to 𝐷Íêê than 𝐷éë  is for the parallel and perpendicular configurations, 
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respectively. For the plate-like structures, 𝐷��Ì{ is 36% and 49% closer to 𝐷Íêê than 𝐷éë  is for 

the parallel and perpendicular configurations, respectively. In each case, the projection method 

more closely matches the results of the hindered grain boundary diffusion simulation than the 

Maxwell Garnett equation does. 

8.7 Conclusion 

We developed a universal expression that can be used to predict effective diffusivities 

directly from physical materials constants and the geometry of a polycrystalline microstructures. 

This projection method accounts for in-parallel and in-series contributions of diffusion in the 

grain boundaries by accounting for parallel and perpendicular components of the grain 

boundaries, respectively. The effective diffusivities agree very well with the existing Maxwell 

Garnett mean-field approximation (0.5% difference or less) for isotropic microstructures, for 

which Maxwell Garnett’s assumptions are valid. The projection method better predicts the 

effective diffusivity of anisotropic structures than other mean-field approximations such as the 

Hart and Maxwell Garnett equations without the use of potentially costly numerical simulation. 

When utilizing the results from the numerical hindered grain boundary diffusion model 

(explained in Chapter 7) as a baseline, the accuracy of the projection method’s prediction 

exceeds that of Maxwell Garnett by up to 57%. The projection method expression can also be 

used to parameterize coarse-grained models with effective diffusivity values based on actual 

microstructure geometry. 
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Chapter 9: Summary and 

Future Work 

9.1 Summary 

In this thesis, a phase-field model for template-directed eutectic solidification was 

developed and its utility was demonstrated in a variety of cases. The model facilitated template 

design, guided the efforts of experimentalists, and provided insight into the template-directed 

eutectic solidification approach and its application for synthesizing functional optical materials. 

In Chapter 4, several cases of eutectic solidification under geometric confinement were 

explored. The high operating temperature direct ink writing printing process was demonstrated in 

Section 4.1. Heat transfer calculations elucidated the solidification front shape and velocity and 

allowed a better understanding of the printing velocity’s relationship with solidification velocity 

and microstructural evolution in the AgCl-KCl filament. Phase-field simulations of the eutectic 

filament’s solidification agreed well with the experimental observations. In Section 4.2, 

solidification of AgCl-KCl was confined to the surface of a three-dimensional cage framework. 

The inhomogeneous cross section of the cage led to a curved solidification front where lamellae 

curved at the edges of the ribbon. A heat transfer calculation predicted this phenomenon, and the 

phase-field model demonstrated the resulting morphology, which had good agreement with the 

experimental observations. A rod-to-lamellar transition in AgCl-CsAgCl2 was studied in Section 
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4.3. Under rapid solidification, a lamellar structure formed and at lower velocities, a rod 

morphology was realized. The phase-field simulation results indicated that the structure that 

forms at the surface would persist into the bulk. In Section 4.4, contact angle boundary 

conditions in the phase-field model utilized to impose asymmetric wetting behavior between two 

solid eutectic phases with the template was demonstrated as a system in which core-shell and 

multilayer nanowires could be synthesized. 

In Chapter 5, a lamellar reorientation phenomenon is described. When solidifying AgCl-

KCl through templates consisting of an array of pillars, lamellae that otherwise would be aligned 

vertically, instead reorient themselves to be aligned horizontally. Phase-field simulations were 

first used to predict the microstructures (which agreed well with the experimentally obtained 

microstructures) and subsequently were used to quantify the undercooling for different 

solidification velocities for vertical and horizontal orientations. The significantly lower 

undercooling for the horizontal orientation explained the source of this reorientation 

phenomenon. 

In Chapter 6, highly ordered patterns were obtained by solidifying AgCl-KCl eutectic in a 

direction parallel to the axis of pillars in a hexagonally arranged template. The resulting 

morphologies were similar to Archimedean lattices. The morphology obtained could be selected 

by changing only the solidification velocity and keeping the template geometry and material 

system constant, a unique trait of the template-directed eutectic solidification approach. 

In Chapter 7, the hindered grain boundary diffusion method utilizing the Smoothed 

Boundary Method was introduced and demonstrated. The error of the model was explored as a 

function of numerical and physical parameters. Two case studies of physical materials were 

discussed. The first was the solid oxide fuel cell material YSZ in which oxygen ion transport is 

hindered at grain boundaries. The second case study was for an NMC battery cathode particle in 
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which lithium transport is hindered by cracks that form at the grain boundaries during charging 

and discharging. Finally, a series of isotropic and anisotropic polycrystalline structures was 

investigated and the effective diffusivities were calculated and compared to mean-field 

approximations. The hindered grain boundary diffusion model’s effective diffusivity calculation 

has an advantage in that it makes no assumptions about grain boundary geometry and thus can 

accurately describe the transport properties of even anisotropic morphologies. It is also 

extendable to include effects such as misorientation-dependent grain boundary diffusivities. 

Chapter 8 displayed a newly developed expression which can predict the effective 

diffusivity of a polycrystalline structure with enhanced or hindered grain boundary diffusivity. 

The expression requires only the diffusion coefficients, the grain boundary width, and the grain 

boundary geometry and provides a more accurate prediction for effective diffusivity than other 

mean-field approximations for anisotropic microstructures without the computational cost of a 

simulation. 

9.2 Future Work 

9.2.1 Nucleation Behavior on Template Surface 

Observations made in experiments by Ashish Kulkarni, Julia Kohanek, and Paul Braun at 

the University of Illinois at Urbana-Champaign suggest that for some systems, nucleation of 

eutectic phases may be facilitated by the template surface. At times, the constraint on the 

evolution of the eutectic microstructure within a template can be significant and systems can 

become particularly frustrated when the solidification front becomes locally dominated by one 

solid phase or the other (leading to a higher concentration buildup of the opposite species ahead 

of the front). Nucleation is a potential mechanism to reduce the local spacing and return on an 

unfrustrated state. Therefore, if nucleation is more likely to occur due to the presence of a 

template surface, it could be important to capture that behavior in a model as its absence could 



 129 

cause unphysical results. Future work could implement nucleation behavior at the template 

surface and a parametric study could be undertaken to understand the effects of this nucleation 

and where its influence is important within the parameter space of template-directed eutectic 

solidification. 

9.2.2 Surface Patterning as a Template 

In Chapter 4 Section 4.3, it was explained that there is a tendency for eutectic 

morphologies that form first at surface to persist throughout the bulk of a sample. This may be 

less apparent in eutectic systems other than AgCl-CsAgCl2 which have volume fractions (and 

other materials parameters) that put themselves farther from the rod-lamellar transition point 

predicted by the Jackson-Hunt theory.57 Nevertheless, the concept could enable the use of a 

surface template to impose an initial morphology that is preserved in the bulk. Perhaps a 

topographical pattern could be applied to a surface to bias toward the formation of a certain 

structure. A potentially more promising approach may be to apply onto a surface patches of 

material which one of the solid eutectic phases prefers to wet (a concept similar to that of the 

core-shell nanowire shown in Chapter 4 Section 4.4). For example, if these patches were 

arranged in a pattern resembling a cross section of a rod-like eutectic, perhaps the AgCl-CsAgCl2 

could be influenced to obtain a rod morphology even at higher solidification velocities. 

9.2.3 Core-Shell Nanowire 

Future work may utilize the concept that was demonstrated in Chapter 4 Section 4.4 in 

which a core-shell nanowire synthesis technique was proposed. While cylindrical channel 

templates made from anodic aluminum oxide have been experimentally explored,140,247 the 

morphology observed in that case has been alternating sections of the two solid eutectic phases 

rather than a core-shell or layered morphology. A eutectic-template system which has 
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asymmetric wetting behavior between the two solid phases with the template surface would be 

necessary to realize this core-shell nanowire synthesis technique. 

9.2.4 Battery Cathode Mechanics 

The hindered grain boundary diffusion method demonstrated the ability to predict the 

concentration profile in a NMC battery cathode particle where cracks that form at the grain 

boundaries hinder lithium transport (Chapter 7 Section 7.5). The next step would be to couple 

this concentration field with a mechanical equilibrium solver to investigate the evolution of 

stress during charge and discharge and the effect of that stress on the concentration evolution and 

subsequently, the performance of the battery. This coupled model could also be used to elucidate 

the formation of the cracks in the first place. 
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Appendix A: Nucleation 

Threshold in Eutectic 

Solidification Simulations 

As discussed in Chapter 4 Section 4.2.2, a nucleation control mechanism was 

implemented into the eutectic solidification phase-field model to study eutectic solidification 

confined to three-dimensional cage structures. When a chemical threshold, 𝜇B, was exceeded at 

the eutectic solidification front, a nucleus of the phase corresponding with that concentration 

buildup was added to facilitate nucleation of that phase. This appendix will explain how that 

chemical threshold was chosen for the simulations presented in Chapter 4 Section 4.2. 

First, a range of chemical threshold values were utilized in simulations to study the 

effects of threshold selection. These simulations used the phase-field model described in Chapter 

3 Section 3.1 with Equations 3.5 and 3.8 governing the evolution. Figure A.1 shows the resultant 

microstructures from the simulations using a high, moderate, and low chemical potential 

threshold, 𝜇B. The simulation corresponding to the high 𝜇B, in fact, did not have nucleation 

control implemented at all; thus, 𝜇B can be considered infinite in that case. When lamellae 

terminate at the edge of the ribbon, the lamellar spacing necessarily increases. Since the 

solidification velocity remains unchanged, this larger spacing is not stable. Therefore, new 
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lamellae must nucleate in proximity to the ribbon edge to maintain the desired local spacing. 

With a high nucleation barrier (𝜇B = ∞), new lamellae are not able to form and instead, the 

remaining lamellae oscillate to mitigate the instability of a larger lamellar spacing (Figure A.1a). 

Conversely, if the nucleation threshold is quite low (𝜇B = 1.1×10FG), lamellae nucleate too 

freely, even far from the ribbon edge where the lamellar spacing is stable (Figure A.1c). 

However, with a moderate nucleation threshold (𝜇B = 4.0×10FG), lamellae nucleate only in 

proximity to the ribbon edge without erroneous oscilation (Figure A.1b). As the moderate 

nucleation threshold structure most closely matched experimental observations (see Figure 4.5), 

𝜇B = 4.0×10FG was selected to conduct the study. 

 

Figure A.1 Phase-field simulation results for a range of chemical potential 
nucleation thresholds: Eutectic solidification confined to the edge of a ribbon leg 
from a three-dimensional cage structure was simulated with (a) no nucleation 
control (i.e., 𝜇B = ∞), (b) a moderate chemical potential threshold (𝜇B =
4.0×10FG), and (c) a low chemical potential threshold (𝜇B = 1.1×10FG). The 
solidification direction is down and the left edge of each image corresponds to the 
edge of the ribbon. 
 

 
 
 


