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ABSTRACT

Nuclear safeguards inspections are performed in accessible facilities of Nonnuclear Weapon

States by international inspectorates such as the International Atomic Energy Agency. The

objective of the safeguards inspections is to detect diversion of significant quantities of fissile

material, defined as 8 kg plutonium and 25 kg of highly enriched uranium. The fidelity of de-

tecting clandestine diversion of fissile material depends on the speed, precision, and accuracy

of characterizing pertinent physical properties. Special nuclear materials emit multiplets of

correlated neutrons that exhibit characteristic signatures. Traditional neutron multiplicity

counting is a well-established method that uses an array of capture-based neutron detectors

embedded in polyethylene to measure the emitted time-correlated neutrons. However, tra-

ditional systems are only sensitive to the emitted neutron multiplicity distribution as the

polyethylene thermalizes the emitted neutrons and modulates the initial angular and energy

information.

Organic scintillators are scatter-based detectors that directly detect the emitted fast neu-

trons and therefore measured quantities are closely related to the emitted neutron properties.

The time-correlated response of an array of organic scintillators can be used to measure por-

tions of the emitted neutron multiplicity, energy, and angular distribution simultaneously,

offering a unique capability unavailable to capture-based systems. The absence of polyethy-

lene allows time-correlation analysis to be implemented on much shorter time scales, which

improves measurement precision benefiting the speed and precision of detecting mass diver-

sions.
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This dissertation summarizes the feasibility and improvements of a fast-neutron multi-

plicity counting system for nondestructive assay of special nuclear material. Experimental

results of passive (Pu-bearing material) and active (U-bearing material) nondestructive assay

are presented, demonstrating the system capability for estimating fissile mass and detecting

fissile mass diversions. New point kinetics equations for analytic estimation of the fissile

mass were derived to account for the inherent phenomena of neutron cross-talk, where a

single neutron enters and registers counts in multiple detectors adversely increasing the

observed multiplicity counts. The newly derived equations are verified with experimental

results showing improved accuracy of estimating fissile mass when accounting for the spu-

rious cross-talk counts. This work also summarizes experiments performed to characterize

angular and energy-angle correlations of special nuclear material in relevant configurations

to investigate additional capabilities unavailable to traditional systems. Experimental re-

sults are presented for the first time that relate the observed neutron-neutron angular and

energy-angle correlations as a function of fissile material physical properties (i.e., leakage

multiplication, α-ratio).
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CHAPTER I

Introduction

1.1 Motivation for Nuclear Safeguards

The world was introduced to the immense potential of nuclear technology ever since the

discovery of the nuclear fission process [1, 2]. After the discovery of the neutron in 1932 by

James Chadwick, the concept of self-sustaining nuclear chain reactions was conceived by Leo

Szilard and Enrico Fermi, eventually leading to the historic successful nuclear reactor test

at the Chicago Pile-1 in 1942; this would be the first major technical achievement towards

the creation of the atomic bomb [3].

The knowledge that nuclear technology could be leveraged for both peaceful and destruc-

tive use was known quite early on, as evident by the so-called “Einstein-Roosevelt” letter

written on August 2nd, 1939 [4]. The letter projects many of the impending difficulties that

may arise from the rapid development of nuclear technology. Of particular interest is the

concern for the potential of creating the atomic bomb. After detailing the recently conceived

idea of self-sustaining nuclear chain reactions, the letter states [4]:

“This new phenomenon would also lead to the construction of bombs, and it is conceiv-

able - though much less certain - that extremely powerful bombs of a new type thus be

constructed.”

The letter also expresses his warning on Germany’s clandestine nuclear research urging addi-
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tional funding for his own work; this would eventually lead to the funding of the Manhattan

Project. After the Second World War, the United States and the Soviet Union would con-

tinue to further their nuclear weapons capabilities, where the hydrogen bomb was developed

in the early 1950s. However, a different perspective on nuclear technology came about with

President Eisenhower’s 1953 “Atoms for Peace” address on the peaceful uses of nuclear en-

ergy [5]. The Atoms for Peace initiative aimed to establish an international agency where

states with nuclear materials would contributed uranium and other fissionable materials in

hope to develop peaceful uses. The initiative provided the global infrastructure for future

international safeguards agreements to be implemented, primarily due to the emphasis on

the storage, accountancy, and inspection of the nuclear material [6].

The Treaty on Nuclear Nonproliferation of Nuclear Weapons (NPT) was signed in 1968

and is the foundation for international safeguards in today’s world [7]. The primary objective

of the NPT is to prevent the spread of nuclear weapons and associated weapons technology.

Specifically, the NPT defines nuclear-weapon states (NWS) and non-nuclear weapon states

(NNWS) as countries that had or had not built and tested a nuclear device prior to 1967.

Under the NPT agreement, the NWS pledge to not spread, influence, or assist any NNWS in

the acquisition of a nuclear weapon, while the NNWS pledge to not pursue any technology,

materials, or assistance from NWS to acquire a nuclear weapon [7]. The NNWS also pledge

to accept IAEA safeguards inspections to ensure that all nuclear activities serve only peaceful

uses [7].

The objective of the IAEA safeguards inspections in NNWS is to detect the diversion of

significant quantities of plutonium (8 kg) and highly enriched uranium (HEU) (25 kg), which

is the approximate quantity required to develop a nuclear weapon [8]. The IAEA safeguards

inspections encompass various scopes including containment and surveillance, physical secu-

rity, and materials control and accountability (MCA). MCA focuses on tracking the amount

of all special nuclear material (SNM) (i.e., all fissile materials) in an accessible NNWS facility

[8, 9]. MCA can be implemented primarily with two fields of analysis techniques: nonde-

2



structive assay (NDA) and destructive assay (DA). DA techniques are intrusive methods

that require the destruction of the tested sample of SNM for chemical analysis; although

these techniques provide the most accurate characterization, the analysis is limited by the

homogeneity of the SNM and the relatively long analysis time. NDA techniques are nonin-

trusive methods that measure characteristic signatures without direct contact with the SNM.

Most NDA techniques are based on detecting the radiation emitted from the SNM from spon-

taneous or induced fission reactions to infer the amount of fissile mass, and to ultimately

implement a declaration-verification protocol between the inspector and the NNWS.

There exists limitations of implementing international safeguards inspections, mainly

concerned with the sensitivity, accuracy, and speed of declaring that fissile mass has indeed

been diverted [6, 8]. That is, the detection system used for NDA could fail to detect fissile

mass diversions if very small amounts of SNM are being diverted throughout a long time

period [6]. Furthermore, the timely detection of diversion scenarios with high confidence is

essential to minimize operational costs and maximize the number of inspected items [8].

1.2 Thesis Overview and Contributions

In this dissertation, I use a fast-neutron multiplicity counting (FNMC) system consisting

of an array of scatter-based organic scintillators to simultaneously measure portions of the

emitted neutron multiplicity, energy, and angular distributions to be used for NDA of SNM.

Organic scintillators can detect the emitted fast neutrons without the need for moderation.

The absence of intervening moderating material between the SNM and the detectors enables

additional information to be retained that is typically unavailable to the traditional 3He

capture-based systems. Specifically, an FNMC system is sensitive to portions of the emitted

neutron multiplicity, energy, and angular distribution from the SNM. Furthermore, FNMC

systems operate on timescales that are orders of magnitude shorter than capture-based NMC

systems, which in turn, provides improvements in the measurement precision for fixed ac-

quisition times. This dissertation leverages the energy, angular, and multiplicity information
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available to FNMC systems to measure correlated fission signatures to characterizes SNM,

while also demonstrating the improvement in the sensitivity, speed, and accuracy in the

FNMC system compared to traditional capture-based neutron multiplicity counting (NMC)

systems. The following is a brief description of each chapter in this dissertation:

Chapter II: I describe the nuclear fission process and the associated particles emitted

from fission events. I also summarize the characteristic distributions of prompt fission

and nonfission neutrons, and relate them to the physical fissile material properties

of interest for NDA. Lastly, I provide an overview of the previous theoretical work

based on the point kinetics approximation, and how it relates to the fissile material

properties.

Chapter III: I briefly discuss the detection mechanisms for organic scintillators, and

provide a detailed characterization of the organic scintillator used for the FNMC sys-

tem. I show how the experimentally-informed parameters from the characterization

measurements can be used to simulate high-fidelity Monte Carlo simulations of detec-

tor response. I also discuss the inherent neutron cross-talk effect, and the expected

influence to the overall observed counts

Chapter IV: I present the data analysis techniques for extracting the neutron multi-

plicity count rates using two different methods: time series analysis and event-by-event

extraction. The first method is used in traditional NMC systems, but the much shorter

time scales offer benefits when using an FNMC system. The second method is unique

to FNMC systems, and is used to extract neutron-neutron angular and energy-angle

correlations. I discuss the effects of neutron cross-talk for time series analysis, and

present newly derived point kinetics equations with neutron cross-talk corrections.

Chapter V: I analyzed measured data from an experimental campaign at Idaho Na-

tional Laboratory to demonstrate the FNMC capability to perform passive NDA on
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Pu-metal assemblies for estimating fissile mass using a one-parameter, two-parameter,

and three-parameter approach.

Chapter VI: I performed active NDA measurements using two AmLi interrogation

sources on fuel-bundle like uranium oxide pin assemblies to characterize the sensitivity

of the FNMC system to detect mass diversions. I also extend the study in simulations,

and directly compare the performance of FNMC system to the currently-deployed

capture-based Uranium Neutron Collar UNCL system.

Chapter VII: I analyze the data from the passive plutonium measurements at Idaho Na-

tional Laboratory to extract event-by-event neutron-neutron angular and energy-angle

correlations as a function of the leakage multiplication. I measured neutron-neutron

angular and energy-angle correlations and demonstrate that they are dependent on

the leakage multiplication of the measured Pu-metal assembly. The dependence of

neutron-neutron angular and energy-angle correlations on leakage multiplication has

not been measured prior to my work.

Chapter VIII: I performed a dedicated FNMC experiment at Los Alamos National

Laboratory to characterize the observed neutron-neutron angular and energy-angle

correlations as a function of the α-ratio, which is one of the physical properties of

interest. I present the dependence of these correlations on the α-ratio, a result that

has not been measured prior to my work.

Chapter IX: I summarize the findings of each chapter, and present possible pathways

for future work.
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CHAPTER II

Fissile Material: Correlated Signatures and Physical

Properties

This chapter provides an overview of nuclear fission and the characteristic neutron sig-

natures that arise from fission events in the context of nuclear safeguards applications. The

nuclear fission process is discussed in Section 2.1, establishing the expected time scale of the

fission process and associated particles. The characteristic distributions of prompt fission

neutrons are detailed in Sections 2.2 including the expected multiplicity, energy, and angular

distribution. Section 2.3 is a brief discussion on the characteristics of nonfission neutrons.

Section 2.4 provides definitions for the fissile material physical properties of interest in nu-

clear safeguards applications in relation to the neutrons emitted from spontaneous fission

(sf), induced fission (if), and nonfission reactions. Section 2.5 provides a detailed overview

of the fundamental principles of the point kinetics equations along with a discussion on the

underlying assumptions and limitations. Portions of this chapter were adapted from my

technical note titled “A Note on the Nomenclature in Neutron Multiplicity Mathematics“

published in Nuclear Science and Engineering [10].
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2.1 Nuclear Fission Process

When certain heavy nuclides undergo fission, each fission event produces several neutron-

rich unstable fission fragments. These fission fragments will emit multiplicities of neutrons

(order of 10-18 10-15 seconds) and gamma rays (order of 10-14 10-10 seconds) following the

initial split to disperse the energy created in the process to reach a stable state; these

emitted particles are known as prompt neutrons and prompt gamma rays [11]. However,

even after the emission of these prompt particles, the fission fragments may still be unstable

and will undergo radioactive decay (order of > 10-3 seconds), which also emit neutrons and

gamma rays; these emitted particles are known as delayed neutrons and delayed gamma

rays as they are emitted much later in time [11]. Both prompt and delayed neutrons can

initiate subsequent fission events; these self-propagating fissions are known as fission chains

and are the essence of any self-sustaining fission system. The fissile material of interest

in typical safeguards applications exhibit relatively short fission chains, where detection

systems are designed to measure correlated neutrons on a time scale much shorter than the

average delayed neutron period. Therefore, measurements made by the detection system

are primarily representative of the prompt neutron behavior [12]. This chapter will focus on

prompt fission neutron emissions from spontaneous and induced fissions.

2.2 Prompt Fission Neutron Emissions and Characteristics

Prompt fission neutrons can originate from either spontaneous fission (sf) or induced

fission (if) reactions. Neutrons emitted from sf reactions are typically dominated by the sf

reactions of the even isotopes of the sample (e.g., 240Pu, 238Pu, 242Pu), and are the initiators

of the subsequent fission chains. The if reactions are most prevalent in the odd isotopes

of the sample (e.g., 239Pu), and are responsible for the self-sustaining nature of the fission

chains in reactors and weapons alike. The observation of the sf neutrons can provide insight

about the total sf rate within the sample, which is closely related to the effective fissile mass.
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The observation of the if neutrons (can be thought of as the excess neutrons observed from

just the sf neutrons) provide information about the multiplicative properties of the sample.

A third source of neutrons from nonfission reactions may also induce fission, and is discussed

in detail in Section 2.3.

2.2.1 Multiplicity Distribution

The multiplicity of neutrons that are emitted in a single fission event is described by

the neutron multiplicity distribution, and is specific to each unique isotope and type of

fission. Neutron multiplicity distributions are unique to fission reactions; it is rare to see

multiplicities of neutrons greater than two for nonfission reactions. The neutrons emitted in

a given fission event are correlated in both number and time, where detection systems are

designed to measure these correlated fission neutrons within some allocated time window.

Figures 2.1 and 2.2 show the 240Pu sf and 239Pu if neutron multiplicity distributions [13].

Figure 2.1: Neutron multiplicity distribution for 240Pu sf reactions
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Figure 2.2: Neutron multiplicity distribution for 239Pu if reactions with 2 MeV incident
neutron energy

The effective number of neutron combinations that can be grouped together from a

single fission event is quantified using reduced factorial moments of the neutron multiplicity

distribution [14, 15]. For safeguards applications, the first-, second-, and third-order reduced

factorial moments of the sf and if neutron multiplicity distribution are calculated using

νsf,m =
∞∑
ν=m

(
ν

m

)
Psf (ν) , (2.1)

and

νif,m =
∞∑
ν=m

(
ν

m

)
Pif (ν) , (2.2)

respectively, where m denotes the order of the moments, and ν denotes the number of emitted

neutrons [15–17]. These factorial moments are considered to be fundamental nuclear data

previously determined through independent measurements [14–17]. Table 2.1 shows the first-
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, second-, and third-order reduced factorial moments for the 240Pu sf and 239Pu if multiplicity

distributions [13].

Table 2.1: First-, second-, and third-order reduced factorial moments of the 240Pu sf and
239Pu if neutron multiplicity distribution

240Pu νsf,1 νsf,2 νsf,3
2.156 3.825 5.336

239Pu νif,1 νif,2 νif,3
3.163 8.240 17.321

2.2.2 Energy Distribution

The neutron energy distribution for the emitted fission neutrons ranges from below ther-

mal ( 0.025 eV) to fast ( 10 MeV) energies, where the typical mean energy of fission neutrons

is approximately 2 MeV. The full neutron energy distribution can be approximated by the

Watt spectrum, which has the form [13, 18]

f(E) = Cexp

(
−E
a

)
sinh

(√
bE
)
, (2.3)

where C is the normalization factor and a and b are constants that are specific to the

fissioning isotope. The relationship between the number and energy of emitted neutrons is

still considered to be an open area of research; however, this work assumes that the energy

of the emitted neutrons is independent of the multiplicity [19, 20]. Figure 2.3 shows the

neutron energy distribution for neutrons emitted from 240Pu sf and 239Pu if reactions (1

MeV incident neutron energy) [18].

2.2.3 Angular Distribution

Since the prompt fission neutrons are emitted from the fully accelerated fission fragments,

an anisotropic distribution of neutron-neutron coincidences can be observed in the fission-

fragment frame of reference. The anisotropic distribution of prompt fission neutrons in single-
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Figure 2.3: Neutron energy distribution for 240Pu sf and 239Pu if (1 MeV incident neutron
energy) reactions.

fission events has been studied extensively [21–27], and is attributed to the kinematic boost

in energy and momentum the fission neutron receives depending on whether the direction

of the emitted neutron relative to the direction of the fragments. We expect to see higher

rates of neutron coincidences at smaller ( 0°) and larger ( 180°) angles, and a minimum at

90° corresponding to the momentum boost along the fission fragment direction [21–27]. One

way to quantify the anisotropy is by taking the ratio of the coincidences observed at 180°

to those at 90°, where a value of one indicates a purely isotropic source. In addition to the

directional bias of these emitted neutrons, there exists a positive correlation between the

energy of the emitted neutrons and the magnitude of the directional bias [26, 27]. Again,

this positive correlation is attributed to the fission kinematics, where neutrons emitted along

the fragment direction also receive a boost in energy. The correlation between the neutron

anisotropy and energy is one of the primary observable signatures that is investigated in this
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thesis, hereafter referred to as energy-angle correlations.

2.3 Nonfission Neutron Emissions and Characteristics

There exist other sources of neutrons in SNM that may originate from nonfission reac-

tions. The nonfission reactions that emit neutrons in typical SNM for safeguards applications

arise from (α,n) reactions on low-z impurities [13, 17], where a single neutron is emitted per

reaction. These singly emitted neutrons share no correlation in time, angle, energy, or mul-

tiplicity with their fission neutron counterparts since they are emitted from a fundamentally

different nuclear process. In other words, the (α,n) neutron multiplicity distribution is simply

a uniform distribution about ν = 1, they have an appreciably different energy spectrum due

to the Q-value nature of the (α,n) reaction . Furthermore, the (α,n) neutrons are emitted

purely isotropically. The ability to distinguish between fission and (α,n) neutrons is signifi-

cant for accurate characterization of SNM physical properties. Table 2.2 shows the neutron

energy and expected yield for (α,n) reactions on various low-z impurities [13].

Table 2.2: Neutron yield and average neutron energy for (α,n) reactions on various impu-
rities [13].

Impurity
(natural
isotopic
composition)

Neutron yield per 10ˆ6
5.2 MeV a-particles
(Pu average)

Average neutron energy
for 5.2 MeV
a-particles [MeV]

O 0.059 ± 0.002 1.9
Si 0.076 ± 0.003 1.2
Al 0.41 ± 0.01 1.0
Mg 0.89 ± 0.02 2.7

2.4 Fissile Material Physical Properties

The fissile material physical properties that are pertinent to SNM samples are inferred

by measuring the emitted neutron multiplicities [13, 17]. The three physical properties of
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interest for characterizing SNM include the sample fissile mass, multiplication, and α-ratio.

This section first describe the possible pathways for neutrons to be created or eliminated

during their lifetime in an SNM sample, and the definitions of the physical properties and

how they relate to the neutron creation/elimination mechanisms immediately follow.

Therefore, the observable neutrons emitted from an SNM sample include contributions

from sf, if, and (α,n) neutrons. We introduce three physical properties that are directly

related to each of the three different contributions; the physical properties are the sample

fissile mass, leakage multiplication, and the α-ratio.

2.4.1 Fissile Mass

The fissile mass of the sample is closely related to the rate of detected spontaneous fission

neutrons, and is typically estimated as the parametric quantity [13, 17]

240Pueff = 2.52238Pu+ 240Pu+ 1.68242Pu, (2.4)

where 240Pueff is the 240Pu effective mass, and represents the mass of pure 240Pu that

would yield the same number of neutron multiplicity counts (specifically doubles) as that

obtained from the combination of all the even isotopes within the sample (assuming no

surplus of neutrons emitted from induced fissions). The 240Pueff calculated in Eq. (2.4) is

derived from scaling the specific sf neutron yield, and is shown in Table 2.3 [13, 17]. Once the

Table 2.3: sf yield for the even isotopes of plutonium [13, 17].

238Pu 240Pu 242Pu

sf Yield [n/s-g] 2.59 x 103 1.02 x 103 1.72 x 103

240Pueff is estimated from the neutron multiplicity measurements, a secondary measurement

is conducted to obtain the isotopic composition of the sample (e.g., high-resolution gamma-

ray spectroscopy, mass spectroscopy, etc.) [13]. Given the 240Pueff , the total plutonium
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mass of the sample is estimated using [13, 17]

TotalPu =
240Pueff

(2.52f238 + f240 + 1.68f242)
, (2.5)

where f238, f240, and f242 are the isotopic fractions of the respective plutonium isotopes.

Therefore, neutron multiplicity measurements infer the amount of total fissile material, where

subsequent isotopic measurements can provide details on the amount of each specific isotope

of plutonium. Since the 240Pueff is based only on sf neutrons, we introduce the effective

spontaneous fission rate of 240Pu within the sample, Qsf , where the 240Pueff is calculated

with

240Pueff =
Qsf

Qsf240

, (2.6)

where Qsf240 is the specific activity of 240Pu sf reactions in units of fissions/(s-g).

2.4.2 Multiplication

In most practical settings the SNM sample typically has varying amounts of 239Pu, which

in turn will cause or produce induced fissions from the initiating sf neutrons. The concept

of neutron multiplication in fission systems was first introduced by Serber et al. [28], and

is a quantity that describes the efficiency of inducing fission chains. The total neutron

multiplication, MT , refers to the cumulative number of neutrons produced within the system

from induced fission chains given a single initiating neutron, and is mathematically expressed

as

MT =
1

1− pifνif,1
, (2.7)

where pif is the induced fission probability, and νif,1 is the mean number of neutrons emit-

ted from an induced fission event (i.e., first-order reduced factorial moment of the 239Pu if

neutron multiplicity distribution) [28]. Equation (2.7) is the ratio of the excess neutrons

that were created in the current generation divided by the number of neutrons in the previ-

ous generation. Not all the neutrons in the previous generation will induce fissions, rather,
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a majority of neutrons will escape or ”leak” out of the SNM sample volume without any

interactions. We introduce the concept of the sample leakage multiplication, ML, which is

defined as

ML =
1− pif

1− pifνif,1
, (2.8)

and reflects the total number of multiplied neutrons that have escaped the sample [28]. From

Eqs. (2.7) and (2.8), it is clear to see that ML will always be less than or equal to MT .

2.4.3 α-ratio

The α-ratio is defined as the ratio of neutrons emitted from sf reactions [13, 15, 17], Nsf

to those emitted from (α,n) reactions, Nα, and has the form

α-ratio =
Nα

Nsf

. (2.9)

For plutonium metal samples, where there is no low-z impurity, the α-ratio is equal to zero.

For plutonium samples in the form of oxides and fluorides, the α-ratio is nonzero, and can

be calculated using the (α,n) reaction yields [13].

2.5 Point Kinetics Equations

The point kinetics equations (PKE) presented in this section describe the time and num-

ber behavior of the neutron population in a sample of SNM. The derivation of the PKE

involves a fundamental understanding of the possible pathways for the production and loss

of neutrons within a sample of SNM for any neutron. The possible pathways for neutron

production within an SNM sample with an internal initiating neutron source consist of (i.e.,

no external interrogation source) [15, 17, 29]:

1. Neutrons produced from sf reactions, where multiplicities of neutrons are emitted as

described by Figure 2.1
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2. Neutrons produced from if reactions, where multiplicities of neutrons are emitted as

described by Figure 2.2. Both sf and (α,n) neutrons can induce fissions.

3. Neutrons produced from (α,n) reactions, where a single neutron is emitted per reaction.

Similarly, there exist pathways for neutron loss within a sample of SNM and consist of

[15, 17, 29]:

1. Neutrons lost from inducing fissions. Both sf and (α,n) neutrons can be lost from

inducing fissions.

2. Neutrons lost from parasitic nonfission capture reactions

Of all the neutrons that were produced, only those neutrons that escape or leak the sample

volume are readily available for detection. It is assumed that neutrons that do not not

undergo any loss pathways escape the volume.

2.5.1 Time-Dependent Neutron Population

The point kinetics approximation can be seen as the simplification of the well known

Boltzman’s neutron transport equation, where a purely time-dependent description of the

neutron number behavior is obtained by integrating over the entire space and energy domains.

This integration is quite useful in that the underlying relationship between the detected

neutron multiplicity rates and the physical SNM properties are only a function of the time-

dependent detected neutron number distribution [11, 12, 30–35]. Consider a point-like sample

of SNM with one neutron energy group (space- and energy-independent). The point kinetics

equation describing the change in the neutron population, dn(t), can be described by the

balance equation of neutron production and loss terms, and is given by

dn(t)

dt
= V n(t)

(
νif,1Σf − Σc −DB2

)
, (2.10)
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where V is the average neutron velocity, DB2 is the product of the diffusion coefficient and

the geometric buckling terms (related to the leakage of neutrons), and Σf and Σc are the

macroscopic fission and nonfission capture reaction cross-sections, respectively [33, 35, 36].

In Eq. (2.10), the neutron production term is described by the neutrons produced from if

reactions, V n(t)νif,1Σf , while the loss term is described by the nonfission captures, V n(t)Σc,

and the leakage, V n(t)DB2, of neutrons. Equation (2.10) can be rewritten with the average

time behavior of the production and loss components by defining the mean time to leakage

and capture as

τL =
1

V DB2
, (2.11)

and

τc =
1

V Σc

, (2.12)

which describes the average time for a neutron to escape through leakage and nonfission

captures. The mean time to fission (i.e., the mean generation time), τf , has the form

τf =
1

V Σf

, (2.13)

and describes the average time for a neutron to be lost through an if reaction. Using

Eqs. (2.11), (2.12), and (2.13), the probability of a neutron being removed from the system

is described by the mean neutron lifetime, τ0, as the sum of all competing events, and is

given by

1 =
τ0

τf
+
τ0

τc
+
τ0

τL
= pif + pc + pL, (2.14)

where pif , pc, and pL are the if, nonfission capture, and leakage probability of a neutron,

respectively. Using the probabilities defined in Eq. (2.14), the neutron balance equation in
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Eq. (2.10) following an instantaneous injection of initiating neutrons can be rewritten as

dn(t)

dt
= −n(t)

τ0

+
n(t)

τf
νif,1

= −n(t)

τ0

+
n(t)pifνif,1

τ0

= n(t)
(kp − 1)

τ0

,

(2.15)

where

kp =
νif,1 − Σf

Σf + Σc +DB2
=
νif,1τ0

τf
= νif,1pif (2.16)

is the prompt neutron multiplication factor given by the ratio of the production and loss

terms [35]. Equation (2.15) is typically written as

dn(t)

dt
= αn(t), α =

1− kp
τ0

, (2.17)

where α is defined as the prompt neutron decay constant [12, 30, 32]. Solving Eq. (2.17)

given n0 = 1 initial neutrons at t = 0 describes the probable number of neutrons at some

later time, t, and has the form

n(t) = n0e
−αt. (2.18)

It is useful to relate Eq. (2.18) to the definition of the total multiplication, MT , and is

derived by first noting that the probable number of if, dQif , produced in dt about time t for

n0 initiating neutrons is given by

dQif = n0e
−αtdt

τf
, (2.19)

The number of neutrons resulting from the fissions produced in dt is

dn = νif,1 · dQif = νif,1n0e
−αtdt

τf
. (2.20)
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The total number of neutrons, including those produced in subsequent if reactions due to

n0 = 1 initiating neutrons emitted at t = 0 is given by

n0 +

∞∫
0

νif,1n0e
−αtdt

τf
= 1 +

νif,1
τf

(
1

α

)

= 1 +
νif,1
τf

(
τ0

1− kp

)
= 1 +

kp
1− kp

=
1

1− kp

= MT .

(2.21)

For SNM assemblies that are near-critical whereMT is relatively very high, the observed time-

dependent neutron number behavior is primarily attributed to the internal fission kinematics

of the assembly. In other words, a near-critical assembly is viewed to have a continuous self-

modulated production of neutrons from if chains and therefore the production is dominated

by prompt neutrons born from if reactions. Under these circumstances, it is possible to

directly measure α [37]; measuring α is the underlying principle of reactor noise analysis

techniques [12, 30–32, 34, 36, 38].

For typical nuclear safeguards applications, SNM assemblies are highly subcritical where

MT is typically much closer to one (i.e., relatively short fission chains). The observed time-

dependent neutron number behavior is not dominated by the neutrons produced from if

chain reactions, but rather the neutrons emitted from sf and (α,n) reactions also contribute

significantly. Furthermore, the average neutron time behavior for all competing channels (i.e.,

α) for highly subcritical assemblies is typically dominated by detector and environmental

effects, and thus a direct measurement of α is not possible [35]. Therefore, the observed

average neutron time behavior in highly subcritical assemblies is indicative of systematic

effects and a characterization of these effects can provides aggregate corrections in practical

applications. To avoid confusion between the observed α for near-critical versus highly
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subcritical SNM assemblies, we can introduce the following distinction:

α =
kp − 1

τ0

, kp ≈ 1

α =
1

λ
, kp ≈ 0

(2.22)

where λ is referred to as the system die-away constant, and describes the mean time to

detection of all emitted neutrons.

2.5.2 Factorial Moments of the Total Emitted Neutron Distribution

In the case of highly subcritical SNM assemblies, a set of physical assumptions can be

made to derive the (PKE) that relate the total emitted neutron multiplicity distribution to

the physical properties of SNM. The assumptions governing the reliability of the PKE are

as follows [15, 29]:

1. All neutrons from if are emitted simultaneously with the initiating sf or (α,n) neu-

tron. This is commonly referred to as the superfission concept, and is valid for highly

subcritical assemblies (much like the ones in typical safeguards applications).

2. The SNM of interest behaves as if it had a point-like geometry. Specifically, the neutron

detection efficiency and the if probability is uniform throughout the SNM volume.

3. The neutron detection efficiency, the if probability, and the if neutron multiplicity are

independent of the sf or (α,n) neutron energy.

4. Nonfission neutron capture reactions within the SNM are considered a negligible neu-

tron loss mechanism. This assumption allows the total multiplication, MT , to be

inferred from the estimated leakage multiplication, ML.

5. There is no correlation between the emitted neutron multiplicity and energy distribu-

tions.
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6. The system die-away time can be described as a first-order exponential function with

a system die-away constant, λ.

It is useful to establish the factorial moments of all the initiating events (i.e., sf and (α,n)

reactions). These moments can then be related to the moments of the if events by considering

the multiplication of neutrons [15, 29, 34, 39]. To derive the expressions for the factorial

moments of the two initiating events, we first define the total rate of initiating events, QS,

as

QS = Qα +Qsf , (2.23)

where Qα and Qsf denote the reaction rate of (α,n) and sf reactions, respectively. Equa-

tion (2.23) can be expressed as a joint probability distribution in terms of the two neutron

emission rates using

PQS
(ν) =

Qsf

QS

Psf (ν) +
Qα

QS

δ1,ν , (2.24)

where δ1,ν is the kronecker delta function representing a single neutron emission per (α,n)

reaction, and Psf is the sf neutron multiplicity distribution given in Eq. (2.1) [29, 39]. The

α-ratio from Eq. (2.9) is rewritten in terms of sf and (α,n) reaction rates, and has the form

α-ratio ≡ Qα

νsf,1Qsf

. (2.25)

Substituting Eq. (2.25) into Eq. (2.23) gives the definition of the total initiating reaction

rate in terms of νsf,1 and α, which has the form

QS = Qsf (1 + ανsf,1). (2.26)

Similarly, the probability distribution of the emitted neutrons from the initiating events can

be written as

PQS
(ν) =

ανsf,1δ1,ν + Psf (ν)

1 + ανsf,1
. (2.27)
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Using the probability distribution function in Eq. (2.27), the corresponding nth-order facto-

rial moments, νQS ,n, for the neutron emitted from the initiating events have the form

νQS ,1 =
νsf,1 (1 + α)

(1 + ανsf,1)
, n = 1 and

νQS ,n =
νsf,n

(1 + ανsf,n)
, n 6= 1.

(2.28)

Lastly, the factorial moments of the initiating events can then be related to the nth-order

factorial moments of the total emitted neutron distribution, νQT ,n, including the multiplied

neutrons from if reactions. Using Eq. (2.28), the nth-order factorial moments of the total

emitted neutron distribution have the form

νQT ,1 = MLνQS ,1

=
ML

(1 + ανsf,1) νsf,1 (1 + α)
,

(2.29)

νQT ,2 = M2
L

[
νQS ,2 +

(
ML − 1

νif,1 − 1

)
νQS ,1νif,1

]
=

M2
L

(1 + ανsf,1)

[
νsf,2 +

(
ML − 1

νif,1 − 1

)
νsf,1 (1 + α) νif,2

]
,

(2.30)

and

νQT ,3 = M3
L

[
νQS ,3 +

(
ML − 1

νif,1 − 1

)
(3νQS ,2νif,2 + νQS ,1νif,3) + 3

(
ML − 1

νif,1 − 1

)2

νQS ,1ν
2
if,2

]

=
M3

L

(1 + ανsf,1)

[
νsf,3 +

(
ML − 1

νif,1 − 1

)
(3νsf,2νif,2 + νsf,1 (1 + α) νif,3)

+ 3

(
ML − 1

νif,1 − 1

)2

νsf,1 (1 + α) ν2
if,2

]
.

(2.31)
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2.5.3 Relationship Between Factorial Moments and Fissile Material Physical

Properties

Equations (2.29), (2.30), and (2.31) describe the factorial moments of the total emit-

ted neutron distribution, QT , per initiating event. Recalling the relationship between the

total initiating reaction rate in Eq. (2.26), the reduced factorial moments of QT (without

redundant permutations) can be written in terms of the sf rate, Qsf using

Ck = QS
νQT ,k

k!

= Qsf (1 + ανsf,1)
νQT ,k

k!
,

(2.32)

where Ck is the k th-order reduced factorial moment of QT in terms of Qsf and α [34, 39].

Therefore, the final expressions for the first-, second-, and third-order reduced factorial

moments (i.e., singles, S, doubles, D, and triples, T ) of QT is given by

C1 ≡ S = QsfMLνsf,1 (1 + α) , (2.33)

C2 ≡ D =
QsfM

2
L

2

[
νsf,2 +

(
ML − 1

νif,1 − 1

)
νsf,1 (1 + α) νif,2

]
, (2.34)

and

C3 ≡ T =
QsfM

3
L

6

[
νsf,3 +

(
ML − 1

νif,1 − 1

)
(3νsf,2νif,2 + νsf,1 (1 + α) νif,3)

+3

(
ML − 1

νif,1 − 1

)2

νsf,1 (1 + α) ν2
if,2

]
,

(2.35)

and is given in terms of known quantities (i.e., νsf,n, νif,n), measurable quantities (i.e.,

S, D, and T ), and three unknown quantities pertinent to the physical properties of SNM

(i.e., Qsf , ML, and α). Relating the emitted S, D, and T to the actual observed S, D,

and T involves considering effects from the detection system used (e.g., neutron detection

efficiency, systematic timing corrections, etc.,) and allows for an analytic estimation of the
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three physical properties.
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CHAPTER III

Scatter-based Fast-Neutron Detectors: Organic

Scintillators

This chapter provides a general overview of organic scintillators for fast-neutron detec-

tion and associated digital pulse processing techniques. The traditional capture-based 3He

detectors/systems that are currently deployed in accessible nuclear facilities under the IAEA

safeguards agreement, require the emitted neutrons be thermalized (with intervening mod-

erating material in front of the detectors) prior to being detected through a thermal neutron

capture reaction [40]. The moderating material modulates the initial direction and energy of

the emitted neutrons, and subsequently the arrival time of neutrons; this modulation effect

necessitates time correlation analysis (TCA) using time gates on the order of 10-6 seconds

[13, 17]. The use of organic scintillators is motivated by the ability to detect emitted fast

neutrons without the need of intervening moderation material; this enables organic scintil-

lators to retain portions of the initial direction and energy of the emitted neutrons [40, 41].

Additionally, TCA can be implemented using time gates on the order of 10-9 seconds, thereby

improving measurement precision for fixed acquisition times [42, 43]. After testing a variety

of different organic scintillators including EJ-309, EJ-299, small-molecule organic glass, and

trans-stilbene, trans-stilbene was determined to be the optimal organic scintillator of choice

for this work [44]. The detailed characterization presented in this chapter will be focused on

the trans-stilbene detector. The characterization is focused on neutrons emitted below ap-
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proximately 10 MeV associated with typical fission neutron emissions. Portions of the work

in this chapter were adapted from my journal article titled “Measured neutron light-output

response for trans-stilbene and small-molecule organic glass detectors“ published in Nuclear

Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, De-

tectors and Associated Equipment [45].

3.1 Organic Scintillators: Trans-stilbene

Using scintillators to detect ionizing radiation has been ubiquitous in the field of nuclear

science for decades, and is one of the most established methods to date [40, 41]. Scintilla-

tors will emit luminescence (visible or ultraviolet) when ionizing radiation deposits energy

through nuclear interactions; the collected luminescence is proportional to the energy de-

posited by the radiation. This work focuses on scintillators that are composed of organic

molecules and have the ability to simultaneously detect fast neutrons and photons. Specif-

ically, trans-stilbene scintillators are used; Table 3.1 shows the material composition of a

trans-stilbene scintillator [46].

Table 3.1: Material properties of a trans-stilbene scintillator [46]

Light yield
for 0.478 MeVee
energy deposition
[photons/MeVee]

Density
[g/cm3]

Hydrogen
content
[at. %]

Carbon
content
[at. %]

15,000 1.160 46.15 53.85

The scintillation light created in the trans-stilbene scintillator must be collected and con-

verted to a usable voltage signal using a photosensor such as a photomultiplier tube (PMT)

[40, 41]. Recent works have investigated alternative photosensors (e.g., silicon photomul-

tipliers) for scintillation readout, which offer a drastic reduction in the form factor of the

detector assembly and comparable performance to PMTs [47]. This work focuses on the use

of PMT for scintillation readout of the trans-stilbene crystals. A PMT is coupled to the one

open side of each trans-stilbene scintillator, where the remaining facets of the scintillator
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were wrapped with polytetrafluoroethylene (PTFE) reflective tape to redirect the scintilla-

tion light towards the photocathode. A silicone coupling grease (EJ-550) is used between

the scintillator and the PMT, where the index of refraction is optimized to be some value

between the scintillator and the PMT photocathode to mitigate any small-angle deviations

when entering the photocathode. The photocathode then converts the optical photons into

photoelectrons, and are then focused and drifted through the vacuum to a series of dyn-

odes. When the electron strikes a dynode, many more electrons can be liberated, where

the number of liberated electrons is proportional to the amount of energy deposited by the

initial electron; this mechanism provides a multiplication effect enabling an amplification of

the electrical signal [40, 41]. The gain from this multiplication process for the PMT used in

this work (9214B PMT from Electron Tube Enterprises) is on the order of 106 depending on

the applied voltage bias. The multiplied current from the photoelectrons is then read out

as a voltage signal, which can then be digitized by a waveform digitizer. Figure 3.1 shows

an image of a bare 5.08 Ø cm x 5.08 cm trans-stilbene scintillator provided by Inrad Optics

[46].

Figure 3.1: A bare 5.08 Ø cm x 5.08 cm trans-stilbene scintillator.

The trans-stilbene scintillators were encapsulated in a thin aluminum housing of 0.18
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Figure 3.2: An aluminum encased 5.08 Ø cm x 5.08 cm trans-stilbene scintillator (left) and
the 9214B PMT from Electron Tube Enterprises (right).

cm thickness with a fused silica optical window of 0.16 cm thickness. Figure 3.2 shows an

image of the fully-encapsulated trans-stilbene scintillators along with the 9214B PMT from

Electron Tube Enterprises). The fully-assembled trans-stilbene detectors were then housed

in a plastic 3D-printed detector housing to provide additional structural integrity. Figure 3.3

shows an image of the fully-assembled trans-stilbene detector.

3.1.1 Neutron/Photon Interactions and Energy Deposition

The simultaneous sensitivity to fast neutrons and photons is a unique capability for

organic scintillators, and leverages the different nuclear reactions that occur for the two

different types of radiation. Fast neutrons primarily undergo elastic scattering on hydrogen

and carbon nuclei, while photons interact primarily through Compton (incoherent) scattering
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Figure 3.3: The fully-assembled trans-stilbene detector.

on electrons. Figure 3.4 and Figure 3.5 show the neutron and photon interaction cross section

in trans-stilbene [48, 49].

For photons that undergo Compton scattering, only a portion of the initial photon energy,

hν, can be deposited to the recoil electron and the partial energy transfer is described by

[40]

hν
′
=

hν

1 + hν
m0c2

(1− cosθ)
, (3.1)

where hν
′

is the energy of the outgoing photon, m0c
2 is the electron rest mass energy (0.511

MeV), and θ is the angle of the outgoing photon relative to its initial direction. According

to Eq. (3.1), the maximum energy transfer occurs when θ is 180◦ and describes the case

of a backscatter event between the photon and the recoil electron. Using Eq. (3.1), the

maximum energy transferred from a 0.662 MeV 137Cs photon to a recoil electron would be

0.478 MeV. In practice, the location of the 137Cs Compton Edge is used for calibrating the

detectors to ensure detector response uniformity and additionally provides the conversion
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Figure 3.4: Trans- stilbene neutron interaction cross sections to neutrons of typical fission
energies [48].

from the digitized voltage signal (in units of V or V-ns) to light output (in units of MeVee).

For neutrons that undergo elastic scattering on hydrogen or carbon nuclei, the energy

deposited to the (assuming nonrelativistic energies), ER, is given by [40]

ER =
4A

(1 + A)2

(
cos2θ

)
En, (3.2)

where A is the atomic mass of the recoil nucleus (A = 1 for hydrogen, A = 12 for carbon), and

θ is the angle between the initial direction of the neutron and the recoil nucleus. According to

Eq. (3.2), we see that a neutron can deposit all of its energy in a single scatter on hydrogen,

while a maximum of approximately 28.4 % of the initial neutron energy can be deposited in

a single scatter on carbon.

In summary, the nuclear interactions for photons are primarily dominated by Compton

scattering events for typical fission energies, while the nuclear interactions for neutrons are
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Figure 3.5: Trans- stilbene photon interaction cross sections to photons of typical fission
energies [49].

composed primarily of elastic scatters on hydrogen and carbon nuclei. The recoil particles

from photon and neutron interactions will then traverse and excite the molecular states in the

trans-stilbene scintillator, subsequently creating luminescence. The photophysical properties

of the luminescence created within the trans-stilbene scintillator are discussed in the next

section.

3.1.2 Scintillation Light Production

In organic scintillators, the charged particles that ionize and excite these molecular states

are the recoil particles from neutron and photon interactions. The amount and type of

luminescence produced in the scintillator are primarily dependent on the linear stopping

power of the recoil particle, dEdep/dx, which dictates the density of ionized and excited

molecules for some differential path length, dx [41]. For photons that undergo Compton
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scattering on electrons, the amount of luminescence emitted is directly proportional to the

energy deposited. This direct proportionality is attributed to the low electron stopping power

in typical organic scintillators, which excites organic molecules that are relatively far apart

from one another (i.e., spaced several molecular distances apart along the electron path)

thus the interaction between them is considered to be negligible. Within these conditions,

the emitted luminescence, L, is given by

L = SEdep, (3.3)

or alternatively in its differential form

dL

dx
= S

(
dEdep
dx

)
, (3.4)

where dx is the differential path length of the recoil electron, dEdep/dx is the differential

energy deposited per path length of the recoil electron, and S is the absolute scintillation

efficiency (i.e., number of optical photons created per energy deposition) [40, 41]. Noting

that the amount of light produced, L, is directly proportional to the energy deposited by a

photon on a recoil electron, we introduce the units of MeVee (i.e., MeV electron-equivalent)

defined as the amount of light produced for photon depositing 1 MeV on a recoil electron. Of

course, this is a linear one-to-one relationship for photon interactions, but it is an important

distinction for neutron interactions, where L has a nonlinear relationship with the energy

deposited by the neutron.

For neutron interactions that undergo elastic scattering on hydrogen and carbon nuclei,

there exists a nonlinear relationship between the amount of light produced and the energy

deposited by the neutron. This is attributed to the photophysical effects due to the much

higher stopping power of the recoil hydrogen and carbon nuclei. Since the stopping power

of the recoil hydrogen and carbon nuclei is much greater than that of recoil electrons, a

higher population of molecular states are excited along a much shorter particle track and
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thus the effects of ionization quenching (i.e., prompt quenching) is significant [40, 41]. A

semi-empirical relationship for the amount of light produced, L, for a differential energy

deposition, dEdep/dx, has been proposed by Birks et al. [41], which considers the ionization

quenching effect and has the form

dL

dx
=

S
(
dEdep

dx

)
1 + kB

(
dEdep

dx

) , (3.5)

where S is the absolute scintillation efficiency, BdEdep/dx is the specific density of the ionized

and excited molecules along the recoil nuclei track (B is constant), and k is a the quenching

parameter. Equation (3.5) reverts back to Eq. (3.4) in the case of small dEdep/dx (i.e., recoil

electrons). It is also important to note here that the amount of light produced from elastic

scatters on carbon nuclei is much less than that produced from elastic scatters on hydrogen

nuclei due to the much higher quenching effect (dEdep/dx for carbon nuclei >> dEdep/dx for

hydrogen nuclei). In practice, the majority of the detected neutron signals is primarily from

neutrons elastically scattering on hydrogen nuclei.

Another important aspect of organic scintillators are the temporal characteristics of the

scintillation light pulse from neutron and photon interactions. For typical organic scintillator

materials, there are three types of luminescence that can occur corresponding to the π-

electronic energy levels of organic molecules. The three types of luminescence are [41]:

1. Prompt Fluorescence, related to the de-excitation to ground state of the lowest singlet

excited state and is emitted promptly ( 10-8 - 10 -9s decay time)

2. Phosphorescence, related to the de-excitation to ground state of the lowest triplet

excited state and is emitted with longer decay times ( 10-4 or longer decay times)

3. Delayed Fluorescence, related to the de-excitation to ground state of the singlet excited

and singlet ground state formed from a prior triplet-triplet annihilation and is emitted

promptly immediately after the triplet-triplet annihilation ( 10-8 - 10 -9s decay time)
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The proclivity for emitting the different types of luminescence is also directly related to the

recoil particle stopping power. As mentioned previously, hydrogen and carbon nuclei exhibit

a much higher specific density of ionized and excited molecules, which in turn enables a

higher rate of triplet-triplet annihilation (i.e., delayed fluorescence) and singlet-state prompt

quenching (i.e., prompt fluorescence), hence the quenching parameter in the semi-empirical

relationship described in Eq. (3.5). Photon interactions on recoil electrons have much lower

specific density of ionized and excited molecules, therefore scintillation pulses from photon

interactions exhibit much less singlet-state prompt quenching and triplet-triplet annihilation

(i.e., more prompt fluorescence and less phosphorescence and delayed fluorescence).

The ability to discriminate between detected neutron and photon signals is predicated on

the temporal differences of the produced light. Figure 3.6 shows the expected light intensity

for photons, neutrons, and alpha particles, which corresponds to recoil particles of increasing

stopping power [40, 41].

Figure 3.6: Light output intensity in arbitrary units as a function of time after a charged
particle recoil in a trans-stilbene scintillator (normalized by height) [40, 41]
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Figure 3.6 demonstrates that as the stopping power of the recoil particle increases, the

amount of light in the latter region of the scintillation pulse increases. Pulse-shape discrimi-

nation (PSD) techniques are implemented to exploit the differences in shape of the detected

scintillation pulse, and is detailed in Section 3.2.3.

3.2 Digital Pulse Processing and Detector Characterization

All PMT voltage signals from each trans-stilbene detector are passed through a wave-

form digitizer; the waveform digitizer chosen for this work was the CAEN V1730 waveform

digitizer, which has a 14-bit resolution, 2-V dynamic range, 16 input channel, and a 500-

MHz sampling rate (2-ns samples). The CAEN V1730 waveform digitizer is able to perform

on-board calculations to extract useful information about the acquired digitized pulses; the

CAEN Digital Pulse Processing for Pulse Shape Discrimination firmware (DPP-PSD) is used

throughout this work [50]. There are three essential pieces of information required from ev-

ery acquired waveform that include the time of detection, energy deposited by the incident

particle, and the type of incident particle.

3.2.1 Pulse Timing and Time Resolution

The time of detection (i.e., pulse time stamp) for all waveforms is calculated using a digital

constant fraction discrimination (DCFD) algorithm implemented directly on the digitizer

board [50]. The DCFD algorithm can be seen as the digital counterpart to the traditional

constant fraction discriminator for analog signals, where the time stamp is set to the time

when the pulse reaches some fixed fraction of its maximum amplitude [50]. Figure 3.7 shows

a schematic diagram of the DCFD algorithm implemented on the digitizer board.

The DCFD algorithm is implemented in the same manner as its analog predecessor,

where the digitized input pulse is attenuated by a factor, f , equal to the desired fraction

of the full amplitude where the time stamp is set [40, 50]. The input pulse is then inverted

and delayed with delay time of d, where d is set equal to the time it takes the input pulse
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Figure 3.7: A schematic diagram of the DCFD algorithm implemented on the digitizer
board [50].

to go from the constant fraction level to the full amplitude. The inverted and delayed signal

is then summed with the initial input pulse to produce a bipolar waveform, where the time

stamp is set at the zero crossing time of the summed pulse. The two samples immediately

before and after the zero crossing time is linearly interpolated to extract time stamps with

precision beyond the fixed digitizer sampling routine (i.e., fine time stamps). The values

for the attenuation factor, f , and the delay time, d, were set to 75% and 6 ns, respectively,

based on the average pulse shape.

Using the DCFD algorithm to extract time stamps, a time-gated coincidence measure-

ment of a 22Na source was conducted to characterize the time resolution between pairs of

trans-stilbene detectors. The 22Na is placed at the center of two trans-stilbene detectors to

measure the 0.511 MeV annihilation photons that are emitted simultaneously and 180◦ from

one another. Figure 3.8 show the image of the time-gate coincidence measurement.

The time differences between all successive coincident photon detections within a 10 ns
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Figure 3.8: Experimental setup for time-gated coincidence measurement to characterize
the time resolution between pairs of trans-stilbene detectors.

window are used to produce a histogram, and a Gaussian distribution is fit on the resulting

data to estimate the full-width at half maximum (FWHM). The time resolution, quantified

by the FWHM, was estimated to be approximately 1.34 ± 0.04 ns. Figure 3.9 shows the

measured time resolution for a pair of trans-stilbene detectors.

Figure 3.9: Measured time difference distribution for a pair of trans-stilbene detectors
along with the Gaussian fit. The FWHM was estimated to be approximately 1.34 ± 0.04 ns
for 0.511 MeV photons.
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3.2.2 Energy Deposition and Light Output Response Functions

A detailed understanding of the energy deposited by the incident particles and the corre-

sponding light output in the trans-stilbene detector is necessary for implementing low-energy

light output detection thresholds and relating it back to its neutron-equivalent energy (as-

suming a full single-scatter energy deposition on hydrogen nuclei). There are two methods

for extracting pulse information for inferring energy deposited in the detector that include

pulse height analysis (PHA) and pulse integral analysis (PIA). As mentioned previously, the

amount of light produced in a scintillation pulse is proportional to the energy deposited (lin-

early for photon energy deposition and nonlinearly for neutron energy deposition). Therefore,

creating a histogram distribution using the pulse heights or integrals provides the measured

detector light output distribution. However, the amount of light (and its corresponding light

output response function) depends on which method is used for pulse analysis. That is,

PHA yields a light output response function that is proportional to the maximum amount

of luminescence created in the scintillation pulse, where as PIA provides a light output

response function that is proportional to the total amount of luminescence created [51]. Fur-

thermore, PIA provides better energy resolution in the light output distribution due to the

increased statistics from integration [52]. This subtle yet important distinction is essential

when inferring the neutron-equivalent energy from the measured light output, as well as for

implementing the response functions in high fidelity Monte Carlo simulations. PIA is used

for the trans-stilbene characterization shown in this chapter.

Recalling the cross sections for photon interactions in trans-stilbene, we expect to see

only the Compton Edge from a 137Cs measurement. The exact location of the Compton

Edge on the measured PID must be characterized as it falls slightly passed the peak of the

Compton Edge distribution due to detector resolution and multiple scattering effects [40].

Knowledge of the Compton Edge location (relative to the peak) is of particular important

when calibrating an array of trans-stilbene detectors as it provides a fixed relative calibration

point for all detectors. An energy-time gated backscatter coincidence measurement using a
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trans-stilbene and an inorganic scintillator (NaI detector) was done to isolate the Comp-

ton Edge location for the 0.662 MeV 137Cs photons. Figure 3.10 show an images of the

experimental setup for the backscatter coincidence measurement.

Figure 3.10: Experimental setup for the backscatter coincidence measurement to charac-
terize the Compton Edge location and the energy resolution.

A 137Cs source is placed between the trans-stilbene and NaI detector, and coincident

counts within 100 ns are recorded. The goal is to measure the 0.662 MeV photons that have

backscattered in the trans-stilbene detector (depositing 0.478 MeV) and then subsequently

have deposited its remaining energy into the NaI detector (0.184 MeV photons). The full-

energy deposition in the NaI detector provides the basis for an additional energy gating

routine, where the PID for the trans-stilbene is extracted only for coincident counts that

arrived within 100 ns and that have deposited 0.184 MeV in the NaI detector. Figure 3.11

shows an image of the measured pulse integral distribution (PID) for the trans-stilbene

detector from a 137Cs measurement, and the corresponding energy-time gated PID.

The energy-time gated data shown in Figure 3.11 was fit with a Gaussian distribution,

where the FWHM quantifies the energy resolution of the trans-stilbene detector. The energy

resolution for a light output of 0.478 MeVee was estimated to be 12.90 ± 0.24 %. Using

the relative Compton Edge location characterized in Figure 3.11, the Compton Edges for

0.511 MeV and 1.274 MeV photons from 22Na and 0.662 MeV photons from 137Cs is plotted

demonstrating the expected linear light output response functions to photon interactions.
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Figure 3.11: Measured trans-stilbene PID and energy-time gated PID for 137Cs photons
showing the isolated Compton Edge location. The Compton Edge location is estimated to
be approximately 75 % of the maximum.

Figure 3.12 shows the measured trans-stilbene PID and the linear calibration response curve

used to convert from digitizer samples to light output.

Figure 3.12: Measured trans-stilbene PID for a 137Cs and 22Na calibration measurement
(a), and the linear calibration curve for converting digitizer samples to light output (b).

For neutron interactions, the nonlinear light output response can be characterized from
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a neutron time-of-flight (TOF) experiment with a 252Cf sf source. A neutron TOF experi-

ment is a time-tagged coincidence measurement technique that aims to isolate the detector

response to quasi-monoenergetic neutrons by extracting time-gated neutron PIDs. The 252Cf

source is placed directly in front of a trigger detector (2.54 cm Ø x 2.54 cm trans-stilbene de-

tector), where the trans-stilbene detector that is to be characterized is placed at some known

distance from the 252Cf source. With a known flight distance, D, the incident neutron energy

can be calculated using the relationship [41]

tF =
72.3 ·D√

En
, (3.6)

where tF is the time of flight [ns], and En is the incident neutron energy in MeV. Time-gated

PIDs can then be extracted from the trans-stilbene detector that correspond to the calculated

incident neutron energy in Eq. (3.6). The minimum energy resolution of the time-gated PIDs

is determined by the width of the time gate, T , through [41]

∆En
En

=
2 · T
tF

. (3.7)

Figure 3.13 shows an image of the experimental setup for neutron TOF at a distance of two

meters to measure the nonlinear neutron light output of a trans-stilbene detector.

Since we only want to characterize the detector response for neutrons that have travelled

directly from the 252Cf source to the trans-stilbene detector, a polyethylene shadow bar

was placed in front of the detector to measure the room return; this provides an aggregate

subtraction to the measured time-gated PIDs, where the subtraction of the bare and the

shadow bar cases gives the PIDs for unscattered neutrons. Figure 3.14 shows the resulting

TOF distribution for the bare, shadow bar, and subtracted cases, and Figure 3.15 shows the

subtraction done on the time-gated PIDs for 2.10 ± 0.17 MeV neutrons

The light output that corresponds to the maximum energy transfer of the neutron (i.e.,

full energy deposition from a single scatter on a recoil hydrogen nuclei) is determined as the
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Figure 3.13: Experimental setup for the neutron TOF measurement at a distance of 2
meters to measure the nonlinear neutron light output response of a trans-stilbene detector.

maximum inflection point of the time-gated PID [53]. The time-gated PID is differentiated,

where the mean of the right-most distribution yields the light output corresponding to the

maximum energy transfer of the neutron. A Gaussian distribution is fit on the differentiated

data to compute the mean and variance, where the variance provides an estimate of the

uncertainty in the measured light output. Implementing this analysis for all time-gated

PIDs provides discrete data points for the neutron light output response. Using the semi-

empircal relationship between the nonlinear light output and the energy deposited by the

neutrons shown in Eq. (3.5), we are then able to fit the measured data points to establish a

neutron light output response function. A parameterized version of Eq. (3.5) is used to fit

the data, and has the form [54]
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Figure 3.14: TOF distribution for the bare, shadow bar, and subtracted cases showing that
scattered neutrons (i.e., shadow bar case) are detected later in time as they have previously
scattered within the room.

Figure 3.15: The time-gated PID for 2.10 ± 0.17 MeV neutrons for the bare, shadow bar,
and subtracted cases.
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L(Edep) =

∫
a

1 + b
(
dE
dx

)dEdep, (3.8)

where a, and b are fit parameters. Figure 3.16 shows the measured trans-stilbene neutron

light output response to quasi-monoenergetic neutrons and the fitted semi-empirical light

output response function. The parameters a and b were calculated to be 2.027 and 27.83,

respectively.

Figure 3.16: Measured neutron light output response to quasi-monoenergetic neutrons and
the fitted semi-empirical light output response function. Parameters a and b were calculated
to be 2.027 and 27.83, respectively.

Using the light output response function for photon interactions (Figure 3.12) and neutron

interactions (Figure 3.16), the energy deposited by neutrons and photons can be inferred from

the measured light output.

3.2.3 Pulse Integrals and Pulse-Shape Discrimination for Particle Identification

The ability to discriminate and identify neutron and photon interactions is practically the

most important aspect for fast neutron detection using organic scintillators. We discussed
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previously the characteristics of the luminescence created from recoil particles of low (i.e.,

electrons) and high (i.e., hydrogen nuclei) stopping powers (shown in Figure 3.3). Figure 3.17

shows template neutron and photon pulses (average waveforms for 1.00 ± 0.10 MeVee) from

a trans-stilbene detector demonstrating neutron pulses exhibit a longer decay in the tail

region compared to the photon pulses.

Figure 3.17: Template neutron and photon pulses (average waveforms for 1.00 ± 0.10
MeVee) demonstrating the difference in the tail-region of the measured pulse, where neutron
pulses have a longer-lived decay compared to photon pulses. Particles were identified through
timing from the neutron TOF measurement.

Pulse-shape discrimination (PSD) based on charge integration is implemented to exploit

the characteristic difference observed in the tail-region of the measured pulses. Charge

integration for PSD is a well established technique that compares the total integrated charge

to that of the integrated charge in the tail-region of the pulse [41, 55, 56]. The ratio of the

tail-integral to the total-integral, hereafter referred to as the tail-to-total integral, provides a

discriminating parameter that separates neutron and photon pulses. Figure 3.18 shows the

histogram distribution of the tail-to-total ratio that yields two normally-distributed data

corresponding to the neutron and photon detections.
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Figure 3.18: Histogram of the tail-to-total ratio showing the neutron and photon data
distributions from detected 252Cf neutrons and photons.

The canonical definition of the figure of merit (FOM) for the PSD performance is calcu-

lated as [55, 56]

FOM =
|µp − µn|

FWHMp + FWHMn

, (3.9)

where µn and µp is the mean of the neutron and photon distributions, and FWHMn and

FWHMp are the FWHM if the neutron and photon distributions, respectively. The FOM

provides a quantitative assessment of the PSD capability, and is used to optimize the total-

integral range and the tail-integral start point. A tail-integral start point of 26 ns past the

maximum of the pulse yields the highest FOM value. The total integral range should be set

to the maximum allowable range based on the allocated record length (typically ≈ 200 ns).

Figure 3.19 shows the measured tail-to-total ratio integrals as a function of the measured

light output (total integral for PIA). The FOM can also be computed as a function of the

measured light output, and is shown in Figure 3.20. In Figure 3.19, the PSD performance

begins to degrade for pulses with lower light output; there is less prompt quenching for
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Figure 3.19: Measured tail-to-total ratio as a function of the light output from detected
252Cf neutrons and photons. The white discrimination line is used to discriminate neutron
and photon detections.

interactions that had lower light emissions from the trans-stilbene scintillator and thus the

difference in the tail-region is less pronounced. Rather than using a linear discrimination

line with a qualitative visual optimization to separate neutron and photon events, a PSD

algorithm proposed by J.K. Polack et al. [57] is implemented that computes optimized

discrimination values that are energy-dependent. The algorithm offers an automated and

systematic optimization that is less prone to human error compared to a visual optimization.

The algorithm also provides diagnostic metrics (i.e., FOM, misclassification rate, etc.) as a

function of the measured light output. The measured tail-to-total ratio data is binned by

measured light output, and the optimization of the discrimination value is determined for

each of ”slice” of data. The white markers in Figure 3.19 is the optimized values from the

PSD algorithm for each slice of data, where these values are then fit with a power function

to yield the discrimination curve. Appendix B shows the source code for the PSD algorithm

used in this work.
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Figure 3.20: PSD FOM as a function of the measured light output. Error bars represent
the combined uncertainty from counting statistics and the uncertainty in the Gaussian fit
parameters. The uncertainty is typically dominated by the counting statistics, in particular
at higher measured light outputs.

3.3 Detector Response Simulations in MCNPX-PoliMi with MP-

Post

MCNPX-PoliMi is a code that utilizes the MCNPX-V2.7 particle transport code package,

and has the ability to simulate emission of fission particles on an event-by-event basis for

emulating detector response [18, 58]. A detailed MCNP simulation model of the trans-

stilbene detector was established to simulate the neutron interactions (energy deposited by

incident particles) that occur within the detector active volume. Figure 3.21 shows the

detailed MCNP detector model for the trans-stilbene detector assembly. Using the recorded

energy depositions from the MCNPX-PoliMi output, the MCNPX-PoliMi post-processing

(MPPost) detector response code is used to convert the energy depositions to the detector

light output including appropriate broadening terms [59]. The measured characteristics of

the trans-stilbene detector including the energy resolution, time resolution, and neutron light
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Figure 3.21: Image of the trans-stilbene detector assembly (a), a 3D rendering of the
MCNP detector geometry (b), and the detailed components of the MCNP model including
the PMT (c).

output response function is inputted directly into MPPost to provide high fidelity detector

response simulations. A semi-empirical energy resolution function is used that has the form

∆L

L
=

√
α2 +

β2

L
+
γ2

L2
, (3.10)

where L is the measured light output, ∆L is the resolution at FWHM, and α, β, and γ are

semi-empirical fitting parameters [60]. The fitting parameters were estimated by minimizing

the χ2 between the simulated and measured PID; the parameter values were estimated to

be 0.078, 0.017, and 0.028 for α, β, and γ, respectively. The resulting resolution function

was then independently verified with the measured results from the backscatter experiment.

Figure 3.22 shows the measured and simulated trans-stilbene response to 0.662 MeV 137Cs

photons.
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Figure 3.22: Measured and simulated trans-stilbene response to 137Cs photons, with and
without broadening. The resolution function yields a resolution of 12.70 % for 0.478 MeVee
energy deposition, whereas the backscatter experiment resulted in a resolution of 12.90 ±
0.24 %.

A Gaussian broadening function informed by the experimental results in Section 3.2.1

is implemented for broadening the time response in simulations. Figure 3.23 shows the

measured and simulated coincident time-difference distribution for a pair of trans-stilbene

detectors from 252Cf photons.

Lastly, the measured nonlinear neutron light output response function is implemented,

where the light output corresponding to the energy deposition from each individual scatter

event in the detector is calculated using Eq. (7.2). Figure 3.26 shows an absolute comparison

of the measured and simulated PIDs for 252Cf neutrons, and Figure 3.25 shows the absolute

fractional difference showing excellent agreement.
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Figure 3.23: Measured and simulated coincident time-difference distribution for a pair of
trans-stilbene detectors to 252Cf photons, with and without broadening.

Figure 3.24: Measured and simulated neutron PID for 0.060 MeVee detection threshold
(approx. 0.60 MeV neutron-equivalent)
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Figure 3.25: The fractional difference between simulated and measured PID for 0.060
MeVee detection threshold (approx. 0.60 MeV neutron-equivalent). The fractional difference
between the integrated measured and simulated counts was calculated to be 2.41 ± 0.15 %.

3.4 Neutron Cross-Talk Events

An inherent phenomena that occurs when using an array of organic scintillators is neu-

tron cross-talk, where a single neutron may deposit energy in multiple detectors causing a

spurious increase in the total observed counts [61, 62]. Neutron cross-talk effects is primar-

ily dependent on the system geometry (i.e., relative proximity between detectors), applied

detection threshold, and the energy spectrum of the emitted neutrons. An experiment was

performed with two 7.62 Ø cm x 7.62 cm EJ-309 liquid organic scintillators (trans-stilbene

detectors were unavailable at the time of the experiment) and a 252Cf sf source to isolate

neutron cross-talk events to characterize its influence as a function of the detection threshold

and the angle between the two detectors. The detectors were incrementally moved by 10◦;

the angle between detectors for all measured configurations ranged from 10◦ - 90◦.Figure 3.26

shows the experimental setup. Figure 3.27 shows the measured cross-talk influence (cross-

talk coincidences per total observed coincidences) as a function of the angle between the
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Figure 3.26: Experimental setup for measuring neutron cross-talk counts that have scat-
tered from the bare EJ-309 detector into the shielded EJ-309 detector. The 252Cf source
was placed equidistant from both detectors at a distance of 1 meter. The angle between
detectors for all configurations ranged from 10◦ - 90◦

detectors and the detection threshold. Figure 3.27 demonstrates that the cross-talk influ-

ence decreases as the detection threshold is increased. Additionally, the cross-talk influence

is greater when detectors are in close proximity, and scales linearly with the relative solid

angle between detector pairs (i.e., 1/r2, where r is the distance between detectors). Although

the results shown in Figure 3.27 is specific to the geometry and EJ-309 detectors used in the

experiment, the observed trend in the neutron cross-talk influence is expected to hold when

using an array of organic scintillators of any type. In general, detector pairs that are closer

in proximity will have greater cross-talk influence on one another, and raising the detection

threshold will suppress the cross-talk influence.
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Figure 3.27: The measured cross-talk influence as a function of the detection threshold
and the angle between EJ-309 detectors for 252Cf sf neutrons.
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CHAPTER IV

Fast-Neutron Multiplicity Counting Techniques

This chapter summarizes the theory and practical implementation of neutron multiplicity

counting specifically for an FNMC system that utilizes an array of scatter-based organic scin-

tillators for fast-neutron detection. The FNMC system is able to extract neutron multiplicity

counts using two fundamentally different methods. One method is based on the well estab-

lished procedure (for capture-based systems) that involves time-interval and time-correlation

analyses on a time series of neutron detections to perform factorial moment counting from

the detected neutron number distribution. The second method is unique to FNMC systems,

where there is no intervening moderating material and thus the timing information of the

emitted neutrons is unmodulated prior to detection. Access to this type of information is

possible due to the fast response times of organic scintillators, which allow for extraction

of neutron-neutron correlations on an event-by-event basis. Portions of this chapter were

adapted from my technical note titled “A Note on the Nomenclature in Neutron Multiplicity

Mathematics“ published in Nuclear Science and Engineering [10] and from my journal article

titled “Neutron Multiplicity Counting Moments for Fissile Mass Estimation in Scatter-based

Neutron Detection Systems“ published in Nuclear Science and Engineering [63].
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4.1 Neutron Pulse Train Time Series Analysis for Neutron Mul-

tiplicity Counts

Neutron multiplicity counting (NMC) is a generalized extension of the traditional gross

neutron counting and coincidence neutron counting techniques [13, 17]. NMC simply refers

to the fact that we can measure and use higher-order moments of the detected multiplicity

distribution. That is, traditional gross neutron counting uses the gross count rate, which

is the first-order moment of the detected multiplicity distribution (i.e., singles count rate,

S). Coincidence neutron counting uses the information from the second-order moment (i.e.,

doubles count rate, D) since two-neutron events can discriminate fission neutrons from (α,n)

neutrons. Neutron multiplicity counting introduces the third-order moment (i.e., triples

count rate, T ) as another measurable quantity, and allows for an analytic estimate of all three

fissile material physical properties introduced in Section 2.2 without any a priori calibration

measurements [13, 16, 17, 29, 34, 39].

Typical neutron multiplicity counting systems have an array of neutron-sensitive radia-

tion detectors where the time of each detected neutron is passed through a data acquisition

system for analysis. FNMC systems specifically use organic scintillators that do not re-

quire intervening moderating material, thus the timing information of the emitted neutrons

is minimally unperturbed prior to detection. The resulting series of detection times is re-

ferred to as the neutron pulse train, and is used to extract the neutron multiplicity count

rates. Figure 4.1 shows an example of a neutron pulse train from an FNMC system. The

neutron pulse train in Figure 4.1 shows neutron detections from sf, if, and (α,n) reactions,

where correlated signals (i.e., sf and if neutrons) appear in groups where as the uncorrelated

signals appear independent of subsequent detections, which is ideal for extracting neutron

multiplicity counts.

The extraction of the multiplicity counts from a neutron pulse train requires an analysis

of the correlations that exist in both the time and number of the detected neutrons [13, 17].
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Figure 4.1: Visualization of the detected neutron time series in an FNMC system, referred
to as the neutron pulse train. The neutron pulse train includes the correlated signals from
fission neutrons and uncorrelated signals from nonfission neutrons.

The analysis of the timing behavior of the detected neutrons is referred to as time interval

analysis (TIA), where correlations in the time-difference distribution of detected neutrons

within a time gate is characterized [35]. The analysis of the number of detected neutrons is

referred to as time correlation analysis (TCA), where correlations in the number distribution

of detected neutrons within the same time gate is characterized [35]. In practical settings,

the information from TIA offers aggregate correction factors to account for any systematic

effects (e.g., neutron slowing-down time, system predelay, etc.) and also provides insight for

optimal system parameters (e.g., time gate width, long delay, etc.) [64]. The information

from TCA gives the measured neutron multiplicity count rates [35, 65].

4.1.1 Time Interval Analysis of The Neutron Pulse Train: Rossi-α Distributions

TIA on a neutron pulse train involves looking at the average behavior of the time dif-

ferences between any and all neutron signals. The two most common methods for neutron

TIA is the Feynman-Y and the Rossi-α techniques, and their implementation was originally

proposed to study the prompt fission neutron behavior of near-critical assemblies; however,

TIA can also provide system parameters when measuring materials that are far from critical

[12, 30–32, 36]. This work implements a Rossi-α type I triggering analysis that uses over-

lapping time gates, which in turn provides improved precision compared to nonoverlapping

time gates (i.e., Feynman-Y). Thethe time difference between the trigger signal and all sub-

sequent signals within a time window, ∆, is used to produce a histogram with fine binning
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[32, 38]. The time window is then shifted to the next signal and the process is repeated for

all signals. Let us consider a simplified neutron pulse train absent of any neutron cross-talk

effects. Figure 4.2 is a visualization of TIA with type I triggering for characterizing the

average time difference behavior [32, 38].

Figure 4.2: TIA on the neutron pulse train using type I triggering.

The resulting histogram of the time differences produces unique regions of interest that

pertain to the magnitude of correlation observed in the neutron pulse train. Figure 4.3

is a heuristic representation of the time difference histogram, commonly referred to as the

Rossi-α distribution.

Figure 4.3 shows two regions that correspond to the uncorrelated counts, represented by

a uniform flat region, and the correlated counts, represented by a nonuniform region as t

approaches 0 [13, 17]. That is, correlated signals are detected within shorter time differ-

ences, while uncorrelated signals are detected uniformly independent of the time differences.

Assuming the nonuniform region behaves as a first-order exponential, the distribution in

Figure 4.3 can be described by

P (t)∆ = A∆ +Re−λt∆, (4.1)
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Figure 4.3: Typical shape of the Rossi-α distribution showing a uniform flat region of un-
correlated accidental counts and an exponential region at shorter time difference representing
correlated counts.

where P (t)∆ is probability of detecting a neutron within ∆ at time t given a detection at

t = 0, A∆ is the uniform region due to uncorrelated counts, and Re−λt∆ is the exponential

region with a decay constant of λ. The decay constant, λ, is referred to as the system die-

away time, and describes the mean detection time of correlated neutrons given a detection

at t = 0. The value of λ is a system-specific parameter dependent on the system geometry

and type of detectors used; this parameter can be experimentally characterized with a 252Cf

or a small non-multiplying plutonium source [13, 17, 64].

Using TIA on the neutron pulse train, we obtain two important timing characteristics of

the system that are used for TCA to extract the neutron multiplicity count rates. Firstly, the
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system die-away time is used to separate the correlated and uncorrelated neutron number

distribution where corrections for redundant counting are implemented, [66]. Secondly, the

Rossi-α distribution in Figure 4.3 provides insight for the optimal time gate widths for

extracting correlated counts [13, 17, 35, 64, 65].

4.1.2 Time Correlation Analysis on Neutron Pulse Train: Time-Gate Genera-

tion Methods

There are various methods of generating the time gate windows in a time series of detected

neutron pulses; the three most commonly used methods are randomly triggered inspection

(RTI) , signal-triggered inspection (STI), and a simultaneous combination of RTI and STI,

hereafter referred to as the multiplicity shift register (MSR) [16, 66]. S. Croft et al. have

shown the underlying differences of the different methods for generating time gates [35, 65],

and M. Prasad et al. have derived the associated uncertainties pertaining to the different

methods [67]; the expressions for the uncertainties can be found in Appendix A. The RTI

technique uses a series of randomly triggered time gates (i.e., constant window gating) inde-

pendent of any signal, whereas STI opens time gates for each detected signal. Suppose we

have a neutron pulse train (much like the one shown in Figure 4.1) that is to be analyzed

through either STI or RTI an inspection time gate width, TG. Figures 4.4 and 4.5 show a

visualization of RTI and STI gate generation methods.

Figure 4.4: Visualization of the time gate generation for RTI analysis, with time gate
widths of TG.

A histogram of the number of detected signals within all time gates is extracted and

normalized by the total number of generated gates. The number distribution from RTI and

60



Figure 4.5: Visualization of the time gate generation for STI analysis, with time gate
widths of TG.

STI analyses are given by Bx(TG) and Nx(TG), where Bx(TG) is the number of events with x

signals inside K total RTI intervals, and Nx(TG) is the number of events with x signals inside

NT STI intervals for a total measurement time of TM [16, 35, 66]. Both number distributions

can be expressed as frequencies by normalizing by the number of inspection intervals using

bx(TG) =
Bx(TG)

K
, (4.2)

and

nx(TG) =
Nx(TG)

NT

, (4.3)

where bx(TG) and nx(TG) are the normalized number distributions using RTI and STI analy-

ses. The first-, second-, and third-order reduced factorial moments are then calculated from

bx(TG) and nx(TG) as

mb(µ) =
∞∑
x=µ

(
x

µ

)
bx (TG) , (4.4)

and

mn(µ) =
∞∑
x=µ

(
x

µ

)
nx (TG) , (4.5)

where mb(µ) and mn(µ) represent the µth reduced factorial moments for the RTI and STI

number distributions [16].
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4.1.3 Extraction of Detected Neutron Multiplicity Counts

The neutron multiplicity count rates can be extracted using just the RTI reduced factorial

moments, or a combination of the RTI and STI reduced factorial moments [16, 35, 66]. If

only the RTI moments are used, then the neutron multiplicity count rates are calculated as

S =
mb(1)

TGw1

, (4.6)

D =
1

TGw2

[
mb(2) −

1

2
m2
b(1)

]
, (4.7)

and

T =
1

TGw3

[
mb(3) −mb(2)mb(1) +

1

3
m3
b(1)

]
, (4.8)

where S, D, and T , are the neutron singles, doubles, and triples count rates, and wµ is the

gate utilization factor for RTI gates having the form

wµ =

µ−1∑
j=0

(
µ− 1



)
(−1)j

(
1− e−jTGλ

jTGλ

)
, w1 = 1. (4.9)

The RTI gate utilization factor provides an aggregate correction to S, D, and T to account for

the unfolding of the correlated counts given that the time gate triggers are random; the gate

utilization factor is based on the Feynman-Y counting approach for reactivity measurements

[31, 64].

The S, D, and T count rates can also be extracted with a combination of the RTI and

STI moments, where two independent analyses using both gate generation techniques are

used [16, 35, 66]. Since the STI method involves overlapping time gates, the number of time

gates that are generated will typically be greater than the number of time gates generated

using RTI method. In other words, the STI method samples the neutron pulse train at a

greater frequency compared to RTI method (K << NT ). Therefore, the relative standard

deviation of the extract multiplicity count rates will be less when using a combination of
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RTI and STI moments relative to just using RTI moments. The S, D, and T neutron count

rates are calculated as

S =
NT

TM
mn(0) =

NT

TM
, (4.10)

D =
NT

TMf

[
mn(1) −mb(1)

]
, (4.11)

and

T =
NT

TMf 2

[
mn(2) −mb(2) −mb(1)

(
mn(1) −mb(1)

)]
, (4.12)

where TM is the total measurement time, and f is the STI gate utilization factor. The

value of f applies similar aggregate corrections to wµ, and accounts for triggers caused by

accidental signals. f has the form [13, 16, 17, 35, 66]

f =
(
e−TPDλ

(
1− e−TGλ

))
, (4.13)

where TPD is the system predelay between the trigger signal and the start of the time gate

window.

The multiplicity shift register (MSR) method of gate generation is a form of autocor-

relation analysis, where the detections in two signal-triggered time gates of equal widths

separated by a fixed long delay are used [16, 35, 66]. Using the MSR method to extract the

multiplicity count rates is similar to the mixed RTI-STI method, but considers the special

case when (K = NT ). Figure 4.6 shows a visualization of the MSR gate generation method.

The fundamental principle behind the MSR method lies in the simultaneous sampling

of the two time gates, where the (R+A) window provides an observation for correlated and

uncorrelated counts, and the (A) window provides an observation of uncorrelated counts

(relative to the trigger signal). The fixed long delay is set such that there exists no corre-

lations between the trigger signal (start of the (R+A) gate) and the signals observed in the

(A) gate. Since (K = NT ), this method can be seen as exactly analogous to the mixed RTI-

STI method, but effectively involves an oversampling of the RTI moments providing more
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Figure 4.6: Visualization of the time gate generation for MSR analysis showing the R+A
and A time gates of width TG, separated by a fixed long delay TLD.

certainty on the RTI moments. As mentioned previously, the Rossi-α distribution from TIA

provides insight on the optimal choice of time gate widths. Figure 4.3 illustrates that given a

trigger signal at t = 0, correlated counts appear at much shorter time difference where as the

uncorrelated counts appear independent of the trigger signal. The time gate width for the

MSR method should be chosen such that it is long enough to include the correlated counts

but short enough such that the contribution from uncorrelated counts is minimized. Fig-

ure 4.7 shows the Rossi-α distribution from figure 4.3 with an overlay showing TIA-informed

time gate width and the fixed long delay.

Once the number distribution of the detected signals in both the (R+A) and (A) gates

have been extracted, the respective reduced factorial moments can then be calculated anal-

ogous to the RTI and STI method [16, 35, 66]. The neutron multiplicity count rates using

the MSR method are then given by

S = S ·mn(0) =
mb(1)

TG
=
NT

TM
mn(0), (4.14)
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Figure 4.7: Time gate width, TG and fixed long delay, TLD, overlaid on the Rossi-α distri-
bution showing how TIA can inform suitable lengths of TG and TLD.

D =
S

f

[
mn(1) −mb(1)

]
=
S

f

[
mn(1) − S · TG

]
, (4.15)

and

T =
S

f 2

[
mn(2) −mb(2) −mb(1)

(
mn(1) −mb(1)

)]
=

S

f 2

[
mn(2) −mb(2) − (D · TG)

]
,

(4.16)

where mn(µ) and mb(µ) are the µth-order reduced factorial moments from the (R+A) gates

and the (A) gates, respectively. Figure 4.8 shows the measured Rossi-α distribution using

an FNMC system for 252Cf sf neutrons demonstrating the time scale for TCA in FNMC

systems. The associated uncertainty in the measured neutron singles, doubles, and triples
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rates using the MSR method can be found in Appendix A.

Figure 4.8: Measured Rossi-α distribution using an FNMC system for 252Cf sf neutrons
showing a system die-away time of 6.29 ns. The time gate widths used in FNMC systems
are on the order of tens of nanoseconds.

4.2 Event-by-event Neutron-Neutron Correlations

Rather than analyzing the neutron pulse train through TIA and TCA, FNMC systems

can also extract neutron-neutron correlations on an event-by-event basis. Since FNMC

systems do not require any intervening moderating material, the timing information of emit-

ted neutrons is not modulated prior to being detected in a detector. Leveraging the fact

that the organic scintillators in FNMC systems have typical response times on the order of

nanoseconds, the FNMC system is able to observe neutron-neutron correlations on the same

66



timescale as typical fission chains (order of nanoseconds) [42, 43, 68].

4.2.1 Neutron-Neutron Time-Difference Distributions

Consider a two-detector system of organic scintillators surrounding fissile material as

shown in Figure 4.9. Figure 4.9 shows a fission event at t = 0 where three neutrons are

Figure 4.9: A schematic of a two-detector organic scintillator system with detectors Det1
and Det2, fissile material with a fission at t = 0 and an emitted neutron multiplicity of
three. The three neutrons are emitted with energy En(ν), where En(1) > En(2) > En(3). Two
neutrons are detected by the system with a time of detection t1 and t2 in Det1 and Det2,
respectively.

emitted, of which two of them are detected. Since En(2) is greater than that of En(3), n(2)

will be detected in Det1 at an earlier time relative to n(3) in Det2. That is, the time of

detection t1 is less than t2. Using the first time of detection (in either detector) as the

trigger to open a time gate for all other detectors, the difference in detection times between

the two detectors is calculated as ∆t = t2 − t1, where the negative and positive sense is

arbitrary and is dictated by which detector triggers the time gate. In other words, ∆t would

be positive in the case shown in Figure 4.9, and would be negative in the case that En(3)

was greater than En(2). A histogram of all ∆ts between all pairs of detectors in an FNMC

system yields the total neutron-neutron time-difference distribution. Consider an FNMC

system with N detectors, where Hij(∆t) represents the time-difference distribution between
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detectors i and j. The total neutron-neutron time-difference distribution is given by

Htot(∆t) =
N−1∑
i=1

N∑
j=i+1

Hij(∆t), (4.17)

and the total detected neutron doubles rate, D, can be calculated with

D =

∞∫
−∞

Htot(∆t). (4.18)

Figure 4.10 shows the measured total neutron-neutron time-difference distribution from 252Cf

sf neutrons using an FNMC system with 24 detectors.

Figure 4.10: Measured total neutron-neutron time-difference distribution from 252Cf sf
neutrons using an FNMC system with 24 detectors with a detection threshold of 0.10 MeVee.
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4.2.2 Neutron-Neutron Angular and Energy-Angle Correlations

An FNMC system arranged in a cylindrical array will have groups of detector pairs that

exhibit the same detection angle. Figure 4.11 shows an FNMC system with eight detectors,

with a fission event emitting three neutrons at t = 0.

Figure 4.11: A schematic of an FNMC system surrounding fissile material with a fission
event at t = 0. The total neutron-neutron time-difference distributions can be extracted by
summing the distributions between all combinations of detection pairs (e.g., eight detectors
gives 28 total unique pair combinations). Neutron-neutron time-difference distributions can
also be extracted for detector pairs that exhibit similar detection angles.

The neutron-neutron detection angles for the three detected neutrons are shown as θA,

θB, and θC . The time-difference distribution can be separated and categorized into unique

angle groups, where the detected neutron doubles can be calculated as a function of the

detection angle [21–27]. There are some cases where an FNMC system will have detector
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pairs that exhibit the same angle, but appreciably different source-to-detector solid angle

geometry. Therefore, the time-difference distribution for every detector pair is divided by

the neutron singles counts to account for any detector nonuniformity in addition to difference

in the source-to-detector solid angle. The singles-corrected time-difference distribution, H∗ij,

for a detector pair is given by

H∗ij(∆t) =
Hij(∆t)

SiSj
, (4.19)

where Si and Sj are the neutron singles counts in Deti and Detj. The singles-corrected

neutron-neutron coincidences for a detector pair, D∗ij, hereafter referred to as relative coin-

cidences, can be calculated as

D∗ij =

∞∫
−∞

H∗ij(∆t). (4.20)

Figure 4.12 shows the uncorrected and singles-corrected time-difference distribution for pairs

of detectors with different source-to-detector distances but the same angle of separation

(180◦).

Figure 4.12: The uncorrected neutron-neutron time-difference distributions (a) and the
singles-corrected neutron-neutron time-difference distributions (b) for detector pairs with
different source-to-detector distances but same angle of separation (180◦)
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The relative coincidences for each pair are then sorted by their respective angle groups,

where the average for each angle group, W (∠), is calculated using

W (∠) =
1

K

K∑
k=1

D∗k, (4.21)

where K is the total number of pairs in each angle group, and D∗k is the kth pair of detectors

in the angle group. Figure 4.13 shows an example of the measured neutron-neutron angular

distribution for 252Cf sf neutrons using an FNMC system.

Figure 4.13: Full neutron-neutron angular distribution from 252Cf sf neutrons for two
different low-energy detection thresholds.

Figure 4.13 shows the well known anisotropic distribution of sf neutrons from single-

fission events, demonstrated by the increase in neutron-neutron coincidences at the smaller

and larger detection angles relative to those at (90◦) [21–25]. The ratio of the relative

coincidences at the largest angles (180◦) to those observed perpendicular to one another
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(90◦) is calculated using

A =
W (180◦)

W (90◦)
(4.22)

to provide a quantitative metric for the anisotropy, A, observed in the neutron-neutron

coincidences [26]. A purely isotropically emitting source with no angular correlation would

have an A value of unity, whereas a source with angular correlations would have an A value

excess of unity.

The magnitude of the observed anisotropic distribution is also dependent on the low-

energy detection threshold, which is a controllable processing parameter. That is, raising

the detection threshold offers an observation of neutrons with higher energies (on average),

and thus neutron-neutron energy-angle correlations can be characterized. Figure 4.14 shows

the observed anisotropy as a function of the detection thresholds. Figure 4.14 shows that

a positive correlation exists between the neutron-neutron anisotropy and the energy of the

emitted neutrons when correlating sf neutrons from single fission events [26, 27]. This

correlation is expected due to the kinematic boost in energy and momentum the emitted sf

neutrons receive from the fission fragments, as described in Section 2.2.2.

4.3 Neutron Cross-Talk Effects in Time Series Analysis

Since organic scintillators are scatter-based detectors, a single neutron can scatter into

and deposit energy above the detection threshold in multiple detectors causing spurious

time-correlated counts in an FNMC system. Neutron cross-talk effects can be mitigated by

raising the low-energy detection threshold; cross-talk neutrons will have lost a portion of their

initial energy from the first detection [69]. The practical trade off is that the total system

neutron detection efficiency will also decrease as the threshold is increased. Additionally,

neutron cross-talk effects are also dependent on the relative solid angle between detectors;

detectors that are in close proximity will have the most cross-talk events [69]. In summary,

the fraction of spurious multiplicity counts from neutron cross-talk events relative to true
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Figure 4.14: Neutron-neutron energy-angle correlation of 252Cf sf neutrons.

multiplicity events is primarily dependent on the energy spectrum of the emitted neutrons,

the low-energy detection threshold, and the geometric configuration of the detectors.

Neutron cross-talk events are possible for both correlated and uncorrelated neutrons. It

is impractical to discriminate between cross-talk signals and true neutron multiplicity signals

as they are indistinguishable from one another in time. Figure 4.15 shows a schematic of

an FNMC system observing four detections for an emitted neutron multiplicity of three

due to neutron cross-talk effects. The expected neutron pulse train considering cross-talk

effects is shown in Figure 4.16; spurious cross-talk signals are labeled for clarity, but are

indistinguishable from true neutron signals in practice. Figure 4.16 shows that the spurious

cross-talk signal is detected close in time to the initial true signal, effectively appearing as

a correlated count (correlated to the initial true signal). Although the presence of neutron

cross-talk events are inevitable in FNMC systems, neutron cross-talk effects can be accounted

for in the context of the PKE.
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Figure 4.15: A schematic of an FNMC system surrounding fissile material with a fission
event a t = 0. Three true neutron signals are detected with an additional fourth signal
caused by a neutron cross-talk event.

Figure 4.16: Visualization of the neutron pulse train from an FNMC system. The neutron
pulse train includes the correlated signals from fission neutrons and uncorrelated signals from
nonfission neutrons, as well as spurious neutron cross-talk signals.

4.4 Point Kinetics Equations with Neutron Cross-Talk Correc-

tions

Extracting the detected neutron S, D, and T rates provides the three measurable quanti-

ties that can be used to analytically estimate the physical properties of SNM. The equations
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that relate the measured S, D, and T rates to the three physical SNM properties (i.e., sf

rate, F , the α−ratio, α, and the leakage multiplication, ML) are predicated on the point

kinetics approximation and are referred to as the point kinetics equations (PKE) for NMC.

Recalling the PKE physical assumptions outlined in Section 2.5, the emitted S, D, and

T from Eqs. (2.33), (2.34), and (2.35) can be directly related to the measured S, D, and

T given by Eqs. (4.14), (4.15), and (4.16) by considering the neutron detection efficiency

and timing corrections. The PKE equations for a capture-based NMC system have been

previously derived and are considered well established techniques validated by experimental

data; however, these PKE equations are not directly applicable to FNMC systems primarily

due to the effects of neutron cross-talk. New probability generating functions (PGF) are

established to describe the number of detections a single neutron may cause in an FNMC

system in order to account for the neutron cross-talk events.

4.4.1 Probability Generating Functions

PGFs are used as a mathematical tool to succinctly describe all possible realizations of

a random discrete variable. In general, if the probability of the nth discrete random event is

described by pn, then the PGF, G(z), is expressed as

G(z) =
∞∑
n=0

pnz
n, (4.23)

with the normalizing condition

G(z = 1) = 1. (4.24)

Once the PGF is established and properly normalized, the k th-order factorial moment is given

by the k th derivative of G(z) evaluated at z = 1. For this specific application, we establish

the PGF to describe all possible detections a single neutron may cause in an FNMC system.

For comparison, the PGF of a capture-based NMC system is described by
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G(z) = z0 [1− ε0] + z1 [ε0] , (4.25)

where ε0 is the efficiency of detecting a neutron that has not been previously detected (i.e.,

probability of a first detection of a neutron emitted directly from the sample). The coefficient

of the zn terms represents the probability of detecting a neutron exactly n times, hereafter

referred to as pn. That is, Eq. (4.25) describes a system where a neutron will either not

be detected with probability p0 = (1 − ε0), or will be detected with probability p1 = (ε0).

Figure 4.17 shows the physical processes described by the PGF in Eq. (4.25) for capture-

based NMC systems.

Figure 4.17: A schematic diagram of the physical processes for detection a neutron may
undergo in a capture-based NMC system.

For FNMC systems, the presence of neutron cross-talk events must be accounted for and

therefore the PGF should consider the case when a single neutron causes multiple detections.

The PGF for an FNMC system is established (considering neutron cross-talk events up to

order N = 3) and has the form
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G(z) = z0[(1− ε0)] + z1[(ε0)(1− ε1)] + z2[(ε0ε1)(1− ε2)] + z3[(ε0ε1ε2)], (4.26)

where εj is the efficiency of detecting a neutron that has been previously been detected j

times within the system. Figure 4.18 shows the physical processes for multiple counts caused

by a single neutron in an FNMC system.

Figure 4.18: A schematic diagram of the physical processes for multiple detections (up to
N = 3 detections) a neutron may undergo in a capture-based FNMC system.

The fully generalized form for the probability of detecting a neutron exactly n times is

given by

pn = (1− εn)
n−1∏
j=0

εj, 1 ≤ n ≤ N, p0 = (1− ε0). (4.27)

Using Eq. (4.27), the generalized PGF for any given FNMC system that considers up to N

maximum detections can be established using
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GN(z) =
N∑
n=0

pnz
n, ∀N ≥ 1,

N∏
j=0

εj ≈ 0. (4.28)

As PGFs must describe all possible realizations of a random discrete variable, a physical

assumption must be implemented in order to satisfy the normalizing condition in Eq. (4.24).

The PGF shown in Eq. (4.26) holds the assumption that (ε0ε1ε2ε3) ≈ 0, which indicates

that the probability of detecting a neutron that has already been detected three times prior

is approximately 0. In practice, the reliability of the aforementioned physical assumption

is application-specific depending on the sample, detector thresholds, and system geometry.

Figure 4.19 summarizes all probabilities of detecting a neutron once, twice, up to N = 3

times.

Figure 4.19: A tree diagram showing the probabilities associated with all possible outcomes.
The possible outcomes represent the probability of detecting a neutron exactly n times.

Once the normalizing conditions have been met by taking the appropriate physical as-
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sumption on N , we can then leverage the succinct derivation of the k th factorial moments,

mk, using the general relationship

lim
x→1

dkG(x)

dxk
= G(k)(1) = mk, ∀k ≥ 1. (4.29)

The k th derivative of G(z) can be calculated by

dk

dzk
G(z) = G(k)(z) =

N∑
i=k

[
i!

(i− k)!
(1− εj)zi−k

i−1∏
j−0

εj

]
, ∀N ≥ 1. (4.30)

For simplicity, we define µk as the k th-order factorial moments of G(z) as

µk ≡ G(k)(1) = n(n− 1)(n− 2)...(n− k + 1). (4.31)

The resulting factorial moments from the N = 1 and N = 3 are calculated to show the

difference in the expected number single, double, and triple detections from a single neutron

with and without neutron cross-talk corrections. The moments for N = 1 are calculated as

µ1N=1
= G

(1)
N=1(1) = ε0,

µ2N=1
= G

(2)
N=1(1) = 0,

µ3N=1
= G

(3)
N=1(1) = 0,

(4.32)

and the moments for N = 3 are calculated as

µ1N=3
= G

(1)
N=3(1) = ε0 + ε0ε1 + ε0ε1ε2,

µ2N=3
= G

(2)
N=3(1) = 2ε0ε1(1 + 2ε2),

µ3N=3
= G

(3)
N=3(1) = 6ε0ε1ε2.

(4.33)
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The first-order moment in Eq. (4.32) is calculated as ε0, whereas the second- and third-

order moments are calculated as 0, indicating that the PGF for N = 1 does not expect

(and account for) any spurious double or triple count from a single neutron. However, when

considering the possibility of neutron cross-talk, the expected value of total detections (first-

order moment) increases to account for the increased spurious cross-talk counts. The second-

and third-order moments also have nonzero expectations indicating that the PGF for N = 3

does indeed allow and accounts for spurious events. In principal, the established PGF should

account for cross-talk events of order N such that

µ1N ≈ µ1N→∞ . (4.34)

4.4.2 Derivation of the Detected Neutron Multiplicity Count Rates

The factorial moments of the total emitted neutron multiplicity distribution, QT , includ-

ing sf, if, and (α,n) neutrons, are independent of the detection system, and are shown in

Eqs. (2.29), (2.30), and (2.31). We introduce the definition of H(k)(1) as the k th derivative

of the PGF that describes the factorial moments of QT as

νQT ,1 = H(1)(1)

=
ML

(1 + ανsf,1)
νsf,1(1 + α),

νQT ,2 = H(2)(1)

=
M2

L

(1 + ανsf,1)

[
νsf,2 +

(
ML − 1

νif,1 − 1

)
νsf,1(1 + α)νsf,2

]
,

νQT ,3 = H(3)(1)

=
M3

L

(1 + ανsf,1)

[
νsf,3 +

(
ML − 1

νif,1 − 1

)
[3νsf,2νif,2 + νsf,1(1 + α)νif,3]

+ 3

(
ML − 1

νif,1 − 1

)2

νsf,1(1 + α)ν2
if,2.

(4.35)
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Utilizing another useful property of PGFs allows us to relate the established PGF for the

number of detections a single neutron may cause, G(z), with the PGF of the total emitted

neutron multiplicity distribution, H(z), by using

R(z) = H(G(z)), (4.36)

where R(z) represents the number of detections that any emitted neutron may cause. Using

Eqs. (4.30), (4.35), and (4.36), the factorial moments for the number of detections from any

and all emitted neutrons are

ν̃1 = R(1)(1)

= ν1µ1,

ν̃1 = R(2)(1)

=
[
ν2µ

2
1 + ν1µ2

]
f,

ν̃1 = R(3)(1)

=
[
ν3µ

3
1 + 3ν2µ1µ2 + ν1µ3

]
f 2,

(4.37)

where f is the signal-triggered gate utilization factor described in Eq. (4.13). To relate these

factorial moments to the detection rates described in Eqs. (4.14), (4.15), and (4.16), we note

that these moments are proportional to the total rate of initiating events, QS, (the sum of

sf and (α,n) reaction rates). Given that

QS = Qsf (1 + ανsf,1), (4.38)

the following equations are used to calculate the k th-order reduced factorial moments of the

detected number of neutrons accounting for the neutron detection efficiency (i.e., S, D, and

T ):
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Ck = QS
ν̃k
k!

= Qsf (1 + ανsf,1)
ν̃k
k!
, (4.39)

where C1 ≡ S, C2 ≡ D, and C3 ≡ T . The final expressions for the S, D, and T neutron

count rates are

S = FMLµ1νsf,1(1 + α), (4.40)

D =
FfM2

L

2

[
(µ1)2

[
νsf,2 +

(
ML − 1

νif,1 − 1

)
νsf,1 (1 + α) νif,2)

]

+ (µ2)

[
νsf,1(1 + α)

ML

]]
,

(4.41)

T =
Ff 2M2

L

6

[(
µ3

1

) [
νsf,3 + 3

(
ML − 1

νif,1 − 1

)[(ML − 1

νif,1 − 1

)
νsf,1ν

2
if,2 (1 + α)

+
1

3
νsf,1νif,3 (1 + α) + νsf,2νif,2

]]
+ (µ1µ2)

(
3

ML

)[
νsf,2 +

(
ML − 1

νif,1 − 1

)
νsf,1νif,2 (1 + α)

]
+ (µ3)

[νsf,1 (1 + α)

M2
L

]] (4.42)

4.4.3 Solutions to the Point Kinetics Equations

The S, D, and T expressions in Eqs. (4.40), (4.41), (4.42) can then be directly related to

the measured S, D, and T rates described in Eqs. (4.14), (4.15), and (4.16) to analytically

solve for the three unknown SNM properties, F , α, and ML.

Solving the system of equations formed by Eqs. (4.40), (4.41), (4.42) through variable

substitution provides the solutions for F , α, and ML. Eliminating F and α gives a cubic

expression for the value of ML in the form of

a+ bML + cM2
L +M3

L = 0, (4.43)
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with coefficients

a =
6νsf,2 (νif,1 − 1)

[
S
(
µ1µ3

6
− µ22

2

)
+D

(
µ1µ2
f

)
− T

(
µ21
f2

)]
S (νsf,2νif,3 − νsf, 3νif,2)µ4

1

, (4.44)

b =
2
(
S
(
µ2
2

)
−D

(
µ1
f

))
(3νsf,2νif,2 − νsf,3 (νif,1 − 1))

S (νsf,2νif,3 − νsf, 3νif,2)µ2
1

, (4.45)

and

c =
−6νsf,2νif,2

(
S
(
µ2
2

)
−D

(
µ1
f

))
S (νsf,2νif,3 − νsf,3νif,2µ2

1)
− 1. (4.46)

The solution for F is then written in terms of ML, where ML is obtained from solving the

single positive and noncomplex solution to Eq. (4.43). F is solved using

F =

2D
µ1f

S
[
ML(ML−1)νif,2

νif,1−1
+ µ2

µ21

]
µ1M2

Lνsf,2
,

[
fiss

s

]
. (4.47)

Lastly, the solution to α is given by

α =
S

FMLνsf,1µ1

− 1. (4.48)

The 240Pueff mass can be estimated using

m240Pueff
=
F

A
, A = 473

fiss

s · g
. (4.49)
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CHAPTER V

Passive Non Destructive Assay of Pu-metal Plates for

Fissile Mass Estimation

This chapter summarizes the results from an experimental campaign at the Zero Power

Physics Reactor (ZPPR) at Idaho National Laboratory using an FNMC system consisting

of eight 7.62 Ø cm x 7.62 EJ-309 liquid organic and eight 5.08 Ø cm x 5.08 cm trans-stilbene

scintillators. Passive neutron multiplicity measurement were performed on two series of

plutonium metal plate assemblies to measure the neutron multiplets and demonstrate the

use of an FNMC for NDA of SNM. Portions of the results shown in this section are taken

from my co-authored journal article titled “Fast neutron multiplicity counter for the assay

of plutonium metal plates” published in Nuclear Instruments and Methods in Physics Re-

search Section A[70].

5.1 Introduction and Motivation

MCA for nuclear safeguards applications often requires NDA of Pu-bearing SNM to

verify the declared amount of fissile material [13, 17, 71]. NDA of Pu-bearing SNM can be

implemented in a passive setting without the need of an external interrogation source; the

passive sf neutron emission from the even isotopes of plutonium (primarily 240Pu) is high

enough such that the sf neutrons acts as a self-interrogation source to induce fissions on
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239Pu. The benefits of utilizing a FNMC system to perform NDA (compared to that of the

traditional capture-based NMC systems) is the use of much shorter time gates (orders of ns),

which leads to improved measurement precision for fixed acquisition times [43]. We developed

an FNMC system that utilizes two different types of organic scintillators to measure the

neutron multiplicity rates from Pu-metal assemblies. The measured neutron multiplicity

count rates were used to perform NDA to estimate the 240Pueff mass with a one-, two-, and

three-parameter assay technique.

5.2 Experimental Setup at Idaho National Laboratory

The FNMC system was used at the Zero Power Physics Reactor (ZPPR), Idaho National

Laboratory (INL), to passively assay two sets of plutonium metal assemblies exhibiting the

same total plutonium mass of approximately 100 g, but varying isotopic compositions thus

exhibiting different multiplicative properties. The section describes the details of the FNMC

system and the measured Pu-metal assemblies.

5.2.1 Description of Passive-Mode Fast-Neutron Multiplicity Counting System

The FNMC system consisted of 16 organic scintillators of two different types; eight 7.62

x 7.62 Ø cm EJ-309 liquid organic and eight 5.08 x 5.08 Ø cm trans-stilbene scintillators.

The detectors were placed in a cylindrical array creating a sample cavity with a diameter of

approximately 45 cm. The EJ-309 and trans-stilbene, hereafter referred to as EJ and SB,

were arranged in an alternating ”checkerboard” pattern where detectors of the same type

were never adjacent to one another. Lead shielding (1.2 cm thickness) was placed in front of

all detectors to mitigate the high photon flux, primarily from the decay photons of 241Am.

An aluminum sample holder was used to position the Pu-metal assemblies. Figure 5.1 is an

image of the experimental setup [70].

Full waveforms from each detected signal from all detectors were digitized using a CAEN

V1730 waveform digitizer (500 MHz sampling rate, 14-bit resolution, 2 V dynamic range, 16
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Figure 5.1: An image of the experimental setup showing the FNMC system with EJ and SB
detectors surrounding an assembly of Pu-metal plates. Lead shielding (1.2 cm) was placed
in front of all detectors to mitigate the high photon flux.

channels). The acquired digitized waveforms were transferred to a data acquisition system

using an optical link achieving 60 MBps data rate corresponding to approximately 140,000

waveforms per second with negligible losses. Standard pulse-cleaning techniques were imple-

mented in post-processing, where waveforms that exhibited pile-up events or that exceeded

the dynamic range were removed from the analysis. Four quantities were extracted for all

remaining waveforms that included the pulse height, pulse total-integral, pulse tail-integral,

and the pulse timestamp. The pulse tail- and total-integrals are used to implement PSD to

discriminate between neutron and photon events. The pulse height quantifies the propor-

tional light produced from neutron and photon detections, and is used to infer the amount

of energy deposited. Lastly, the pulse timestamp is used to implement TCA to extract the

neutron multiplicity count rates. The integration windows for extracting the pulse tail- and

total-integral were optimized based on PSD performance of the EJ and SB detectors. The
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tail-integral start time was optimized to be 24 ns past the peak of all waveforms. Figure 5.2

shows a direct comparison of the PSD performance of the EJ and SB detectors demonstrating

that the SB detectors offer better particle discrimination capability [70].

Figure 5.2: PSD analysis for an EJ-309 (a) and a stilbene detector (b). PSD plots corre-
spond to detector irradiation with one of the plutonium metal samples. Count distribution
as a function of the tail to total ratio for 0.1-0.2 MeVee light output, for EJ-309 (c) and
stilbene (d).

The low-energy detection threshold were set based on the PSD capability of each de-

tector type. Since the PSD performance degrades for signals with lower pulse heights, the

threshold was set such that the gamma-ray misclassification rate (i.e., gamma rays classified

as neutrons) was approximately on the order of 10-5 per incident particle. This resulted in

a low-energy detection threshold of 0.050 and 0.035 MeVee for the EJ and SB detectors (in

terms of the PHA light output function), respectively. This corresponds to an observable

neutron-equivalent energy range of approximately 0.52-5.53 MeV for the EJ detectors and
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0.36-6.50 MeV for the SB detectors considering the 2V dynamic range. All signals that were

classified as neutron events were then combined into a single time-sorted series to produce

the neutron pulse train.

5.2.2 Description of Pu-Metal Plates

Pu-metal plates of two different isotopic compositions were used to configure assem-

blies ranging from a 1-plate configuration to a 19-plate configuration, in increments of two.

Originally designed as fuel plates for operating the ZPPR, both types of plates had similar

geometries and encapsulations. The external dimensions of a single plate are 7.62 cm x 5.08

cm, with a thickness of 0.3175 cm. The plutonium metal core is encapsulated in a thin 304

L stainless steel cladding. Based on the fuel element geometry description outlined in [72],

the core density was estimated to be 15.08 g/cm3 and 15.09 g/cm3 for the PAHN and PANN

plates, respectively. The total neutron emission rates from a single PAHN and PANN plate

are 1.17 x 104 and 2.20 x 103 per second, respectively [70]. Table 5.1 shows the isotopic

composition (aged to the date of the experiment) for both types of Pu-metal plates, as well

as the 240Pueff mass calculated using Eq. (2.4) [70].

Table 5.1: Isotopic composition of a single PAHN and PANN Pu-metal plate aged to
August, 2015. Isotope mass uncertainty was calculated taking into account the known un-
certainty in the half-life of each isotope and the aging time [70].

PAHN mass [g] PANN mass [g]
238Pu 0.00020(7) 0.00023(6)
239Pu 79.69(2) 98.89(2)
240Pu 23.92(1) 4.70(1)
241Pu 0.65(1) 0.04(1)
242Pu 0.67(1) <0.009
241Am 1.87(1) 0.23(1)
Al 1.25 1.16
Total plutonium 106.79 103.87
240Pueff mass 24.97 4.71

Table 5.2 shows the 240Pueff mass for all measured configurations. The total 240Pueff mass

for the full data set ranged from 4.72 to 474.56 g
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Table 5.2: The total 240Pueff mass for all measured PAHN and PANN plate configurations.
The total 240Pueff mass for the full data set ranged from 4.72 to 474.56 g

Number of Plates PAHN Total 240Pueff mass [g] PANN Total 240Pueff mass [g]
1 24.98 4.72
3 74.93 14.16
5 124.88 23.60
7 174.84 33.04
9 224.79 42.48
11 274.75 51.92
13 324.70 61.36
15 374.65 70.80
17 424.61 80.24
19 474.56 89.68

5.3 Data Analysis

The neutron S, D, and T count rates were extracted using TCA on the detected neutron

pulse train according to the method described in Chapter IV with a time gate-width, TG, of

100 ns. Using the extracted S, D, and T , three different methods of NDA were implemented

to estimate the total 240Pueff mass.

The first two methods involve a one- and two-parameter assay of the Pu-metal assem-

blies and are predicated on the standard approach of using mass-calibration curves. The

mass-calibration curve approach involves measuring neutron multiplicity rates of several

standardized calibration reference samples, where the 240Pueff mass is known a priori, in

order to create a curve that relates the observed multiplicity count rate to the 240Pueff mass.

A calibration function is then fit through the calibration data and extrapolated for the

full 240Pueff mass range of interest. Once the mass-calibration function is established, the

multiplicity count rates of unknown samples are then measured using the same experimental

setup, where the 240Pueff mass can be estimated through the inversion of the mass-calibration

function.

Most often, the neutron doubles rate, D, is used as the comparative metric for the mass-

calibration curve. This is due to the fact that the S rate can be influenced by nonfission

89



neutron emissions (Pu-bearing items can have the same 240Pueff mass but vastly different

contributions from nonfission neutron emissions based on the elemental composition and

form factor), where as the D rate is more directly related to the fissions (i.e., 240Pueff mass)

as fission reactions can emit more than one neutron per reaction. This approach (canon-

ically referred to as neutron coincidence counting) is typically the most common form of

passive NDA on Pu-bearing items as it offers a relatively fast procedure for verifying mass

declarations; however, this approach has practical limitations. One limiting factor is that

it requires prior calibration measurements, which necessitates the availability of well known

reference samples. Secondly, this approach is vulnerable to biases from the geometry and

form factor of the materials and thus any differences in the shape and composition between

the reference samples and the unknown samples may lead to inaccuracies, primarily due to

the difference in the multiplicative properties [13, 17, 71].

To demonstrate the FNMC system capability for perform NDA using the mass-calibration

curve approach, a subset of the measured PAHN and PANN configurations were used as

“calibration” reference samples. Specifically, the 3-plate, 9-plate, and 15-plate configurations

for both types of Pu-metal plates were used to produce the mass-calibration curves, and the

240Pueff mass was estimated for the remaining configurations.

It is possible to use the measured S, D, and T rates to analytically estimate the 240Pueff

mass if the SNM sample and FNMC system satisfies the set of PKE assumptions outlined

in Section 2.4. The benefit of this technique is that there is no need for any prior calibration

measurements assuming that the system efficiency (or efficiencies with neutron cross-talk

corrections) is well known. The data from the 1-, 3-, 5- and 7-plate PANN configurations is

used to provide proof of concept for analytically estimating the 240Pueff mass with neutron

cross-talk corrections.
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5.3.1 One- and Two-parameter Mass-Calibration Curves

The one-parameter assay technique uses the measured D rate as the quantitative metric

for the mass-calibration curve and is analogous to the traditional neutron coincidence count-

ing technique. Recalling the PKE for the detected neutron multiplicity distributions outlined

in Chapter IV, the detected D rate has a linear dependence (O1) with the sf rate, Qsf , and

a nonlinear dependence (O2) with the leakage multiplication, ML. That is, the detected D

rate scales as D ∝ Qsf and D ∝ M2
L. Considering these dependencies, the mass-calibration

function used to fit the mass-calibration curve using the measured D rate has the form

D = a · 240Pu2
eff + b · 240Pueff , (5.1)

where a and b are fit parameters. A least-squares fitting algorithm was used to estimate the

fit parameters, where their associated variances, σa and σb, are also estimated. The 240Pueff

mass of the remaining configurations (i.e., the unknown samples) can then be estimated by

inverting Eq. (5.1) and has the form

240Pueff =

(√
4aD + b2 − b

)
2a

. (5.2)

The associated uncertainty of the estimated mass is also calculated by considering both the

statistical uncertainty of the measured D rates and the uncertainty in the fit parameters of

a and b. The total uncertainty, u, for the estimated 240Pueff mass is calculated using

u2 =

(
∂240Pueff

∂D

)2

σ2
D +

(
∂240Pueff

∂a

)2

σ2
a +

(
∂240Pueff

∂b

)2

σ2
b

+ 2

(
∂240Pueff

∂a

)(
∂240Pueff

∂b

)
σab,

(5.3)

where σab is the covariance between the fit parameters, a and b.

The two-parameter assay technique utilizes both the measured S and D rates, and aims

to reconcile the difference in the multiplicative properties of the PAHN and PANN plates
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(due to the difference in the isotopic composition). Again, recalling the PKE for the detected

S rate outlined in Chapter IV, we see that the S rate is linearly proportional to both Qsf and

ML. Therefore, the ratio of the measured D to the S rates provides a quantitative metric

that linearly proportional to ML. Noting that the ratio of the measured D to the 240Pueff

mass is also linearly proportional to ML, we use the mass-calibration function of the form

D

S
= c · D

240Pueff
+ d, (5.4)

where c and d are fit parameters. Equation (5.4) relates the measured S and D to the

240Pueff mass that is linearly dependent on ML. For a series of samples that exhibit equal

contributions from nonfission neutron emissions (assumed to be negligible for the PAHN and

PANN plates), a single calibration function of the form shown in Eq. (5.4) can be used for

both PAHN and PANN configurations. Once the mass-calibration function was established,

the 240Pueff mass was calculated using

240Pueff =
c ·D(
D
S
− d
) . (5.5)

The uncertainty in the estimated 240Pueff mass, u, was propagated similarly to the one-

parameter assay technique, and has the form

u2 =

(
∂240Pueff

∂D

)2

σ2
D +

(
∂240Pueff

∂S

)2

σ2
S

+

(
∂240Pueff

∂c

)2

σ2
c +

(
∂240Pueff

∂d

)2

σ2
d

+ 2

(
∂240Pueff

∂c

)(
∂240Pueff

∂d

)
σcd,

(5.6)

where σc and σd are the uncertainty in the fit parameters c and d, and σcd is the covariance

between c and d.
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5.3.2 Analytic Fissile Mass Estimation with Three Parameters

The three-parameter assay utilizes all three measured S, D, and T rates to analytically

estimate the sample fissile mass. A subset of the PANN data set (the 1-plate and 3-plate

configurations) are used to demonstrate the reliability of using the FNMC PKE with neutron

cross-talk corrections outlined in Section 4.4. The neutron detection efficiencies, εj, where j

denotes the number of times the neutron was detected in the system previously, were esti-

mated using MCNPX-PoliMi simulations of a singly-emitting neutron source with the 240Pu

sf Watt energy spectrum. Figure 5.3 shows the MCNPX-PoliMi simulation model of the

FNMC system. The simulated efficiencies were 4.27 % for ε0 and 0.53 % for ε1. Considering

Figure 5.3: MCNPX-PoliMi simulation model of the FNMC system from a side view (a)
and a 3D view (b). A singly-emitting neutron source with 240Pu Watt energy spectrum is
placed in the center of the system to calculate the neutron detection efficiencies.

the detection thresholds applied in this experiment, the FNMC PKE for neutron cross-talk

events up to order N = 2 was adequate to yield accurate results where the assumption in

Eq. (4.34) holds. Using Eq. (4.47), the solution for Qsf with (N = 2) and without (N = 1)

neutron cross-talk corrections has the form

QsfN=1
=

2D
ε0f
− S

[
ML(ML−1)νif,2

νif,1−1

]
ε0M2

Lνsf,2
, (5.7)
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and

QsfN=2
=

2D
(ε0+ε0ε1)f

− S
[
ML(ML−1)νif,2

νif,1−1
+ 2ε0ε1

(ε0+ε0ε1)2

]
(ε0 + ε0ε1)M2

Lνsf,2
, (5.8)

respectively. Once the Qsf is estimated using Eqs. (5.7) and (5.8), Eq. (4.49) is used to

estimated the 240Pueff mass. Table 5.3 shows the measured S, D, and T for the 1-plate and

3-plate PANN configurations.

Table 5.3: Measured S, D, and T rates for the 1-plate and 3-plate PANN configurations
used to analytically estimate the 240Pueff mass, 30-min acquisition time

Number of
plates

Pu mass [g] S [cps] D [cps] T [cps]

1 4.72 428.5 ± 0.5 11.63 ± 0.08 0.373 ± 0.014
3 14.16 1349.3 ± 1.2 46.60 ± 0.16 2.057 ± 0.034
5 23.60 2745.2 ± 1.9 136.26 ± 0.42 9.178 ± 0.109
7 33.04 3861.2 ± 2.2 212.29 ± 0.52 17.018 ± 0.148

5.4 Results

5.4.1 Fissile Mass Estimation with Mass-Calibration Curves

Figure 5.4 and 5.5 shows the one-parameter mass-calibration curve (from the reference

assemblies) and the validation of the mass-calibration curve using the remaining unknown

assemblies for PAHN and PANN, respectively.

Figures 5.4 and 5.5 demonstrate that the mass-calibration function used for the one-

parameter assay is in good agreement to the measured D as shown by the comparison of

the actual versus estimated 240Pueff masses. Table 5.4 and 5.5 summarize the results for

the estimated 240Pueff mass using a one-parameter assay approach for the PAHN and PANN

assemblies.

The relative difference between the actual and estimated 240Pueff mass for both PAHN

and PANN assemblies were within ± 4 % considering the uncertainties. It is important to

recognize that the one-parameter mass-calibration function used for the PANN assemblies is
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Figure 5.4: One-parameter assay mass-calibration curve (a) from the reference assemblies
(3-, 9-, and 15-plate configurations) and the validation of the calibration using the remaining
unknown assemblies (b). Both figures are the for PAHN assemblies.

Figure 5.5: One-parameter assay mass-calibration curve (a) from the reference assemblies
(3-, 9-, and 15-plate configurations) and the validation of the calibration using the remaining
unknown assemblies (b). Both figures are the for PANN assemblies.

not directly applicable to any of the PAHN assemblies, and vice versa. In other words, two

separate mass-calibration functions had to be used to estimate the 240Pueff mass of the two

different types of plate configurations.

To reconcile the differences in the isotopic composition of the PAHN and PANN as-

semblies, we use the two-parameter mass-calibration function shown in Eq. (5.4). For the

two-parameter assay approach, only the PANN reference assemblies were used to fit the

mass-calibration curve, and all remaining PANN and all PAHN assemblies were then as-

sayed. Figure 5.6 shows the two-parameter mass-calibration curve (from the PANN refer-
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Table 5.4: Summary of the estimated 240Pueff mass for the PAHN assemblies for the one-
parameter assay approach

Number of
Plates

Actual 240Pueff

mass [g]
Estimated 240Pueff

mass [g]
Relative
Difference [%]

1 24.98 24.92 ± 0.49 0.23 ± 1.97
5 124.88 124.98 ± 1.13 -0.08 ± 0.91
7 174.84 177.10 ± 1.08 -1.29 ± 0.62
11 274.75 276.99 ± 0.74 -0.82 ± 0.27
13 324.70 326.75 ± 0.66 -0.63 ± 0.20
17 424.61 422.30 ± 1.09 0.54 ± 0.26
19 474.56 470.53 ± 1.49 0.85 ± 0.31

Table 5.5: Summary of the estimated 240Pueff mass for the PANN assemblies using a one-
parameter assay

Number of
Plates

Actual 240Pueff

mass [g]
Estimated 240Pueff

mass [g]
Relative
Difference [%]

1 4.72 4.78 ± 0.10 -1.27 ± 2.12
5 23.60 23.43 ± 0.24 0.72 ± 1.02
7 33.04 32.45 ± 0.22 1.78 ± 0.67
11 51.92 51.48 ± 0.16 0.84 ± 0.31
13 61.36 61.46 ± 0.15 -0.17 ± 0.25
17 80.24 80.25 ± 0.21 -0.02 ± 0.26
19 89.68 88.79 ± 0.26 0.99 ± 0.29

ence assemblies) and the validation of the mass-calibration curve using the remaining PANN

assemblies and all PAHN assemblies.

Figure 5.6: Two-parameter assay mass-calibration curve (a) from the PANN reference
assemblies (3-, 13-, and 17-plate configurations), and the validation of the calibration using
the remaining PANN and all PAHN assemblies (b).
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Figure 5.6 demonstrates that the two-parameter mass-calibration curve is linear as a

function of the D per 240Pueff mass, which verifies the semi-empirical mass-calibration func-

tion described in Eq. (5.4). Ultimately, this two-parameter mass-calibration function can be

used to assay both PAHN and PANN assemblies, rendering it unnecessary to have mass-

calibration functions specific to the isotopic composition (given similar nonfission neutron

contributions, assumed to be negligible in these assemblies). Table 5.6 summarize the re-

sults for the estimated 240Pueff mass using a two-parameter assay approach for the remaining

PANN and all PAHN assemblies.

Table 5.6: Summary of the estimated 240Pueff mass for the PANN assemblies for the two-
parameter assay approach

PAHN Assemblies

Number of
Plates

Actual 240Pueff

mass [g]
Estimated 240Pueff

mass [g]
Relative
Difference [%]

1 24.98 24.65 ± 0.35 1.30 ± 1.40
3 74.93 75.89 ± 0.21 -1.28 ± 0.28
5 124.88 123.71 ± 0.19 0.94 ± 0.15
7 174.84 174.58 ± 0.17 0.15 ± 0.10
9 224.79 225.47 ± 0.16 -0.30 ± 0.07
11 274.75 274.88 ± 0.14 -0.05 ± 0.05
13 324.70 324.37 ± 0.13 0.10 ± 0.04
15 374.65 374.71 ± 0.04 -0.01 ± 0.01
17 424.61 424.69 ± 0.04 -0.02 ± 0.01
19 474.56 469.98 ± 0.04 0.96 ± 0.01

PANN Assemblies

Number of
Plates

Actual 240Pueff

mass [g]
Estimated 240Pueff

mass [g]
Relative
Difference [%]

1 4.72 4.72 ± 0.24 <0.001 ± 1.23
5 23.60 23.60 ± 0.21 <0.001 ± 0.89
7 33.04 33.04 ± 0.19 <0.001 ± 0.58
9 42.31 42.31 ± 0.17 <0.001 ± 0.24
11 51.92 51.92 ± 0.16 <0.001 ± 0.31
15 70.51 70.51 ± 0.14 <0.001 ± 0.20
19 89.68 89.68 ± 0.13 <0.001 ± 0.15

Overall, the two-parameter assay approach yields more accurate and precise estimates of

the 240Pueff mass, in addition to the fact that a single mass-calibration function was used for
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both PAHN and PANN assemblies. Figure 5.7 shows the relative difference of the estimated

240Pueff mass for both the one-parameter and two-parameter assay approach.

Figure 5.7: Relative difference in the estimated 240Pueff mass for the one-parameter assay
approach (a), which requires two separate mass-calibration functions for the PAHN and
PANN assemblies, and for the two-parameter assay approach (b), which only uses a single
mass-calibration function.

The uncertainty in the relative difference is smaller for the two-parameter assay compared

to the one-parameter assay results. This demonstrates that the linear relationship in the two-

parameter mass-calibration function is less susceptible to errors in the fitted parameters. In

other words, the assumption of a linear two-parameter mass-calibration function introduced

in Eq. (5.4) is justified for the 240Pueff mass range. Furthermore, the linear two-parameter

mass-calibration function is also advantageous for extrapolating to the relatively low and

high 240Pueff mass ranges.

5.4.2 Analytic Fissile Mass Estimation with Three-Parameter Assay

The sf rate, Qsf is estimated using the solution to the FNMC PKE without neutron

cross-talk corrections, (Eq. (5.7)), and with neutron cross-talk corrections of order N = 2,

(Eq. (5.8)). Table 5.7 summarizes the results for the anayltic estimation of the 240Pueff mass

with and without neutron cross-talk corrections.

98



Table 5.7: Summary of the estimated 240Pueff mass for a subset of the PANN assemblies
using a three-parameter assay approach

No cross-talk correction, N = 1

Number of
plates

240Pueff

mass [g]
Estimated
240Pueff mass [g]

Relative
difference [%]

1 4.72 5.35 ± 0.18 13.34 ± 3.81
3 14.16 16.97 ± 0.32 19.84 ± 2.26
5 23.60 33.52 ± 0.62 42.04 ± 2.63
7 33.04 45.42 ± 0.71 37.47 ± 2.15

Cross-talk correction, N = 2

Number of
plates

240Pueff

mass [g]
Estimated
240Pueff mass [g]

Relative
difference [%]

1 4.72 4.51 ± 0.21 -3.81 ± 4.45
3 14.16 14.55 ± 0.36 2.75 ± 2.54
5 23.60 29.09 ± 0.67 23.26 ± 2.84
7 33.04 39.42 ± 0.75 19.30 ± 2.27

Table 5.7 shows that neutron cross-talk corrections of order N = 2 drastically improves

the estimated 240Pueff mass for the 1-plate and 3-plate configurations. The relative difference

without neutron cross-talk corrections overestimated the mass by 13.35 and 19.84 % for the

1-plate and 3-plate PANN assemblies, however, when neutron cross-talk events of order

N = 2 is accounted for in the PKE, we see that the estimate of the 240Pueff mass agrees

to within ± 4 % of the actual mass. Applying neutron cross-talk corrections in the case of

the 5-plate and 7-plate configurations yields more accurate mass estimations relative to that

without any corrections, but is overestimated regardless. The overestimation is attributed

to the fact that these configurations begin to have an appreciable geometry, deviating from

the assumed point-like behavior.

5.5 Conclusions

The results in this work demonstrated that an FNMC systems can perform passive NDA

for estimating the fissile mass in Pu-bearing SNM materials. The results for NDA using a one-

parameter mass-calibration curve showed that the FNMC system is able to used the measured
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neutron doubles rate as a comparative metric for estimating the mass of unknown SNM

materials given that a set of well known calibration samples are available that are similar

in geometry and isotopic composition. A unique one-parameter mass-calibration curve was

established for the PAHN and PANN series, and the estimated mass from the NDA resulted

in an average percent deviation of ± 3 % of the actual mass. Using a two-parameter mass-

calibration curve allowed for a single mass-calibration function to be used for both the PAHN

and PANN series, thus not relying as heavily on the availability of well known calibration

samples. The ratio of measured neutron doubles and singles rates was used as a comparative

metric to produce a mass-calibration function that is linearly dependent on the multiplication

(assuming constant contributions from nonfission neutrons). The two-parameter NDA results

yielded mass estimates that were within ± 2 % of the actual mass. Lastly, a proof of

concept for using a three-parameter assay to analytically estimate the fissile mass was also

demonstrated using the FNMC PKE with consideration of neutron cross-talk effects. The

clear advantage in the three-parameter assay is that it requires no calibration samples to

be measured a priori to the assay (assuming the system efficiencies are well known). A

subset of the PANN configurations was used to analytically estimate the fissile mass using

the PKE with and without cross-talk corrections. Overall, we see that the implementing

neutron cross-talk corrections improves to overall accuracy of the estimated mass. However,

the three-parameter NDA results begin to overestimate due to the deviation from the PKE

assumptions, highlighting the limitations of the three-parameter assay technique. Firstly,

the system detection efficiencies may become geometrically dependent on the sample size

and thus the nonuniform system response to neutrons emitted at different locations within

the sample become non-negligible. The geometrically dependent system response could be

mitigated by increasing the cavity diameter. Secondly, the organic scintillators within the

FNMC system can become neutronically coupled to the sample of SNM, where neutrons can

thermalize within the scintillators and reenter the sample causing thermal-neutron induced

fission chains. The coupling between the scintillators and the sample can be suppressed by
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placing cadmium sheets between the sample and the detectors.
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CHAPTER VI

Active Non Destructive Assay of Uranium Oxide

Assemblies for Mass Diversion Scenarios

This chapter summarizes the results from an experimental campaign at the Zero Power

Physics Reactor (ZPPR) at Idaho National Laboratory using an FNMC system consisting

of eight 7.62 Ø cm x 7.62 EJ-309 liquid organic, eight 5.08 Ø cm x 5.08 cm trans-stilbene

scintillators, and two AmLi interrogation sources. Active neutron multiplicity measurement

were performed on fuel-bundle like uranium-oxide fuel pin assemblies, where the goal was

to characterize the sensitivity of an FNMC system for detecting mass-diversion scenarios.

MCNPX-PoliMi simulations were also performed to directly compare the mass-diversion

sensitivity of an FNMC system with the currently-deployed capture-based Uranium Neu-

tron Collar (UNCL) for active NDA of 17 x 17 pressurized water reactor (PWR) fresh fuel

assemblies.

6.1 Introduction and Motivation

Unlike plutonium, the even isotopes of uranium (mainly 238U) have an extremely low

activity for sf neutron emissions and do not provide the continuous internal source of neutrons

to induce subsequent fission on 233U and 235U [13, 73]. Therefore, NDA for uranium bearing

SNM typically requires an external interrogative source to drive if reactions on 233U and 235U
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and falls in the category of active NDA techniques. Figure 6.1 shows the neutron-induced

fission cross sections for 233U and 235U [48].

Figure 6.1: Neutron-induced fission cross sections for 233U and 235U.

Interrogative sources in nuclear safeguards applications are typically (α,n) neutron emit-

ters (e.g., AmLi, PuBe, AmBe). The neutrons emitted by interrogative sources are moder-

ated to thermal energies to capitalize on the much higher fission cross sections in the thermal

region in Figure 6.1. The thermalized interrogative neutrons will enter the uranium sample

and drive if reactions, subsequently emitting multiplets of if neutrons. The primary aim for

active NDA is to measure the neutron doubles emitted from the if reactions, where similar

approaches to the passive NDA techniques can then be implemented [13, 73]. The ability to

perform active NDA to estimate the fissile mass in uranium-bearing SNM was demonstrated

in previous works by Di Fulivio et al, using a one- and two-parameter mass-calibration curve

approach [74].

An important aspect for MCA is the sensitivity of detecting diverted SNM, where the

aim is to conclude whether fissile material had been diverted for misuse. Material-diversion
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scenarios are of particular interest for monitoring and accounting for fresh reactor fuel bun-

dles, where the operational burden is quite high [8]. Implementing the PKE in active NDA is

much more complex compared to its passive counterpart primarily due to the complications

that arise from the interrogative source, and is impractical considering the long required

assay times to achieve statistically confident measured neutron triples rate [73]. Rather,

active NDA typically focuses on coincidence counting methods and leverage the use of mass-

calibration curves to infer the amount of fissile material.

6.2 Experiment at Idaho National Laboratory

An FNMC system consisting of 16 organic scintillators and two AmLi interrogation

sources was used to perform active NDA in the context of material-diversion scenarios at

the ZPPR facility at INL. The goal of this experiment was to characterize the FNMC

system sensitivity for detecting a diversion scenario with fuel-bundle type geometries, and

to provide confidence intervals on the diversion declaration. The study is extended with

MCNPX-PoliMi simulations of a hypothetical FNMC system to investigate the sensitiv-

ity to real-world fuel assemblies. The simulated results of the FNMC system are directly

compared to benchmark simulations of the currently-deployed 3He capture-based system to

investigate potential improvements.

6.2.1 Description of UO2 Pins and Assembly

The measured uranium assemblies had different arrangements of UO2 pins, each with a

235U enrichment of 16.37 % and a total uranium mass of 79.52 g; Table 6.1 shows the details

of single UO2 pin composition and geometry.

The full assembly consisted of 32 individual UO2 pins with a total uranium mass of

2544.64 g. The neutron doubles rate measured from the full assembly is then compared to

the neutron doubles measured from incrementally diverted assemblies to assess when the

FNMC would be able to see a statistically significant difference. An image of the measured
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Table 6.1: Description of an individual UO2 pin used for the measured uranium assemblies.

Total mass [g]
(clad + fuel)

Clad mass [g]
Fuel mass [g]

(U + O)
Uranium mass [g]
(16.37% enriched)

Length x Diameter
[mm]

102.75 12.46
90.29

(79.52 g U)
(10.72 g O)

79.52
(13.02 g 235U)
(65.50 g 238U)

152.4 x 9.5

assemblies is shown in Figure 6.2. Table 6.2 details the total uranium mass and the associated

mass defect percentages for the assemblies shown in Figure 6.2.

Figure 6.2: An image of the measured uranium assemblies configured in its full arrange-
ment (a), and its diverted arrangements (b-g). The mass defect percentage for the diverted
arrangements ranged from 3 % to 50 %.

Table 6.2: Description of the measured full and partially diverted uranium assemblies.

Number of UO2

pins removed
Total uranium
mass [g]

Mass defect [%]

0 2544.64 0.00
1 2465.12 3.13
2 2385.60 6.25
4 2226.56 12.50
8 1908.48 25.00
12 1590.40 37.50
16 1272.32 50.00
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6.2.2 Experimental Methods and Detector Setup

The FNMC system consisted of eight 7.62 Ø cm x 7.62 cm EJ-309 liquid and eight 5.08

Ø cm x 5.08 cm trans-stilbene organic scintillators arranged in a cylindrical array with a

sample cavity diameter of approximately 22 cm. The two different types of scintillators were

placed in an alternating pattern. Figure 6.3 shows an image of the experimental setup.

Figure 6.3: The experimental setup of the FNMC system from a top-down view (a), and
during the actual assay measurement (b).

Two AmLi interrogation neutron sources (Gammatron AN-HP, ≈ 50,000 n/s) were used

to drive if reactions in the measured uranium assemblies. The interrogation sources were

embedded in a ultra-high-molecular-weight polyethylene (UHMWPE) to provide the moder-

ation of the emitted AmLi neutrons; the interrogation sources were placed above and below

the uranium assembly. Lead shielding (thickness of 6 mm) was placed around the measured

assemblies to mitigate pulse pile-up effects primarily due to the relatively low-energy radioac-

tive decay photons. Figure 6.4 shows a detailed schematic of the FNMC system geometry.

Full waveforms from all 16 detectors were digitized with a CAEN V1730 waveform dig-

itizer (500 MHz sampling rate, 14-bit resolution, 2V dynamic range). The data was trans-

ferred to a data acquisition system using an optical data link with a transfer rate of up

to 60 MBps without losses. Raw waveforms were post-processed to remove any instances of
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Figure 6.4: The experimental setup of the FNMC system from a top-down view (a), and
during the actual assay measurement (b).

pile-up and saturated events. From the remaining well-separated waveforms, the pulse time

stamp, tail-integrals, and total-integrals were extracted to perform PSD and TCA to obtain

the neutron doubles rates. Figures 6.5 and 6.6 show measured tail-to-total ratios versus the

light output for a representative EJ-309 and trans-stilbene detector, respectively.

137Cs calibration measurements were performed prior to the active NDA measurements

to ensure detector uniformity and provide the signal-to-light output conversions. The low-

energy detection threshold were set to 0.035 MeVee (approx. 0.44 MeV neutron-equivalent)

and 0.05 MeVee (approx. 0.51 MeV neutron-equivalent) for the trans-stilbene and EJ-309

detectors, respectively.

6.2.3 Data Analysis

The neutron doubles rate was obtained using Eq. (4.15) with a time gate width of 100 ns

and a long delay of 1000 ns for three different acquisition times of 60, 180, and 300 seconds.

The associated statistical uncertainty in the neutron doubles rate was calculated to provide

insight on how the measurement time affects the confidence level of declaring a diverted
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Figure 6.5: Measured tail-to-total ratio versus light output for a representative EJ-309
detector from the full assembly assay.

Figure 6.6: Measured tail-to-total ratio versus light output for a representative trans-
stilbene detector from the full assembly assay.
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scenario. The sensitivity of detecting a diversion scenario was characterized by comparing

the neutron doubles rate from the full assembly, DF , to the diverted assemblies, Di, where i

is the number of UO2 pins removed. The relative deviation in the neutron doubles rate from

the full assembly for an assembly with i pins removed, RDi, is calculated using

RDi =
DF −Di

DF

, (6.1)

and the standard deviation of RDi assuming DF is independent of Di, σRDi
has the form

σRDi
=

√(
∂RDi

∂DF

)2

σ2
DF

+

(
∂RDi

∂Di

)2

σ2
Di
, (6.2)

where σDF
and σDi

are the uncertainty in DF and Di. The calculated σRDi
can then be

used to provide confidence intervals. The significance of the observed relative deviation is

calculated using

#σi =
RDi

σRDi

. (6.3)

Using the two-sided hypothesis testing, the confidence intervals (CI) are attributed as

#σi ≥ 1, CI > 68%

#σi ≥ 2, CI > 95%

#σi ≥ 3, CI > 99%.

(6.4)

6.3 Experimental Results: Fissile Mass Diversion Sensitivity

Figures 6.7, 6.8, and 6.9 shows the relative deviation in the neutron doubles rate from

the full assembly for all measured diversion scenarios for assay times of 60, 180, and 300

seconds, respectively. A summary of the results is shown in Tables 6.3.

The results from this study demonstrate that longer assay times yield a higher sensitivity

and confidence in declaring that fissile mass has been removed from the full assembly. This
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Figure 6.7: Relative deviation in the neutron doubles rate from the full assembly for a 60
second assay time showing that the FNMC system is only sensitive to a 50.00 % mass defect
with > 95 % confidence

Figure 6.8: Relative deviation in the neutron doubles rate from the full assembly for a 180
second assay time showing that the FNMC system is sensitive up to a 25.00 % mass defect
with > 95 % confidence

improvement in the sensitivity is attributed to the increased precision in the measured neu-

tron doubles rates, which provides a higher significance in the observed relative deviation.

However, the rate of improvement in the measurement precision of the doubles rate begins to

drop for longer assay times. Figure 6.10 is the uncertainty in the measured neutron doubles

of the full assembly as a function of assay time showing diminishing improvements in the

precision.
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Figure 6.9: Relative deviation in the neutron doubles rate from the full assembly for a 300
second assay time showing that the FNMC system is sensitive up to a 12.5 0% mass defect
with > 95 % confidence

Figure 6.10: Statistical uncertainty in the measured neutron doubles of the full assembly
versus the assay time.
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Table 6.3: Summary of the FNMC system sensitivity to mass-diversion scenarios.

Number of UO2

pins removed
Mass defect

[%]
D σD RD σRD #σ

Diversion
detected
>95 % CI

60 second assay time

Full assembly 0.00 17.32 0.69 0 0.098 0 N/A
1 3.13 16.70 0.68 -0.036 0.096 0.373 No
2 6.25 16.47 0.68 -0.049 0.095 0.520 No
4 12.50 16.44 0.69 -0.051 0.094 0.540 No
8 25.00 16.11 0.67 -0.070 0.093 0.754 No
12 37.50 15.43 0.66 -0.109 0.090 1.215 No
16 50.00 13.68 0.62 -0.210 0.083 2.548 Yes

180 second assay time

Full assembly 0.00 16.67 0.23 0 0.032 0 N/A
1 3.13 16.73 0.23 0.003 0.032 0.103 No
2 6.25 16.23 0.22 -0.026 0.031 0.837 No
4 12.50 16.16 0.22 -0.031 0.031 0.976 No
8 25.00 15.65 0.22 -0.061 0.031 2.011 Yes
12 37.50 15.50 0.22 -0.071 0.030 2.325 Yes
16 50.00 13.42 0.20 -0.195 0.027 7.318 Yes

300 second assay time

Full assembly 0.00 16.84 0.14 0 0.019 0 N/A
1 3.13 16.79 0.14 -0.003 0.019 0.142 No
2 6.25 16.55 0.14 -0.017 0.019 0.888 No
4 12.50 16.12 0.13 -0.043 0.019 2.289 Yes
8 25.00 15.97 0.13 -0.051 0.019 2.765 Yes
12 37.50 15.45 0.13 -0.083 0.018 4.549 Yes
16 50.00 13.48 0.12 -0.200 0.016 12.16 Yes

6.4 Simulation Studies of Mass Diversion Scenarios in Fresh Fuel

Assemblies

MCNPX-PoliMi simulations were performed to compare the performance of an FNMC

system relative to the currently-deployed 3He-based system. The Uranium Neutron Collar

UNCL is a 3He-based system specifically designed to assay fuel assemblies for international

safeguards applications; the UNCL system has been used in the field for decades. The

UNCL consists of an array of 18 3He gas proportional counters embedded in polyethylene

112



(1 cm diamter, 4 atm). The 3He tubes are arranged in three detection slabs surrounding a

rectangular cavity designed to contain the fuel assembly of interest. The fourth slab contains

the AmLi interrogation source, which is also embedded in polyethylene. The system also

include removable cadmium sheets of 0.5 mm thickness in front of all four slabs, and are

designed to mitigate any excess thermal neutron-induced fissions from neutrons scattering

and reentering the assembly from the polyethylene. Figure 6.11 shows an image of the UNCL

system along with a detailed MCNP model used for the benchmark simulations.

Figure 6.11: An image of the UNCL system (a), and the benchmarked MCNP simulation
model (b).

Benchmark simulations of the UNCL system have been validated in many previous works

for a wide range of different types of fuel assembly. As part of the Defense Nuclear Non-

proliferation Neutron Rodeo Project [44, 75], the benchmark simulated data of the UNCL

system for assaying 17x17 fresh fuel assemblies for pressurized water reactors (PWR) were

provided as a baseline to compare alternative detector technologies. A comprehensive study

on the potential improvements and limitations of using organic scintillators can be found in

[75]; the results in this section focuses specifically on the mass defect sensitivity study.

The simulated AmLi spectrum was referenced from the experimentally-measured sources

[76], where (α,n) reactions on the oxygen atoms are considered. Figure 6.12 shows the input

spectrum of the AmLi interrogation source used in all simulation studies in this work, along

with the thermalized spectrum (through 2.54 cm polyethylene) entering the fuel assembly.
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Figure 6.12: Simulated input energy spectrum for the AmLi interrogation source, and the
outgoing thermalized spectrum through 2.54 cm of polyethylene moderating material.

6.4.1 Simulated Fresh Fuel Assemblies

The full assembly with no diverted mass was a 17x17 fresh fuel assembly with 264 low-

enriched uranium (LEU) fuel pins (4 % enriched) and 25 non-fuel pins yielding a 235U linear

density of 51.9 g/cm. The simulated mass diversion scenarios were performed by replacing

the LEU fuel pins with depleted uranium (DU) fuel pins, which reflected a mass defect

percentage of approximately 3 % to 15 % relative to the 235U linear density of the full

assembly. Figure 6.13 shows the simulated fuel assemblies for the full and diverted cases.

Table 6.4 summarizes all simulated fuel assemblies.

6.4.2 Simulated Active-mode Fast-Neutron Multiplicity Counter based on trans-

stilbene Detectors

The simulated FNMC system for assaying the PWR fresh fuel assemblies was designed

based on the form factor of the UNCL system, and included three detector panels along with
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Figure 6.13: Simulated 17x17 PWR fresh fuel assembly showing the full assembly (a), and
the diverted assemblies (b-f) where the LEU fuel pins are replaced with DU fuel pins.

a fourth panel containing the AmLi interrogation source. Each detector panel contained 10

5.08 Ø cm x 5.08 cm trans-stilbene detectors for a total of 30 detectors. Figure 6.14 shows

the MCNP simulation model of the FNMC system.

All simulations were run with time dependent source definitions to match the assumed

activity of the AmLi interrogation source (50,000 n/s); the if on 233U and 235U from 238U

sf neutrons were assumed to be constant for all assemblies and negligible relative to the

induced fission rate of the thermal AmLi neutrons. The mass diversion sensitivity analysis

was performed similarly to the method used for the experimental data in the previous section,

where the relative deviation in the measured neutron doubles rate from the full assembly was

used according to Eqs. (6.1) and (6.2). The simulated neutron doubles rate was extracted

with MSR gate-generation method using Eq. (4.15) with a time gate width of 100 ns and a
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Figure 6.14: MCNP simulation model of the FNMC system consisting of 30 5.08 Ø cm
x 5.08 cm trans-stilbene detectors and an AmLi interrogation neutron source embedded in
polyethylene. Cadmium sheets of 0.5 mm thickness are placed in front of all detector and
AmLi source panels.

long delay of 1000 ns. The significance of the observed relative deviation was again calculated

using Eq. (6.3). An assumed systematic uncertainty of 2 % was implemented for both the

UNCL and the FNMC system and was summed in quadrature with the statistical counting

uncertainty. The analysis was performed for an assay time of both 600 and 1800 seconds.

6.5 Simulation Results: Comparison of the UNCL and the FNMC

system

Figures 6.15 and 6.16 show a direct comparison of the sensitivity results for an assay

time of 600 and 1800 seconds, respectively. Table 6.4 and 6.5 show a detailed summary of

the sensitivity results shown in Figures 6.15 and 6.16.

The UNCL system is able to detect a mass diversion of 32 fuel pins with > 95 % confi-

dence, while the FNMC system can detect a mass diversion of 16 fuel pins > 95 % confidence

for an assay time of 600 seconds. The relative deviations observed in the neutron doubles

rate for the diverted scenarios are quite similar for both the UNCL and FNMC system, how-

ever the lower uncertainty given by the FNMC system yields higher confidence for declaring

a diversion. When the assay time is increased to 1800 seconds, we see that the UNCL is
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Figure 6.15: Sensitivity analysis of the simulated mass diversion scenarios for the UNCL
system and the FNMC system with an assay time of 600 seconds.

now able to detect a mass diversion of 24 fuel pins with > 95 % confidence, mainly due to

the increased counting statistics reflecting a lower uncertainty on the relative deviation. The

results for the FNMC system using an assay time of 1800 seconds are very similar to the

600 second assay; a slight increase in the diversion significance values are observed due to

the increased counting statistics.

The incremental improvement seen in the sensitivity of the FNMC system when compar-

ing the results from 600 and 1800 second assay times demonstrates that the system does not

benefit from longer assay times; this result is supported by the diminishing improvement on

the precision of the neutron doubles rate shown in Figure 6.10. Furthermore, the assumed

2 % systematic uncertainty begins to dominate the uncertainty in the relative deviation as

the assay time increases. On the other hand, the UNCL system benefits significantly from

the longer assay time demonstrating that the UNCL system (i.e., any capture-based system)
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Figure 6.16: Sensitivity analysis of the simulated mass diversion scenarios for the UNCL
system and the FNMC system with an assay time of 1800 seconds.

requires much longer assay times to reach the same level of precision as an FNMC system.

6.6 Conclusions

This work characterizes the FNMC system to implement active NDA for detecting mass-

diversion scenarios. The FNMC system utilized two AmLi interrogation neutron sources to

induce fissions in UO2 pins, arranged in a fuel bundle type geometry. The experimental

results shows that the FNMC system is able to detect (with > 95 % CI) a 50.00 % mass

removal for a 60-second assay, and down to 12.50 % mass removal for a 300-second assay.

The sensitivity study for mass-diversion scenarios was extended using MCNPX-PoliMi simu-

lations, where simulated results of an FNMC system was directly compared to benchmarked

simulations of the currently-deployed UNCL capture-based system. The simulated results

show that the FNMC system is more sensitive to mass-diversion scenarios compared to the
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Table 6.4: Summary of the sensitivity analysis for mass diversion scenarios with an assay
time of 600 seconds

Number of
replaced DU

pins

235U LD
[g/cm]

RD
[%]

σRD
[%]

#σ
Diversion

detected with
>95 % CI

UNCL

Full assembly 51.9 0 3.8 0 N/A
8 50.4 -1.7 3.8 0.5 No
16 48.9 -4.5 3.8 1.2 No
24 47.4 -7.3 3.8 1.9 No
32 45.9 -11.2 3.9 2.9 Yes
40 44.4 -13.5 3.9 3.5 Yes

FNMC

Full assembly 51.9 0 2.8 0 N/A
8 50.4 -3.8 2.8 1.7 No

16 48.9 -6.5 2.8 2.9 Yes
24 47.4 -9.0 2.8 4.1 Yes
32 45.9 -12.8 2.8 5.8 Yes
40 44.4 -15.3 2.8 6.9 Yes

Table 6.5: Summary of the sensitivity analysis for mass diversion scenarios with an assay
time of 1800 seconds

Number of
replaced DU

pins

235U LD
[g/cm]

RD
[%]

σRD
[%]

#σ
Diversion

detected with
>95 % CI

UNCL
Full assembly 51.9 0 2.8 0 N/A

8 50.4 -1.7 2.8 0.6 No
16 48.9 -4.5 2.8 1.6 No
24 47.4 -7.3 2.8 2.6 Yes
32 45.9 -11.2 2.8 4.0 Yes
40 44.4 -13.5 2.8 4.8 Yes

FNMC
Full assembly 51.9 0 2.2 0 N/A

8 50.4 -3.8 2.2 1.8 No
16 48.9 -6.5 2.2 3.0 Yes
24 47.4 -9.0 2.2 4.2 Yes
32 45.9 -12.8 2.2 5.9 Yes
40 44.4 -15.3 2.2 7.1 Yes
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UNCL system given a fixed acquisition time.
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CHAPTER VII

Neutron-Neutron Energy-Angle Correlations versus

Leakage Multiplication

This chapter summarizes the techniques and results for extracting energy-angle corre-

lations as a function of the SNM assembly leakage multiplication. I analyze the PANN

data from the passive neutron multiplicity measurement in Chapter V specifically to ob-

serve neutron-neutron angular and energy-angle correlations by looking at the frequency

of neutron-neutron coincidences for detector pairs exhibiting different angles. This work is

taken from my journal article titled “Prompt fission neutron anisotropy in low-multiplying

subcritical plutonium metal assemblies“ published in Nuclear Instruments and Methods in

Physics Research Section A [77].

7.1 Introduction and Motivation

Robust characterization of the neutron multiplication of unknown assemblies of SNM

is an important aspect of nuclear safeguards and nonproliferation applications. The neu-

tron multiplication, defined as the expected total additional neutrons generated by a single

initiating neutron [28], is an important physical property for fuel and weapons use. An

assembly of SNM will undergo self-propagating fission chain reactions initiated by a source

of incident neutrons, and will exhibit a multiplication of greater than one. In contrast,
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neutron sources that do not have self-sustained fission chain reactions (e.g. 252Cf, AmBe,

PuBe, etc.) will have a multiplication that is equal to one. Thus, an accurate estimate of

the multiplication can be used to identify typical SNM such as weapons-grade plutonium

or highly enriched uranium. There are several well-established techniques for measuring the

multiplication of an unknown SNM assembly, such as neutron multiplicity counting [16, 17]

and Feynman-Y analysis [30]. These techniques typically rely on an array of 3He thermal

neutron detectors embedded in moderating material (e.g. polyethylene). Previous work

has shown that using organic scintillators to directly detect the unmoderated fast neutrons

can improve the measurement precision in the context of these well-established techniques

[43, 78]; however, organic scintillators enable additional capabilities unavailable to 3He based

systems. An array of organic scintillators is sensitive to the initial energy and direction of the

emitted neutrons due to the absence of moderation material between the source and detec-

tors. Neutron-neutron angular distributions [21–27, 79] can be measured by quantifying the

frequency of neutron-neutron coincidences observed from detector pairs placed at different

angles with respect to the source. This technique has been used extensively to study the well-

known anisotropic emission of prompt fission neutrons for single spontaneous fission events

from 252Cf [21–25] and 240Pu [26, 27]; results from these studies show that neutrons from

the same fission event are correlated in angle. The study of how this anisotropy changes in

the propagated fission chains of highly multiplying subcritical assemblies was demonstrated

by J.M. Mueller et al. [79]. However, no measured data exist that characterize the neutron

anisotropy for subcritical assemblies as a function of the multiplication. The experiment and

analysis performed in this work aimed to measure the neutron-neutron angular distribution

and characterize the neutron anisotropy from low-multiplying plutonium metal assemblies.

The measured neutron-neutron angular distribution was also analyzed at varying low-energy

detection thresholds to characterize the change in the neutron anisotropy as a function of

the minimum observable neutron energy.
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7.2 Description of Plutonium Metal Assemblies

Neutron coincidence counting measurements of plutonium metal assemblies were per-

formed at the Zero Power Physics Reactor (ZPPR) at Idaho National Laboratory (INL)

[70]. Each plutonium metal plate, hereafter referred to as PANN, had a total plutonium

mass of 103.9 g with 95% 239Pu content by mass; Table 7.1 shows the isotopic composition

for a single plate aged to the date of the experiment, August 2015. A single PANN plate

emits approximately 5.13 x 103 neutrons per second; neutrons from (α,n) reactions were

negligible.

Table 7.1: The isotopic composition of a single PANN plate. Isotope mass is corrected for
decay, and the mass uncertainty was calculated using the known uncertainty in the half-life
of each isotope

Isotope Mass [g]
238Pu 0.00023(6)
239Pu 98.89(2)
240Pu 4.70(1)
241Pu 0.04(1)
242Pu <0.009
241Am 0.23(1)
Al 1.16
Total Pu 103.87

The dimensions of a single plate are 7.62 cm by 5.08 cm, with a 0.3175 cm thickness. The

active plutonium metal core is contained in a thin layer of 304 L stainless steel cladding. The

density of each plate was estimated to be 15.09 g/cm3, based on the PANN element geometry

[80]. For subcritical assemblies, the main loss mechanism for neutrons is the leakage out of

the assembly. Thus, the multiplicative property for these types of assemblies is typically

described by the leakage multiplication, defined as the expected total additional neutrons

that are created and leak (escape) the assembly from a single initiation neutron [28]. The

leakage multiplication was estimated using MCNPX-PoliMi simulations [58]. The neutron

source term for these simulations was assumed to be purely from spontaneous fission of

240Pu. The leakage multiplication, ML (assuming the probability for non-fission captures is
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low) for each assembly was calculated using

ML = MTpL, (7.1)

where pL is the leakage probability out of the assembly, and MT is the total multiplication.

Ten different configurations were measured, ranging from a single-plate configuration to a

19-plate configuration yielding a mass range of 104 g to approximately 2 kg and a leakage

multiplication range from 1.0722(3) to 1.6006(4). The leakage multiplication were estimated

using MCNPX-PoliMi simulations of the measured configurations. Table 7.2 summarizes the

total mass and leakage multiplication of the ten measured assemblies.

Table 7.2: The total plutonium mass and simulated leakage multiplication of the measured
plutonium metal assemblies.

Assembly ID Number of Plates Total Pu Mass [g]
Total
Multiplication

Leakage
Multiplication

PANN1 1 103.87 1.1068(3) 1.0722(3)
PANN3 3 311.61 1.2482(4) 1.1674(3)
PANN5 5 519.35 1.3660(4) 1.2466(4)
PANN7 7 727.09 1.4694(4) 1.3161(4)
PANN9 9 934.83 1.5604(4) 1.3772(4)
PANN11 11 1142.6 1.6421(4) 1.4320(4)
PANN13 13 1350.3 1.7158(5) 1.4814(4)
PANN15 15 1558.1 1.7804(5) 1.5247(4)
PANN17 17 1765.8 1.8402(5) 1.5649(4)
PANN19 19 1973.5 1.8936(5) 1.6006(4)

Figure 7.1 shows the fraction of leaked neutrons (out of the assembly that are then

available for detection) that originate from spontaneous and induced fissions as a function

of the number of plates in the configuration.

7.3 Experimental Methods and Detector Setup

The detection system consisted of 16 organic scintillator detectors of two different types;

eight 7.62 Ø cm by 7.62 cm EJ-309 liquid organic scintillators and eight 5.08 Ø cm by 5.08
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Figure 7.1: MCNP simulation of the fraction of leaked neutrons that originate from spon-
taneous and induced fissions. Error bars are smaller than the symbol.

cm stilbene crystals, hereafter referred to as EJ and SB, respectively. The detectors were

configured in a cylindrical array surrounding the PANN assemblies; the experimental setup

is shown in Figure 7.2. All detectors were placed 22.4 cm from the center of the array and

were arranged such that no detectors of the same type were adjacent to one another. Lead

shielding (1.2 cm) was placed in front of all detectors to attenuate the strong gamma-ray

emissions, primarily from the 241Am content in the PANN plates. Full waveforms (within a

416 ns window) from each detector were acquired using a CAEN 16-channel V1730 digitizer,

which has a 14-bit resolution, 500 Msps sampling rate, and a 0-2 V dynamic range. The

data was transferred through a fiber optic cable that can transfer up to 60 MBs/s with

no losses from dead time. Raw waveforms were processed offline, and all waveforms with

pulses that either exceeded the dynamic range (i.e. clipped pulses) or had multiple pulses

within the same window (i.e. piled-up pulses) were removed. The remainders of the well-

separated waveforms were then processed to extract three quantities; a short-gate integral

(i.e. tail integral), a long-gate integral (i.e. total integral), and the trigger timestamp.
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137Cs calibration measurements were performed to ensure detector response uniformity. The

voltage bias on each detector was set such that the 137Cs Compton edge (0.478 MeV) was

located at 0.4 V, which corresponds to a maximum light output of 2.4 MeVee for a 2 V

dynamic range.

Figure 7.2: Experimental setup for measuring neutron-neutron coincidences from pluto-
nium metal assemblies. The assemblies were placed in the center of the detection system
array inside an aluminum holder. 1.2 cm of lead shielding was placed in front of all detectors.

7.3.1 Pulse-Shape Discrimination

The organic scintillator detectors used in this experiment are sensitive to both fast neu-

trons and gamma rays. A pulse-shape discrimination (PSD) technique based on charge

integration was performed to distinguish the neutron from the gamma-ray events, where the

charge collected in the tail region of the pulse is compared to the total collected charge [56].

The start of the tail integral was optimized for each detector type; starting a tail integral

window 24 ns past the pulse peak achieved the best PSD performance for both EJ and SB

detectors [70]. The discrimination line that separates neutron and gamma-ray events was
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optimized using an iterative algorithm outlined in [57]. Figure 7.3 and 7.4 shows a represen-

tative PSD scatter plot for an EJ and SB detector, respectively, showing two distinct regions

for neutron and gamma-ray induced pulses.

Figure 7.3: Measured pulse tail to the total integral distribution from a single PANN plate
measured with an EJ-309 detector as a function of the light output. The white discrimination
line separates neutron events (top cluster) and gamma-ray events (bottom cluster).

7.3.2 Light-Output Functions for Low-Energy Detection Thresholds

A variety of low-energy detection thresholds were applied to observe neutron coincidences

of higher energy. Because two different types of organic scintillator detectors were used in this

experiment, the detection thresholds were expressed in terms of neutron energy (MeV) due

to the different amount of light produced by an EJ and SB; the light output depends on the

detector composition and volume, the particle type, and the amount of deposited energy [40,

41]. Gamma rays primarily interact in the organic scintillators through Compton scattering

on electrons, and the light produced has a linear 1:1 relationship for the observable energy

range (0.478 MeV gamma-ray energy deposition = 0.478 MeVee ). The signal produced
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Figure 7.4: Measured pulse tail to the total integral distribution from a single PANN plate
measured with a stilbene detector as a function of the light output. The white discrimination
line separates neutron events (top cluster) and gamma-ray events (bottom cluster).

by neutrons is primarily attributed to elastic scattering on hydrogen nuclei (i.e. protons),

which results in a non-linear relationship where much less light is produced for a given energy

deposition [40, 41, 54]. A semi-empirical neutron response function based on Birks function

was used to convert the neutron-equivalent energy (assuming all the deposited energy was

transferred in a single elastic scatter on a recoil proton) to light units for both EJ and SB

detectors, and has the form

L(E) =

∫
a

1 + b
(
dE
dx

)
dE

, (7.2)

with

a =


1.630 for SB

1.903 for EJ

, b =


27.83 for SB

26.03 for EJ

(7.3)

where L(E) is the light output in MeVee, dE
dx

is the recoil particle stopping power of the

detector material, and a and b are fitted parameters [54, 81]. In Eq. (7.2)- (7.3), the parameter

128



a relates to the scintillation efficiency, while the parameter b is related to the ionization

density and quenching effects and is a function of the material [40, 41]. Figure 8.4 shows

the relationship between the deposited neutron energy and the light output for EJ and SB

detectors using the semi-empirical detector response model above.

Figure 7.5: Light output response functions for the EJ and SB detectors used to calculate
the low-energy detection thresholds in neutron-equivalent energy.

7.3.3 Pulse Timing

The timestamp is required to process time-correlated pulses within a prescribed coinci-

dence window, and is calculated using a DCFD technique, with a CFD fraction of 0.5 relative

to the pulse height. Neutron and gamma-ray events were separated for each detector, and

a list-mode dataset of all time-tagged neutron events from all detectors was created. The

measured timing resolution between detector pairs was less than two nanoseconds at the

full-width half-maximum.
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7.4 Data Analysis

There are a total of 120 unique detector pairs in this experimental setup, where each

pair can consist of two EJs, two SBs, or one EJ and one SB detectors. These 120 detector

pairs can be categorized into nine groups that exhibit similar angles (within ± 1◦). The

angles and their respective geometric uncertainties were calculated by taking the average of

the maximum and minimum angles that could be formed considering the diameter of the

detectors within the pair. Table 7.3 summarizes the nine angle groups and the number of

detector pairs in each group.

Table 7.3: Summary of the angle groups, the number of pairs in each group, and the
combination of detector types.

Angle [◦] Unc. in Angle [±◦] Number of Pairs N Combination

25.96 15.18 8 EJ-SB
45.65 15.57 16 EJ-SB
51.67 15.14 16 EJ-EJ + SB-SB
85.63 9.30 16 EJ-EJ + SB-SB
92.81 14.69 16 EJ-SB
127.64 13.59 16 EJ-SB
136.09 14.97 16 EJ-EJ + SB-SB
152.91 12.74 8 EJ-EJ + SB-SB
170.45 9.55 8 EJ-SB

Neutron-neutron coincidences within a 100 ns time window were extracted for each pair;

figure 7.6 shows the relative time differences of neutron-neutron coincidences from all 120

detector pairs for the single-plate case.

The distributions shown in Figure 5 were separated by their respective angle groups,

and the integral of the separated distributions yielded the neutron-neutron coincidence rate

observed at a given angle. However, the relative source-to-detector solid angle for a detector

pair is dependent on what combination of detectors it is made up of (i.e. EJ-EJ, EJ-SB or

SB-EJ, and SB-SB pairs) as the EJ and SB detectors had different diameters. The neutron-

neutron coincidence rates for each pair were corrected by the singles count rates of the two

detectors in the pair to eliminate inconsistencies in source-to-detector solid angle as well
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Figure 7.6: Relative time difference between neutron-neutron coincidences from all pairs
of detectors for three different low-energy detection thresholds for the single-plate case.

as detector efficiency uniformity as suggested in [79]. This allows for a corrected quantity

for the detected coincidences independent of which detectors the pairs are made up of, and

is particularly important when quantifying the coincidences from detectors of two different

dimensions. The singles-corrected neutron-neutron coincidences (i.e., relative coincidences)

observed by a pair are calculated using Eq. (4.20). The relative coincidences for each pair

are then sorted by their respective angle group, and the average for each angle group is

calculated using Eq. (4.21). Figure 7.7 shows the full integral-normalized neutron-neutron

angular distribution for the single-plate PANN1 case (i.e. the most anisotropic case) at three

different low-energy thresholds.

Figure 7.7 shows more neutron coincidences at the low- and high-angles (≈ 0◦ and ≈

180◦) relative to those at 90◦. A significant fraction of the coincidences observed at lower

angles (< 45◦) are attributed to neutron cross-talk effects [12], thus we use the coincidences at

approx. 90◦ and approx. 180◦ to quantify a comparative metric for the observed anisotropy.

The neutron anisotropy is quantified by taking the ratio of relative coincidences at 180◦ and
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Figure 7.7: Full neutron-neutron angular distribution for the PANN1 configuration at three
different low-energy detection thresholds. 2-std. statistical error bars shown.

90◦ using Eq. (4.22).

7.5 Results and Discussion

The measured neutron anisotropy as a function of the assembly leakage multiplication is

shown in Figure 7.8 for the three low-energy detection thresholds. The results in Figure 7.8

demonstrate that the neutron-neutron coincidences appear more isotropic as the multiplica-

tion of the assembly increases, due to the weakening of the angular correlation as the fission

chain lengths become longer. Although there is insufficient data in this work to conclude the

behavior at higher multiplication, simulations performed in [79] suggest that this behavior

asymptotically approaches unity.

Figure 7.9 shows the measured neutron anisotropy as a function of the low-energy detec-

tion threshold for all ten configurations. The measured neutron anisotropy increases as the

detection threshold increases, demonstrating that neutron energy and anisotropy are posi-
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Figure 7.8: Measured neutron anisotropy as a function of the assembly leakage multiplica-
tion showing a monotonically decreasing trend. 2-std. statistical error bars shown.

tively correlated as shown in many previous studies for non-multiplying point fission sources

[21–27].

7.6 Sources of Error

Organic scintillators will inevitably misclassify some particles: neutrons will be classified

as gamma rays and vice versa. Therefore, these neutron-tagged gamma rays were included

in the analysis for extracting the neutron coincidences and thus may lead to some spurious

additional counts. However, we expect the contribution from misclassified gamma rays in the

full angular distribution to be independent of the detection angle [82]. Thus, the effect on the

neutron-neutron coincidences due to particle misclassification are expected to be relatively

constant at 180◦ and 90◦. The rate of misclassified neutrons (i.e. neutrons classified as

gamma-rays) was calculated to be 8.64 x 10-4 and 8.42 x 10-4 per detection for the EJ and

SB detectors, respectively.
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Figure 7.9: Measured neutron anisotropy as a function of low-energy detection threshold
showing a positive correlation between anisotropy and neutron energy. 2-std. statistical
error bars shown.

Another system effect that may result in spurious additional counts is neutron cross-talk,

where a single neutron can scatter into and induce counts in multiple detectors. Previous

work has shown that neutron cross-talk effects in organic scintillators are strongly dependent

on the relative solid angle between detector pairs as well as the detection threshold [26, 69].

From these works, we expect to see 1) higher neutron cross-talk effects for low-angle detector

pairs relative to those at higher angles and 2) less neutron cross-talk effects overall as the

detection threshold increases. Neutron cross-talk counts were quantified in simulations by

M.J. Marcath et al. [12] for a similar array of organic scintillators and detection thresholds

and shows that the cross-talk counts are comparable at 180◦ and 90◦ (slightly more counts at

90◦). The systematic error introduced by neutron cross-talk effects would cause, in principle,

the observed angular distribution appears more isotropic; however, we expect this error to

have a lesser effect at higher detection thresholds.
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7.7 Summary and Conclusions

This work experimentally characterized the neutron anisotropy for low-multiplying sub-

critical plutonium metal assemblies. The neutron anisotropy was quantified using the ratio

of relative neutron-neutron coincidences at approx. 180◦ to those observed at 90◦ for assem-

blies that exhibited a leakage multiplication between 1.0722 and 1.6006. The dependence

of the observed anisotropy on the detection threshold was also characterized and suggests

that the positive correlation between neutron anisotropy and energy is propagated through

fission chain reactions, but is less prominent as the fission chain lengths increase. Overall,

the results are consistent with the postulated outcomes from previous works.

The results presented in this work could have potential use in nuclear safeguards appli-

cations, where the goal is to deliver a robust characterization of unknown special nuclear

material. The prompt fission neutron anisotropy provides a characteristic signature that is

closely related to the fission chain dynamics in assemblies of special nuclear material. There-

fore, the use of the prompt fission neutron anisotropy to characterize assemblies of special

nuclear material can provide an independent evaluation of the multiplicative properties com-

plementary to the currently-implemented techniques including neutron multiplicity counting

and Feynman-Y analysis.

Further investigation on the prompt fission neutron anisotropy is necessary for assemblies

that have non-fissile surrounding material (e.g. shielding, reflectors, etc.). The presence of

these types of material could modulate the expected neutron anisotropy through scatters,

or reflect neutrons back into the assembly inducing more fission chains. This would result

in an inaccurate representation of the multiplication.

135



CHAPTER VIII

Neutron-Neutron Energy-Angle Correlations versus

α-ratio

This chapter summarizes the results from an experimental campaign at Los Alamos

National Laboratory using an FNMC system consisting of 24 5.08 Ø cm x 5.08 cm trans-

stilbene scintillators. The experiment was designed to measure neutron-neutron angular

and energy-angle correlations for small plutonium samples with similar 240Pueff masses and

leakage multiplication, but varying α-ratios due to the different low-z impurity contained in

each sample. This work is taken from my journal article submission titled “Neutron-neutron

angular and energy-angle correlations of plutonium samples with varying α-ratio“ submitted

to Nuclear Instruments and Methods in Physics Research Section A[83].

8.1 Introduction and Motivation

The primary objective of nuclear safeguards is to deter the nonpeaceful uses of nuclear

materials and technology through early detection of misused SNM or associated technology.

International safeguards are typically implemented by international inspectorates (e.g., the

IAEA), and are performed through a declaration-verification protocol between the inspec-

torate and the state under the safeguards agreement. MCA is a subset of nuclear safeguards,

which focuses on accounting for all SNM in a declared facility. The ability to characterize
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physical properties pertinent to SNM is significant to accurately quantify the amount of

fissile material. Relevant physical properties include the fissile mass, leakage multiplica-

tion, and the α-ratio, defined as the ratio of neutrons from non-fission events (typically

(α,n) reactions) to those from spontaneous fission events. Current techniques typically use

capture-based neutron detectors (e.g., 3He proportional counters) to observe the emitted

neutron multiplicity distribution to infer the three physical properties; these techniques are

commonly referred to as neutron multiplicity counting techniques [16, 17].

Recent research efforts have used scatter-based organic scintillators to directly observe

the fast, unmoderated fission neutrons emitted from the SNM to improve measurement pre-

cision in the context of neutron multiplicity counting [43, 78]. In addition to the benefits

of not having any intervening moderating material, these organic scintillator-based systems

have the added capability of retaining additional information unavailable to thermal-energy

capture-based systems. Mainly, organic scintillator-based systems are sensitive to a portion

of the emitted neutron multiplicity, angular, and energy distributions, and have been used

extensively to investigate correlated signatures such as neutron-neutron (n-n) angular dis-

tributions in single-fission events [21–27] and induced-fission chains [77, 79], as well as (n-n)

energy-angle correlations [23–27].

A previous technique proposed by J.M. Verbeke et al. utilizes organic scintillators to

determine the α-ratio by exploiting the difference in the fast neutron energy spectrum of

fission neutrons and (α,n) neutrons, demonstrating how the energy sensitivity of organic

scintillators can be used for spectral analysis [84]. The technique proposed by L. Holewa et

al. describes how organic scintillators can be used to measure (n-n) angular distributions

to estimate the α-ratio given high-fidelity a priori Monte Carlo simulations [85]. These

techniques show how organic scintillators can use additional information other than the

neutron multiplicity to characterize SNM, however; these techniques use the information

(energy and angular) independently rather than in unison of one another.

This work presents experimental results of (n-n) angular distributions of plutonium sam-
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ples with similar fissile mass and leakage multiplication, but with α-ratio that ranges from

1.6 to 11.5. The results show that observed (n-n) correlations transition away from a true

(n-n) fission coincidences to cross talk-induced coincidences associated with a single (α,n)

neutron with increasing -ratio.

There has been extensive previous experimental work that aimed to measure the (n-n)

angular distribution [21–27, 77, 79]. From these results, one can conclude that:

1. (n-n) coincidences are anisotropic when observing correlated neutrons from single-

fission events. [21–27]. This observed anisotropy is due to the kinematic boost received

by the neutrons from the fission fragments travelling in opposing directions. There-

fore, the (n-n) angular distribution shows a minimum at 90◦, with more coincidences

appearing at lower (→0◦) and higher (→180◦) angles.

2. (n-n) coincidences appear more anisotropic when observing higher-energy correlated

neutrons from single-fission events. [23–27].

3. The anisotropy is characteristic to the spontaneously fissioning element. That is, the

anisotropy observed in single-fission events from 252Cf is different than the anisotropy

observed in single-fission events from 240Pu [23, 26, 27].

4. (n-n) coincidences appear more isotropic as the average fission-chain length (and in

turn, the leakage multiplication) within the SNM increases [77, 79]. The diminish-

ing anisotropy is attributed to the weakening of the angular correlation between the

initiating neutron and all subsequent induced-fission neutrons.

5. Neutron cross-talk effects, where a single neutron deposits energy (above the detection

threshold) in multiple detectors causing spurious coincidences, is an inherent systematic

effect in an array of organic scintillators and will modulate the true emitted (n-n)

angular correlation. The magnitude of neutron cross-talk effects is dependent on the

detection threshold and the relative solid angle between pairs of detectors.
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In the ideal case with no systematic effects (i.e., at emission), the singly emitted (α,n)

neutron is uncorrelated in time with the multiple-emitted fission neutrons and therefore the

observed (n-n) angular correlations are expected to diminish as the contribution of (α,n)

neutrons increase. Considering the neutron cross-talk effect, we must address the fact that

spurious (n-n) correlations may be observed that are purely an artifact of the detection

system used. That is, (n-n) correlations can be observed from an (α,n) neutron that has

been correlated with itself, in particular when the detector pairs are in close proximity to

one another. Of course, fission neutrons may also undergo neutron cross-talk events and will

similarly cause an increase in the observed (n-n) correlations compared to what was truly

emitted. In summary, the (n-n) correlations that are observed in this work can arise from

1. True (n-n) correlations from two fission neutrons

2. Cross-talk (n-n) correlations from a single fission neutron

3. Cross-talk (n-n) correlations from a single (α,n) neutron

This work investigates the dependence of the observed (n-n) angular and energy-angle cor-

relations for Pu-bearing samples with varying α-ratio. Specifically, this experiment aims to

isolate the contribution to the observed (n-n) correlations from the fission neutrons, while

varying the contribution from (α,n) neutrons. We expect that that the observed (n-n) an-

gle and energy-angle correlations transition away from contributions from fission neutrons

(cross-talk and true) to contributions from (α,n) neutron (cross-talk only).

8.2 Experiment at Los Alamos National Laboratory

8.2.1 Description of Measured Special Nuclear Material

The plutonium samples (94% 239Pu by weight) used for this experiment had similar total

mass and leakage multiplication, but varying α-ratio due to the different types of impurities.

Table 8.1 summarizes the four plutonium samples that were measured, and includes the

139



estimated 240Pueff mass, leakage multiplication, and α-ratio given by an independent neutron

multiplicity measurement using an Epithermal Neutron Multiplicity Counter (ENMC) [86].

A 252Cf spontaneous fission source was also measured to optimize parameters used in post-

processing.

Table 8.1: A summary of the measured plutonium samples with estimated physical prop-
erties from an independent neutron multiplicity measurement using an ENMC.

Samples
Declared
240Pueff

Mass [g]

Estimated 240Pueff

Mass from ENMC [g]

Estimated
Leakage
Multiplication
from ENMC

Estimated α-ratio
from ENMC

252Cf — — — —
PuO2 9.964 9.929 ± 0.068 1.010 ± 0.001 1.583 ± 0.017
Pu + Si 10.068 9.847 ± 0.086 1.007 ± 0.001 2.632 ± 0.030
Pu + Al 9.968 10.052 ± 0.176 1.007 ± 0.001 6.448 ± 0.125
Pu + Mg 9.968 10.451 ± 0.310 1.008 ± 0.001 11.498± 0.361

Each plutonium sample was encapsulated in a small disk-like containment that was ap-

proximately 5.72 cm diameter X 5.08 cm. Given the similar total mass and leakage multipli-

cation, any observable differences among the samples are attributed to the varying contri-

bution of neutrons from (α,n) reactions. Table 8.2 summarizes the average relative neutron

yield for the (α,n) reaction on each type of impurity contained in the samples [13].

Table 8.2: Neutron yield and average neutron energy for (α,n) reactions on various impu-
rities.

Impurity
(natural
isotopic
composition)

Neutron yield per 10ˆ6
5.2 MeV a-particles
(Pu average)

Average neutron energy
for 5.2 MeV
a-particles [MeV]

O 0.059 ± 0.002 1.9
Si 0.076 ± 0.003 1.2
Al 0.41 ± 0.01 1.0
Mg 0.89 ± 0.02 2.7
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8.2.2 Description of Trans-stilbene Fast-Neutron Multiplicity Counting System

The detection system consisted of a cylindrical array of 24 - 5.08 cm Ø x 5.08 cm trans-

stilbene scintillators (hereafter referred to as stilbene) arranged in three rows of eight detec-

tors creating a cavity with a diameter of 27.54 cm. A cylindrical lead shield of approximately

1 cm thickness was used to surround each sample to mitigate the relatively high emission

of low-energy photons. Each sample was placed on an aluminum source holder, and was

centered both radially and vertically. Figure 8.1 shows an image of the experimental setup.

The full-waveforms (within a 288 ns window) from each of the 24 detectors were digitized

Figure 8.1: Experimental setup using 24 5.08 Ø cm x 5.08 cm stilbene detectors arranged in
a cylindrical array surrounding the plutonium sample. Lead shielding was used to attenuate
low-energy gamma rays. The detector array had a 27.54 cm diameter cavity, with each
detector placed 13.77 cm from the center.

using two CAEN V1730 waveform digitizers (16 channels, 500 MHz sampling rate, 14-bit

resolution, 2-V dynamic range). The data was transferred using two optical links with a

combined maximum data transfer rate of 110 Mb/s with negligible loss. The time of de-

tected events was determined with the CAEN built-in digital constant fraction discrimination

algorithm (attenuation factor of 75% and a delay of 6 ns) [50]. Raw waveforms were post-

processed offline, where waveforms that exceeded the dynamic range or that exhibited a
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pile-up event were removed. Subsequently, two additional quantities were extracted from

the remaining well-separated waveforms to perform pulse-shape discrimination (PSD) for

particle identification: the tail and total integral. All detectors were calibrated with a 137Cs

source to ensure uniform detector response, and the maximum observable light output was

2.50 MeVee (approximately 5.73 MeV neutron-equivalent energy). Figure 8.2 shows the

Figure 8.2: Measured light output distributions (normalized per integral) from a 137Cs
calibration measurement showing uniform detector response for all 24 stilbene detectors.

light output distributions for all 24 detectors from 137Cs calibration measurement showing

detector response uniformity. The stilbene detectors are sensitive to both fast neutrons and

gamma rays. PSD based on charge integration was performed for each detector to separate

neutron and gamma-ray induced pulses [41, 55, 87]. The integral ranges for the tail integral

were optimized for the best PSD performance based on the canonical figure of merit [55];

starting the tail integral window 26 ns past the pulse peak resulted in the highest figure

of merit. Figure 8.3 shows the measured pulse tail-to-total integral ratio distribution as

a function of the pulse light output for a representative stilbene detector, and shows two

regions of data indicative of neutron (upper cluster) and gamma-ray (lower cluster) induced
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Figure 8.3: Measured pulse tail to total integral ratio distribution as a function of light
output for a representative stilbene detector from a 252Cf measurement showing neutron-
induced (above the discrimination line) and gamma ray-induced (below the discrimination
line) pulses.

pulses for the 252Cf measurement. The discrimination line was optimally determined through

an iterative algorithm based on the methods outlined in [57]. The PSD discrimination line

was optimized for the 252Cf measurement, which was then used for all measured plutonium

samples. Figure 8.4 shows the figure of merit as a function of the light output for a repre-

sentative stilbene detector. Low-energy detection thresholds were implemented to observe

neutrons of different energy groups. The detection thresholds were set in light-output units:

thresholds of 0.10, 0.15, and 0.20 MeVee were used for this work. The neutron-equivalent

energy (assuming a single scatter full-energy deposition on a recoil proton) was calculated

to be 0.73, 0.96, 1.16 MeV for 0.10, 0.15, and 0.20 MeVee, respectively.

Timing offsets due to inherent signal delays in the cables and waveform digitizers were

corrected for using the photon-photon coincidences from the 252Cf measurement. The full-

width at half maximum of the photon-photon coincidence distribution was approximately
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Figure 8.4: The figure of merit for describing the PSD capability of the representative
stilbene detector as a function of light output. Error bars represent 2-std. dev. statistical
uncertainty; some error bars may be smaller than the marker.

1.6 ns for 252Cf fission photons.

8.3 Data Analysis

The 24 detectors used in this experimental setup yields 276 total possible detection pairs,

which can then be categorized into 13 different groups with detection pairs that exhibit

similar angles (within 1◦). The detection angles were calculated from the center of the

detection system to the center position of each detector face, and the full geometric angular

range were calculated by considering the maximum and minimum angles that can be formed

considering the diameter of each detector. Table 8.3 summarizes the 13 angle groups and

its associated geometric angular range, as well as the total number of pairs N within each

group.

The (n-n) coincidences within a 200 ns time window for each detector pair was extracted

by integrating the (n-n) coincidence time distribution. Figure 8.5 shows the (n-n) coincidence
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Table 8.3: A summary of all detection angle groups including the geometric uncertainty
and the number of pairs contained in each group.

Detection Angle [◦] Geometric Angular Range [± ◦] Number of Pairs N

21.40 ± 19.50 16
42.51 ± 18.81 24
45.00 ± 20.90 8
49.58 ± 19.10 32
62.29 ± 19.91 16
83.29 ± 18.63 16
90.53 ± 19.14 40
99.43 ± 19.49 16
119.56 ± 14.95 16
135.03 ± 18.52 48
145.23 ± 23.32 16
158.60 ± 19.50 16
180.00 ± 10.45 12

time distribution for all 276 detector pairs for the 252Cf measurement.

Figure 8.5: (n-n) coincidence time distribution for all 276 detector pairs for the 252Cf
measurement for the three different detection thresholds. Error bars represent 2-std. dev.
statistical uncertainty; some error bars may be smaller than the marker.

The total (n-n) coincidence time distribution shown in Figure 8.5 can be separated by
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each angle group, where the integral of the distribution gives the (n-n) coincident count

rate. However, there exist detector pairs that exhibit the same detection angle but different

sample-to-detector solid angle. Figure 8.6 shows an example of such scenarios, specifically

for the 180◦ detection angle group.

Figure 8.6: A schematic diagram of the experimental setup showing pairs of detectors that
exhibit similar angles but different source-to-detector solid angle. The pairs shown in red
observe more counts overall relative to the pairs shown in black.

The total coincident count rate for each detector pair can be corrected by dividing the

product of the neutron singles counts from the detectors within the pair as described in

Eq. (4.20). Figure 8.7 shows the uncorrected (n-n) coincidence time distribution for detector

pairs in the 180◦ group calculated using Eq. (4.17), where there exist two groupings that

correspond to pairs that were closer (shown in red) and farther away (shown in black)

from the sample. Figure 8.8 shows the singles-corrected (n-n) time-difference distribution

calculated using Eq. (4.19) showing good agreement for all pairs in the 180◦ angle group.

The singles-corrected coincidence counts (i.e., relative coincidences) for each angle group

are then calculated by taking the average for all pairs within the group. The relative coinci-

dences for each angle group are calculated using Eq. (4.21). Figure 8.9 shows the full (n-n)

angular distribution for the 252Cf measurement.
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Figure 8.7: The uncorrected (n-n) coincidence time distribution showing the difference
between detector pairs that are closer (red) and farther (black) from the sample. The
detector pairs that are closer to the sample observe a higher rate of coincident counts. Error
bars represent 2-std. dev. statistical uncertainty; some error bars may be smaller than the
marker.

From figure 8.9, it is clear that there exists a minimum number of (n-n) coincidences at

approximately 90◦, and an increase in coincidences at the lower (→0◦) and higher (→180◦)

detection angles. This behavior shows the well-known anisotropic distribution of neutrons

from single fission events without any contribution from non-fission neutron emissions. A

significant portion of the coincidences observed at the lower angles are attributed to neu-

tron cross-talk effects [26, 69], where a single neutron can scatter and deposit energy above

threshold into multiple detectors causing spurious coincident counts. Neutron cross-talk

counts between detector pairs are primarily dependent on the relative solid angle between

the detectors, as well as the applied detection threshold [69]. That is, we expect the cross-

talk counts to diminish as both the relative solid angle and detection threshold increases.

This reduction in cross-talk counts is supported by the fact that the coincidences at the

lowest-angle, where the detector pairs are adjacent and share a large relative solid angle
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Figure 8.8: The singles-corrected (n-n) coincidence time distribution showing good agree-
ment for all detector pairs regardless of the sample-to-detector solid angle. Error bars rep-
resent 2-std. dev. statistical uncertainty; some error bars may be smaller than the marker.

to one another, decreases as the detection threshold is increased The opposite trend exists

for the coincidences at the highest angle (180◦), which shows that the coincidences become

more anisotropic for more energetic neutrons due to the kinematic boost received from the

fully-accelerated fission fragments [21–27]. Considering these effects, we quantify the neutron

anisotropy by taking the ratio of relative coincidences at 180◦ to those at approximately 90◦

using Eq. (4.22), where a value of one represents the case of a purely isotropically emitting

source.

8.4 Results and Discussion

Figures 8.10- 8.12 show the full (n-n) angular distributions for each of the plutonium

bearing samples using a low energy detection threshold of 0.10, 0.15, and 0.20 MeVee, re-

spectively.

In the ideal case (at the point of emission) where a pure singly-emitting neutron source
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Figure 8.9: Full (n-n) angular distribution (normalized per integral) from the 252Cf mea-
surement for three different detection thresholds. Error bars represent 2-std. dev. statistical
uncertainty; some error bars may be smaller than the marker.

is placed in the detection system, one would assume that the angular distribution shown

in Figures 10-12 should appear uniform throughout all detection angles; however, we see

that there exists some (n-n) correlations due to the cross-talk events from single (α,n) neu-

trons. Given that the plutonium content is very similar among all the measured sample, the

distributions in Figures 8.10 - 8.12 show how the observed n-n angular correlation begins

to transition from the true (n-n) correlations from fission neutrons (primarily from 240Pu

spontaneous fission) to the cross-talk (n-n) correlations from single (α,n) neutrons. In other

words, these results demonstrate how the cross-talk (n-n) correlations associated with (α,n)

neutrons reduce the observed n-n angular correlation with increasing α-ratio. Figures 8.10-

8.12 also show that the Pu + Mg sample is the most affected by neutron cross-talk events,

as evident by the highest relative coincidences at the lowest angle compared to the others.

This is as expected since the average energy of the (α,n) neutron from Mg is approximately

2.7 MeV, which is higher than all other samples. Neutrons emitted at higher energies will
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Figure 8.10: Full (n-n) angular distribution (normalized per integral) from all measured
samples for a 0.10 MeVee detection threshold. Error bars represent 2-std. dev. statistical
uncertainty; some error bars may be smaller than the marker.

exhibit greater neutron cross-talk effects as it has a higher probability of retaining enough

energy, after the first detection, to cause a second detection above the detection threshold.

Using Eq. (4.22), the observed neutron anisotropy as a function of the detection threshold

can be extracted to characterize any existing (n-n) energy-angle correlations. Figure 8.13

shows the neutron anisotropy as a function of the low detection thresholds for 252Cf and the

plutonium bearing samples

Overall, a positive correlation between the apparent neutron anisotropy seen by our

detection system and the detection threshold can be seen. It is apparent that the positive

correlation is relatively unaffected by the contribution from (α,n) neutrons. The Pu + Mg (n-

n) coincidences exhibits an anisotropy value of less than one for the 0.10 and 0.15 MeVee case,

showing that the neutron cross-talk events are dominating the observed (n-n) coincidences.

The anisotropy is resolved for the Pu + Mg (n-n) coincidences at a detection threshold of 0.20

MeVee, where the value is now greater than one. Figure 8.14 shows the neutron anisotropy
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Figure 8.11: Full (n-n) angular distribution (normalized per integral) from all measured
samples for a 0.15 MeVee detection threshold. Error bars represent 2-std. dev. statistical
uncertainty; some error bars may be smaller than the marker.

as a function of the known α-ratio for the three different detection thresholds.

From Figure 8.14, the (n-n) coincidences appear more isotropic as the α-ratio increases,

which confirms that the observed anisotropy is diminished due to the isotropic emission

probability of the singly-emitted (α,n) neutrons. It is also evident that the sensitivity of the

observed anisotropy is dependent on the detection threshold. A higher detection threshold

observes neutrons of higher energy increasing the magnitude of the anisotropy, due to the

kinematic boost received by the fission fragments (evident by the 252Cf results), but also

reduces the contribution from neutron cross-talk effects. Ultimately, a higher detection

threshold enhances the observed anisotropy from the fission neutrons and simultaneously

suppresses the adverse effects of neutron cross-talk events
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Figure 8.12: Full (n-n) angular distribution (normalized per integral) from all measured
samples for a 0.20 MeVee detection threshold. Error bars represent 2-std. dev. statistical
uncertainty; some error bars may be smaller than the marker.

8.5 Sources of Error

The systematic error from neutron cross-talk effects would contribute to the calculation

of the neutron anisotropy. The anisotropy may have been calculated to be slightly less than

the actual emitted anisotropy due to non-zero probability at all detection angles of cross-

talk events occurring. Furthermore, scatters within the encapsulation of the samples could

also modulate the initial direction of the outgoing neutrons, which again could result in an

observed anisotropy that is slightly less than the actual emitted anisotropy. It is assumed that

this scattering effect is consistent for all measured plutonium samples since the encapsulation

for each sample were nearly identical. A source of error specific to organic scintillators is

the fidelity of particle identification. Misclassification of neutrons as gamma rays does not

affect the results because these neutrons, classified as gamma rays, are not used in the

analysis. On the contrary to neutron misclassification, gamma rays that are misclassified as

neutrons will affect the overall results as they are included in the analysis. However, the
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Figure 8.13: Neutron anisotropy as a function of low energy detection threshold showing
a positive energy-angle correlation. Error bars represent 2-std. dev. statistical uncertainty;
some error bars may be smaller than the marker.

effect on the (n-n) coincidences from the neutron-classified gamma rays are expected to be

independent of detection angle since the fission gamma-ray angular distribution is known

to be relatively isotropic [82]. Therefore, the calculated neutron anisotropy is relatively

unaffected by sporadic neutron-classified gamma rays. The gamma-ray misclassification rate

(per incident particle) was estimated to be 3.812 x 10-5, 3.067 x 10-6, and 5.017 x 10-6 for a

detection threshold of 0.10, 0.15, and 0.20 MeVee, respectively.

8.6 Summary and Conclusions

In this work, I have performed dedicated experiments to characterize the observed (n-n)

angular distribution and (n-n) energy-angle correlations for plutonium samples of similar

mass and multiplication, but varying α-ratios. The experimental results show that the
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Figure 8.14: Neutron anisotropy as a function of the α-ratio showing the (n-n) coincidences
appear more isotropic as the contribution from (α,n) neutrons increase. Error bars represent
2-std. dev. statistical uncertainty; some error bars may be smaller than the marker.

neutron-neutron angular correlations seen by the detection system shifts from observing the

true n-n correlations from fission neutrons to observing cross-talk (n-n) correlations associ-

ated with a single (α,n) neutron being detected in two detectors. In addition, neutron-

neutron energy-angle correlations were extracted by implementing varying low-detection

thresholds to observe neutrons of higher energies. The results demonstrate a positive correla-

tion between the neutron anisotropy and energy that is relatively independent of the α-ratio.

Furthermore, we demonstrate that the sensitivity of the observed neutron anisotropy on the

α-ratio is directly related to the applied detection threshold; raising the threshold enhances

the anisotropy signatures from the fission neutrons, while simultaneously suppressing adverse

neutron cross-talk effects. The characteristic signatures observed in the neutron energy and

angular distribution can provide the means for new techniques that simultaneously utilize

both types of information.
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CHAPTER IX

Conclusions and Future Work

9.1 Summary of Results

I began in Chapter I with the historical, political, technical motivations for my thesis

work in the context of nuclear safeguards application. I also discuss the current limitations

of international safeguards inspections, where the speed, accuracy, and sensitivity to detect

the diversion of fissile mass are paramount for practical applications. I provide the overview

of the chapters, and highlight the specific contributions of my work.

In Chapter II, I describe the timescale of the nuclear fission process, and the characteristic

energy, angular, and multiplicity distribution of prompt fission neutrons as well as nonfission

neutrons. I provide an explanation of the possible pathways a neutron may undergo in a

typical sample of SNM, and relate these pathways to the fissile material physical properties

including the 240Pueff mass, the leakage multiplication, and the α-ratio. I describe the pre-

vious theoretical formulation for the factorial moments of the emitted neutron multiplicity

distribution from the superfission process.

In Chapter III, I discuss the detection mechanisms of organic scintillators and provide a

detailed characterization of the trans-stilbene detectors I used for this work. I also discuss

digital pulse processing techniques to implement PSD and TCA on the detected signals. I

use a detailed MCNP detector model and experiment-informed detector response algorithm

to produce high fidelity simulations of the trans-stilbene detector response. I present experi-
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mental results characterizing the expected behavior of neutron cross-talk effects considering

the system geometry and detection thresholds. From these results, I conclude that cross-

talk effects are more prevalent for lower detection thresholds and for detector pairs in close

proximity.

In Chapter IV, I present both the theoretical and practically techniques specific for FNMC

systems. I discuss the various methods of extracting neutron multiplicity count rates, and

also present techniques to extract event-by-event neutron-neutron correlations. I present

my PKE with neutron cross-talk corrections, which is derived from the PKE described in

Chapter II, and provide the analytic solutions for the three fissile material physical properties

of interest.

In Chapter V, I analyzed experimental data to demonstrate the FNMC system capability

for implementing passive NDA on Pu-metal plates using a one-parameter, two-parameter,

and three-parameter assay approach. I show that as more parameters are used for the NDA,

less demand on the availability of well known calibration samples is required (e.g., three-

parameter assay requires no calibration samples assuming a well known system efficiency).

Using a one-parameter assay, the average deviation from the true mass of all assayed assem-

blies was ± 3 %. Using a two-parameter assay, the average deviation from the true mass

of all assayed assemblies was ± 2 %. I provide, for the first time, experimental verification

of the FNMC PKE with neutron cross-talk corrections, where I show that the corrections

improve the analytic mass estimates for the 1-plate and 3-plate configuration substantially.

I also discuss the limitations of the three-parameter assay approach using the 5-plate and

7-plate configurations, where the PKE assumptions become unreliable.

In Chapter VI, I summarize the experimental results from my experiment at Idaho Na-

tional Laboratory for characterizing the FNMC system sensitivity for detecting the diversion

of UO2 fuel pins. From the experimental results, I demonstrate that the FNMC system is

able to to detect (with > 95 % CI) a 50.00 % mass removal for a 60-second assay, and down

to 12.50 % mass removal for a 300-second assay. I extend the study in simulations, where
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I use benchmarked simulations of the currently deployed capture-based UNCL system and

directly compare to simulations of an FNMC system where I show that the FNMC system

is more sensitive to smaller mass-diversions than the UNCL system for fixed assay times of

600 and 1800 seconds.

In Chapter VII, I analyzed the experimental data from the passive FNMC measurements

for the PANN Pu-metal assemblies specifically to extract the angular and energy-angle cor-

relations as a function of the assembly leakage multiplication. I show, for the first time, that

the observed angular and energy-angle correlations diminish as the leakage multiplication

increases, attributed to the weakening of the angular correlations as fission chain lengths

become longer. The observed angular correlation (quantified by the anisotropy) with a 0.5

MeV neutron-equivalent threshold ranges from ≈ 1.2 to ≈ 1 showing that the angular corre-

lation asymptotically approaches unity as the leakage multiplication increases. The observed

angular correlation for the assembly with the lowest leakage multiplication of 1.072 ranges

from ≈ 1.2 to ≈ 1.7 for detection thresholds of 0.5 to 1.5 MeV neutron-equivalent energies.

From these results, I conclude that the energy-angle correlations exhibit a positive trend as

the detection threshold increases, and that the magnitude of the correlation diminishes as

the leakage multiplication increases.

In Chapter VIII, I analyzed the experimental data from my experiment at Los Alamos

National Laboratory, where I extract the angular and energy-angle correlations as a function

of the α-ratio. I measured a series of plutonium samples with similar mass and leakage

multiplication, but varying contributions from (α,n) neutrons due to the different types of

low-z impurities contained in each sample. I demonstrate that the observed angular corre-

lations transitions from true fission neutron correlations to cross-talk induced correlations

from the singly emitted (α,n) neutron, specifically shown by the correlation observed in the

coincidences from the Pu + Mg where the anisotropy is less than one. I show that raising

the detection threshold can be used to enhance the true fission neutron correlations and

simultaneously suppress the cross-talk induced correlations. I present experimental results,
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for the first time, showing the observed angular correlations and energy-angle correlation as

a function of the α-ratio.

9.2 Conclusions

The theoretical, practical, and experimental results I present in this dissertation demon-

strates that the FNMC is a unique and viable alternative method for NDA of SNM in nuclear

safeguards applications. FNMC offers improvements in the measurement precision for fixed

acquisition times, which in turn improves the current limitations of NDA such as the speed,

sensitivity, and accuracy of detecting diverted mass. Furthermore, FNMC provides access to

unique correlated signatures in the emitted neutron multiplicity, energy, and angular distri-

bution, unlike traditional capture-based NMC that is only sensitive to the emitted neutron

multiplicity. The correlated signatures observed from FNMC could provide independent

characterization of the physical fissile material properties complimentary to other character-

ization techniques (i.e., FNMC PKE). There exists several limitations that are inherent to

FNMC techniques and systems. One limitation involves the geometrically dependent system

response for large volume SNM, where the FNMC PKE become unreliable. I provide possi-

ble pathways to mitigate the break down of the point model approximation in Chapter V,

such as increasing the distance as well as adding cadmium sheets between the detectors and

the SNM. Another challenge that may arise in more practical settings is the gamma-ray

sensitivity of FNMC systems, where a high photon flux can degrade the fidelity of particle

identification using PSD.

9.3 Future Work

Future work should consider the transition from laboratory settings to in-field deploy-

ment, where the robustness, reliability, and longevity should be well characterized. Although

I have shown that the FNMC system and associated techniques are viable for nuclear safe-
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guards applications, many of the experiments were performed in controlled laboratory en-

vironment. Factors such as the environmental effects (e.g., temperature, other sources of

radiation, etc.) must be well characterized prior to deployment. The form factor of the

FNMC system should also be considered for in-field deployment, where the size, portabil-

ity, and ease-of-use are prioritized to ensure that the users of these systems are able to

systematically perform NDA in a consistent manner [8].
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APPENDIX A

Uncertainty of Neutron Multiplicity Count Rates using

Various Gate Generation Techniques

This appendix shows the expressions for the error in the measured neutron singles, dou-

bles, and triples count rates using the MSR gate generation method outlined in Section 4.1;

the MSR gate generation technique was used throughout this work. The expressions shown

here are taken from the work of M. K. Prasad et. al. [67]. The error in the measured neutron

singles rate, σS, is calculated as

σS =

[
S + 2Dx2

TM

] 1
2

, (A.1)

where

xk =
wk
fk−1

(A.2)

is the ratio of the RTI and STI gate utilization factor defined in (4.9) and (4.13). The error

in the measured neutron doubles rate, σD, is calculated as

σD =

[
D + 2S2TG + 2T + 4DSTGx2 + 2D

3x2
S2

TM

] 1
2

. (A.3)
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The error in the measured neutron triples rate, σT , is calculated as

σT =

[
T +D2TG +DSTG + 2STTG + S3T 2

G + 2DT
2x2
S2 + 10D2TGx2

TM

+
2D

3TGx2
S

+ 2DSTGx2 + 4DTTGx2 + 4DS2T 2
Gx2 + 4D2ST 2

Gx
2
2

TM

+
12DTTGx3 + 12STTGx3 + 6Z4 + 12STGx4Z4 + 6Z5

TM

] 1
2

(A.4)

with

Zk = Rkf
k (A.5)

where Rk are the uncorrected kth-order moments from the mn(µ) and mb(µ). Relating the Zk

to the measured neutron singles, doubles, and triples rates gives the following relationships:

Z1 = S = R1 ,

Z2 = D = R2f ,

Z3 = T = R3f
2 ,

Z4 = R4f
3 , and

Z5 = R5f
4.

(A.6)

Figure A.1 shows the relative standard deviation in the measured neutron doubles rate using

RTI, STI, and MSR gate generation methods as a function of the time gate width for a fixed

acquisition time. Expressions for the counting errors using the RTI and STI gate generation

methods can be found in [67].
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Figure A.1: Calculated relative standard deviation of the measured neutron doubles rate
using the various gate generation methods. The MSR method was used throughout this
work.
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APPENDIX B

Source Code for PSD Optimization Algorithm

This appendix shows the slice PSD optimization algorithm adopted from the work of

J. K. Polack et. al. [57] written in MATLAB. This algorithm utilizes the tail-to-total

ratio versus measured light output as the two discriminating parameters for PSD, rather

than using tail integral versus the total integral shown in [57]. This is the main source code

Slice Script PID.m, which requires the functions Discrimination.m, Slice script prefit.m, and

GaussFit.m

% Main Slice PSD algorithm code, requires Slice prefit PID.m, Discrimination.m,

% and GaussFit.m

% Slice PSD algorithm optimizes the PSD discrimination

% line on an energy-dependent basis

% T.H. Shin

% March 2015

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% User inputs

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

vars = struct();
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ask = 'Maximum Integral? ';

vars.Vmax = input(ask);

ask = 'Cs-edge [V*ns]? ';

vars.Cs edge = input(ask);

ask = 'Minimum number of pulses per slice? ';

vars.min pulses slice = input(ask);

ask = 'Number of slices? ';

vars.slices = input(ask);

ask = 'Data file name? ';

vars.fname = input(ask,'s');

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

data in = dlmread(vars.fname);

% Run Pre Fit

Slice prefit PID

clearvars -except vars data in

data out = struct();

s0 = vars.good slices(end);

single mean mode = 0;

start slice = round(0.1*s0);

S0 = s0-start slice;

data out.slice numbers = linspace(1,s0-start slice,S0)';

for i = vars.good slices(1):S0

clearvars -except vars slicefit prior R2 prior s0 single mean mode ...

i data out S0

sn = S0-i+vars.good slices(1);

disp(['Evaluating slice ' num2str(sn)])

% Grab PH and D for single slice

if sn == 1

holder PH(:,1) = vars.PH(vars.PH<=vars.s bins(sn));
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holder D(:,1) = vars.D(vars.PH<=vars.s bins(sn));

else

holder PH(:,1) = vars.PH(vars.PH<=vars.s bins(sn));

holder D(:,1) = vars.D(vars.PH<=vars.s bins(sn));

holder D = holder D(holder PH > vars.s bins(sn-1));

holder PH = holder PH(holder PH > vars.s bins(sn-1));

end

histD = histc(holder D,vars.D bins tf);

if single mean mode == 0

if sn == S0

data out.npulses(sn,1) = length(holder PH);

[gauss fit,gof] = GaussFit(2,sn,vars,data out,1,1,histD);

R2 = gof.rsquare;

if R2 < 0.95

R2 old = R2;

gauss fit old = gauss fit;

[gauss fit,gof] = GaussFit(99,sn,vars,data out,1,1,histD);

R2 = gof.rsquare;

if R2 < R2 old

gauss fit = gauss fit old;

R2 = R2 old;

end

end

else

data out.npulses(sn,1) = length(holder PH);

norm ratio = data out.npulses(sn)/data out.npulses(sn+1);

if R2 prior >= 0.95

[gauss fit,gof] = GaussFit(3,sn,vars,data out,norm ratio, ...

slicefit prior,histD);

R2 = gof.rsquare;

else
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[gauss fit,gof] = GaussFit(2,sn,vars,data out,1,1,histD);

R2 = gof.rsquare;

end

if R2 < 0.95

R2 old = R2;

gauss fit old = gauss fit;

[gauss fit,gof] = GaussFit(4,sn,vars,data out,norm ratio, ...

slicefit prior,histD);

R2 = gof.rsquare;

if R2 < R2 old

gauss fit = gauss fit old;

R2 = R2 old;

end

end

end

data out.slice Tfits(sn,:) = [gauss fit.a1 gauss fit.b1 gauss fit.c1 ...

gauss fit.a2 gauss fit.b2 gauss fit.c2];

data out.slice Gfits(sn,:) = [gauss fit.a1 gauss fit.b1 gauss fit.c1];

data out.slice Nfits(sn,:) = [gauss fit.a2 gauss fit.b2 gauss fit.c2];

CI = confint(gauss fit,0.95);

data out.slice Tfits CI(sn,:) = abs(data out.slice Tfits(sn,:)-CI(1,:));

data out.slice Gfits CI(sn,:) = data out.slice Tfits CI(sn,1:3);

data out.slice Nfits CI(sn,:) = data out.slice Tfits CI(sn,4:6);

else

disp('Single Mean Mode =(')

data out.npulses(sn,1) = length(holder PH);

norm ratio = data out.npulses(sn)/data out.npulses(sn+1);

[gauss fit,gof] = GaussFit(1,sn,vars,data out,norm ratio, ...

slicefit prior,histD);

R2 = gof.rsquare;

data out.slice Tfits(sn,:) = [gauss fit.a1 gauss fit.b1 ...

gauss fit.c1 gauss fit.a2 gauss fit.b2 gauss fit.c2];

data out.slice Gfits(sn,:) = [gauss fit.a1 gauss fit.b1 gauss fit.c1];
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data out.slice Nfits(sn,:) = [gauss fit.a2 gauss fit.b2 gauss fit.c2];

Conf Int = confint(gauss fit,0.95);

data out.slice Tfits CI(sn,:) = Conf Int(1,:);

data out.slice Gfits CI(sn,:) = data out.slice Tfits CI(sn,1:3);

data out.slice Nfits CI(sn,:) = data out.slice Tfits CI(sn,4:6);

end

% single mean mode qualifications

if sn == 1

single mean mode = 0;

else

Gfit intercept NfitHM = data out.slice Gfits(sn,2) + ...

data out.slice Gfits(sn,3)*sqrt(-(log(data out.slice Nfits(sn,1) ...

/2/data out.slice Gfits(sn,1))));

if Gfit intercept NfitHM < data out.slice Nfits(sn,2)

single mean mode = 0;

else

single mean mode = 1;

end

end

data out.slice hist(sn,:) = histD;

data out.weight(sn,1) = abs(vars.G pfit(sn)-vars.N pfit(sn));

R2 prior = R2;

slicefit prior = data out.slice Tfits(sn,:);

% Discriminate particles

kg = 1;

kn = 1;

[discr opt,data out] = Discrimination(sn,data out,kg,kn,vars);

data out.discr(sn,1) = discr opt;
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end

clearvars -except data out vars

data out.discr fit = fit(vars.s plotx(1:length(data out.discr)), ...

data out.discr,'power2');

x = (linspace(0,0.478/vars.Cs edge*vars.Vmax,1001)');

figure(2)

hold on

tdloghist(0.478/vars.Cs edge.*vars.PH,vars.D,linspace(0, ...

max(0.478/vars.Cs edge.*vars.PH),200),linspace(min(vars.D),max(vars.D),200))

scatter(vars.s plotx(1:length(vars.G pfit)),vars.G pfit,'ro')

scatter(vars.s plotx(1:length(vars.N pfit)),vars.N pfit,'go')

plot(x,vars.N mean pfit.a.*x.ˆvars.N mean pfit.b,'g--')

plot(x,vars.G mean pfit.a.*x.ˆvars.G mean pfit.b,'r--')

scatter(vars.s plotx(1:length(data out.discr)),data out.discr,'kx')

plot(x,data out.discr fit.a.*x.ˆdata out.discr fit.b+ ...

data out.discr fit.c,'k--')

ylim([vars.bin low vars.bin high])

xlabel('Light Output [MeVee]')

ylabel('Ratio')

figure(3)

errorbar(vars.s plotx(1:length(data out.slice FOM)), ...

data out.slice FOM,data out.slice FOM sigma(:,2),'kx')

title('FOM')

xlabel('Light Output [MeVee]')

ylabel('FOM')
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g = 1;

ask = 'Would you like to see a specific slice? [yes/no]: ';

see slice = input(ask,'s');

toss index = 0;

while strcmp(see slice,'yes') == 1

ask = ['Which slice would you like to see? Available ...

slices are ' num2str(data out.slice numbers(1)) ' to ...

' num2str(data out.slice numbers(end)) ': '];

see slice n = input(ask);

figure(5)

hold on

plot(vars.D bins tf,data out.slice hist(see slice n,:)./vars.D dx,'k')

plot(vars.D bins tf,data out.slice Gfits(see slice n,1) ...

.*exp(-((vars.D bins tf-data out.slice Gfits(see slice n,2)) ...

/data out.slice Gfits(see slice n,3)).ˆ2)./vars.D dx,'r')

plot(vars.D bins tf,data out.slice Nfits(see slice n,1) ...

.*exp(-((vars.D bins tf-data out.slice Nfits(see slice n,2)) ...

/data out.slice Nfits(see slice n,3)).ˆ2)./vars.D dx,'b')

ask = ['Keep slice ' num2str(see slice n) '? [yes/no]: '];

keep slice = input(ask,'s');

close 5

if strcmp(keep slice,'yes') == 0

toss index(g) = see slice n;

g = g+1;

end

ask = 'Would you like to see another slice? [yes/no]: ';

see slice = input(ask,'s');

end

if toss index ~= 0

vars.s plotx removed = vars.s plotx(data out.slice numbers);

vars.s plotx removed(toss index) = [];

data out.discr removed = data out.discr;
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data out.discr removed(toss index) = [];

data out.discr removed fit = fit(vars.s plotx removed, ...

data out.discr removed,'power2');

data out.mc N removed = data out.mc N;

data out.mc N removed(toss index) = [];

data out.slice FOM removed = data out.slice FOM;

data out.slice FOM removed(toss index) = [];

data out.slice FOM removed sigma = data out.slice FOM sigma;

data out.slice FOM removed sigma(toss index,:) = [];

close 2 3

figure(2)

hold on

tdloghist(0.478/vars.Cs edge.*vars.PH,vars.D,linspace(0, ...

max(0.478/vars.Cs edge.*vars.PH),200),linspace(min(vars.D) ...

,max(vars.D),200))

scatter(vars.s plotx(1:length(vars.G pfit)),vars.G pfit,'ro')

scatter(vars.s plotx(1:length(vars.N pfit)),vars.N pfit,'go')

plot(x,vars.N mean pfit.a.*x.ˆvars.N mean pfit.b,'g--')

plot(x,vars.G mean pfit.a.*x.ˆvars.G mean pfit.b,'r--')

scatter(vars.s plotx removed,data out.discr removed,'kx')

plot(x,data out.discr removed fit.a.*x.ˆdata out.discr removed fit.b ...

+data out.discr removed fit.c,'k--')

ylim([vars.bin low vars.bin high])

xlabel('Light Output [MeVee]')

ylabel('Tail-Total Ratio')

box on

figure(3)

errorbar(vars.s plotx removed,data out.slice FOM removed, ...

data out.slice FOM removed sigma(:,2),'kx')

xlabel('Light Output [MeVee]')

ylabel('FOM')
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box on

data out.discr removed fit

else

data out.discr fit

end

clearvars -except data out vars psd0 FOM

The Slice script prefit.m function provides initial conditions for the slice-by-slice analysis

using the full dataset

% Pre-fitting of the total neutron and photon data used to inform

% slice-by-slice Gaussian fitting

% T.H. Shin

% March 2015

vars.D = data in(:,3);

vars.PH = data in(:,2);

vars.nbins = 500;

vars.bin low = min(vars.D);

vars.bin high = max(vars.D);

vars.peak comp = 5;

vars.s bins = (linspace(0+vars.Vmax/vars.slices,vars.Vmax,vars.slices))';

vars.ds = vars.s bins(2)-vars.s bins(1);

vars.s plotx = 0.478/vars.Cs edge.*(vars.s bins - vars.ds/2);

G mean = zeros(vars.slices,1);

N mean = zeros(vars.slices,1);

clear peaks tf

vars.D bins tf = (linspace(vars.bin low,vars.bin high,vars.nbins))';
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vars.D pulses tf = histc(vars.D(:,1),vars.D bins tf)';

[peaks tf(:,1), peaks tf(:,2)] = findpeaks(vars.D pulses tf);

sortpeaks tf = sort(peaks tf(:,1));

G peak loc tf = peaks tf(peaks tf(:,1) == sortpeaks tf(end),2);

for j = 1:length(sortpeaks tf)-1

N peak loc tf = peaks tf(peaks tf(:,1) == sortpeaks tf(end-j),2);

if length(N peak loc tf) > 1

N peak loc tf = N peak loc tf(end);

end

if length(G peak loc tf) > 1

G peak loc tf = ceil(mean(G peak loc tf));

end

if (sortpeaks tf(end)/sortpeaks tf(end-j) > vars.peak comp) && ...

(vars.D bins tf(N peak loc tf) > vars.D bins tf(G peak loc tf))

break

else

end

end

x = vars.D bins tf;

dx = abs(x(end)-x(end-1));

[Val tf, Val loc tf] = min(vars.D pulses tf(G peak loc tf:N peak loc tf));

Val loc tf = Val loc tf+G peak loc tf-1;

GD pulses tf = zeros(length(vars.D bins tf),1);

ND pulses tf = zeros(length(vars.D bins tf),1);

GD pulses tf(1:Val loc tf) = vars.D pulses tf(1:Val loc tf);

GD pulses tf(Val loc tf:end) = 0;

ND pulses tf(1:Val loc tf) = 0;

ND pulses tf(Val loc tf:end) = vars.D pulses tf(Val loc tf:end);

vars.D dx = vars.D bins tf(end)-vars.D bins tf(end-1);

for i2 = 1:vars.slices

i = vars.slices-i2+1;
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clear holder D holder PH D bins D pulses GD pulses ...

ND pulses G peaks N peaks G sorted peaks N sorted peaks ...

G peak loc G peak N peak loc N peak

% Grab PH and D for single slice

if i == 1

holder PH(:,1) = vars.PH(vars.PH<=vars.s bins(i));

holder D(:,1) = vars.D(vars.PH<=vars.s bins(i));

else

holder PH(:,1) = vars.PH(vars.PH<=vars.s bins(i));

holder D(:,1) = vars.D(vars.PH<=vars.s bins(i));

holder D = holder D(holder PH > vars.s bins(i-1));

holder PH = holder PH(holder PH > vars.s bins(i-1));

end

% Check to see if slice contains min number of pulses

if isempty(holder D) == 1 | | length(holder D) <= vars.min pulses slice

disp(['Not enough pulses for slice ' num2str(i)])

else

vars.good slices(i,1) = i;

% D bins = (linspace(vars.bin low,vars.bin high,vars.nbins))';

D pulses = histc(holder D(:,1),vars.D bins tf)./vars.D dx;

GD pulses = D pulses;

GD pulses(Val loc tf:end) = 0;

ND pulses = D pulses;

ND pulses(1:Val loc tf) = 0;

[G peaks(:,1), G peaks(:,2)] = findpeaks(GD pulses);

G sorted peaks = sort(G peaks(:,1));

G peak loc = G peaks(G peaks(:,1) == G sorted peaks(end),2);

G peak = G sorted peaks(end);

[N peaks(:,1), N peaks(:,2)] = findpeaks(ND pulses);

N sorted peaks = sort(N peaks(:,1));

if isempty(N sorted peaks) == 1

% disp('No Neutron Peak')

else
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N peak loc = N peaks(N peaks(:,1) == N sorted peaks(end),2);

N peak = N sorted peaks(end);

if length(N peak loc) > 1

N peak loc = N peak loc(1);

end

if length(G peak loc) > 1

G peak loc = G peak loc(1);

end

G mean(i,1) = vars.D bins tf(G peak loc);

N mean(i,1) = vars.D bins tf(N peak loc);

end

end

end

vars.good slices(vars.good slices == 0) = [];

G mean(G mean(:,1) == 0,:) = [];

N mean(N mean(:,1) == 0,:) = [];

vars.G mean pfit = fit(vars.s plotx(1:length(G mean)),G mean(:,1),'power1');

vars.N mean pfit = fit(vars.s plotx(1:length(N mean)),N mean(:,1),'power1');

vars.G pfit = vars.G mean pfit.a.*vars.s plotx.ˆvars.G mean pfit.b;

vars.N pfit = vars.N mean pfit.a.*vars.s plotx.ˆvars.N mean pfit.b;

x = (linspace(0,0.478/vars.Cs edge*vars.Vmax,1001)');

The GaussFit.m function is an iterative Gaussian fitting function that is informed by the

initial conditions from the Slice script prefit.m function.

function [ gauss fit, gof ] = GaussFit( gauss params, sn, ...

vars, data out, norm ratio, slicefit prior, histD )

% Iterative Gaussian fitting routine

% for fitting the neutron and photon distributions

% T.H. Shin
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% March, 2015

clear LB UB SP

if size(histD,2)>size(histD,1)

histD = histD';

end

if gauss params == 1

LB = [0,0,0,0,0.5*slicefit prior(5),0];

UB = [data out.npulses(sn),1.25*vars.G pfit(sn), ...

0.5,data out.npulses(sn), ...

1.25*vars.N pfit(sn),0.5];

SP = [norm ratio*slicefit prior(1),vars.G pfit(sn),slicefit prior(3), ...

norm ratio*slicefit prior(4),vars.N pfit(sn),slicefit prior(6)];

[gauss fit, gof] = fit(vars.D bins tf,histD,'gauss2','Lower',LB, ...

'Upper',UB,'Startpoint',SP);

elseif gauss params == 2

LB = [0,0.75*vars.G pfit(sn),0,0,0.75*vars.N pfit(sn),0];

UB = [data out.npulses(sn),1.25*vars.G pfit(sn), ...

0.5,data out.npulses(sn), ...

1.25*vars.N pfit(sn),0.5];

[gauss fit, gof] = fit(vars.D bins tf,histD,'gauss2','Lower',LB, ...

'Upper',UB);

elseif gauss params == 3

LB = [0,0.75*vars.G pfit(sn),0,0,0.75*vars.N pfit(sn),0];

UB = [data out.npulses(sn),1.25*vars.G pfit(sn), ...

0.5,data out.npulses(sn), ...

1.25*vars.N pfit(sn),0.5];

SP = [norm ratio*slicefit prior(1),vars.G pfit(sn),slicefit prior(3), ...

norm ratio*slicefit prior(4),vars.N pfit(sn),slicefit prior(6)];

[gauss fit, gof] = fit(vars.D bins tf,histD,'gauss2','Lower',LB, ...

'Upper',UB,'Startpoint',SP);

elseif gauss params == 4

LB = [0,0.75*slicefit prior(2),0,0,0.75*slicefit prior(5),0];

UB = [data out.npulses(sn),1.25*slicefit prior(2), ...
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0.5,data out.npulses(sn), ...

1.25*slicefit prior(5),0.5];

SP = [norm ratio*slicefit prior(1),slicefit prior(2),slicefit prior(3), ...

norm ratio*slicefit prior(4),slicefit prior(5),slicefit prior(6)];

[gauss fit, gof] = fit(vars.D bins tf,histD,'gauss2','Lower',LB, ...

'Upper',UB,'Startpoint',SP);

else

LB = [0,0,0,0,0,0];

[gauss fit, gof] = fit(vars.D bins tf,histD,'gauss2','Lower',LB);

end

end

The Discrimination.m function calculates the optimal discrimination value for each slice of

data, and returns the optimized value for all slices. It also calculates the figure of merit and

the particle misclassification rate for each slice.

function [ discr opt,data out] = Discrimination( sn,data out,kg,kn,vars )

% Optimization of the discrimination value for each slice of data

% T.H. Shin

% March, 2015

x = vars.D bins tf;

dx = vars.D dx;

Gfit func = @(x) (data out.slice Gfits(sn,1).*exp(-((x- ...

data out.slice Gfits(sn,2))/data out.slice Gfits(sn,3)).ˆ2))./dx;

Nfit func = @(x) (data out.slice Nfits(sn,1).*exp(-((x- ...

data out.slice Nfits(sn,2))/data out.slice Nfits(sn,3)).ˆ2))./dx;

data out.GTotal(sn) = integral(Gfit func,0,1);

data out.NTotal(sn) = integral(Nfit func,0,1);
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MC options = zeros(length(x),1);

for j = 1:length(x)

MC options(j) = kg/data out.GTotal(sn)*(integral(Gfit func,x(j),1)) ...

+ kn/data out.NTotal(sn)*(integral(Nfit func,0,x(j)));

end

[~,discr opt] = min(MC options);

discr opt = x(discr opt);

data out.det G(sn,1) = integral(Gfit func,0,discr opt);

data out.mc G(sn,1) = integral(Gfit func,discr opt,1);

data out.det N(sn,1) = integral(Nfit func,discr opt,1);

data out.mc N(sn,1) = integral(Nfit func,0,discr opt);

d = abs(data out.slice Gfits(sn,2)-data out.slice Nfits(sn,2));

FWHM gamma = 2*abs((data out.slice Gfits(sn,2) - ...

data out.slice Gfits(sn,3) ...

*sqrt(log(data out.slice Gfits(sn,1)/ ...

(data out.slice Gfits(sn,1)/2))))-data out.slice Gfits(sn,2));

FWHM neutron = 2*abs((data out.slice Nfits(sn,2) - ...

data out.slice Nfits(sn,3) ...

*sqrt(log(data out.slice Nfits(sn,1)/ ...

(data out.slice Nfits(sn,1)/2))))-data out.slice Nfits(sn,2));

data out.slice FOM(sn,1) = d/(FWHM gamma+FWHM neutron);

sigma FWHM gamma = 2*sqrt(log(2))*data out.slice Gfits CI(sn,3);

sigma FWHM neutron = 2*sqrt(log(2))*data out.slice Nfits CI(sn,3);

sigma d = data out.slice Nfits CI(sn,2)ˆ2+data out.slice Gfits CI(sn,2)ˆ2;

data out.slice d(sn,1) = sigma FWHM gamma;

data out.slice d(sn,2) = sigma FWHM neutron;

data out.slice d(sn,3) = sigma d;
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data out.slice FOM sigma(sn,1) = sigma d/(FWHM gamma+FWHM neutron)ˆ2 ...

+(dˆ2*sigma FWHM neutronˆ2+dˆ2*sigma FWHM gammaˆ2) ...

/(FWHM neutron+FWHM gamma)ˆ4;

data out.slice FOM sigma(sn,2) = data out.slice FOM(sn)*sqrt((sigma d/d)ˆ2 ...

+(sigma FWHM gamma/FWHM gamma)ˆ2+(sigma FWHM neutron/FWHM neutron)ˆ2);

data out.slice FOM sigma(sn,3) = sqrt((1/(FWHM gamma+FWHM neutron))ˆ2 ...

*sigma dˆ2);

clear MC options

end
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