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1 | INTRODUCTION

Sparse recovery is of paramount interest in high-dimensional statistical problems where many predictors are available yet the regression function
is well approximated by a few relevant covariates. A seminal contribution to this endeavor, the Lasso (R. Tibshiranil1996) simultaneously performs
model selection and parameter estimation through regularization with a convex penalty. Now widely used for sparse recovery in practice, further
extensions of the Lasso have enhanced its applicability and offered some theoretical guarantees, for example, see [Bihlmann and Van De Geer,
(2011); |[Efron, Hastie, Johnstone, and Tibshirani (2004); [Fan and Lv|(2010); |Friedman, Hastie, and Tibshirani| (2010); |Hastie, Tibshirani, and
Wainwright (2015); [Meinshausen and Bihlmann|(2006); |Zhao and Yu|(2006); [Zou|(2006).

Although convex regularization methods such as the Lasso are computationally attractive and enjoy great performance in prediction, they
also lead to biased estimates and require rather restrictive conditions on the design matrix to obtain model selection consistency. Nonconvex
penalization procedures such as SCAD (Fan & Li/2001), MCP (C.-H. Zhang||2010) and the Spike-and-Slab Lasso (SSL) (Rockova & George||2018)
have been proposed to lessen the bias. Multi-step methods do this too, including T. Zhang (2010) who proposed the Capped—I; regularization,
leading to a multi-step convex relaxation scheme which is shown to obtain the correct feature set after a certain number of iterations. |Zou and
Li| (2008) proposed a unified algorithm based on the local linear approximation (LLA) for maximizing the penalized likelihood, presenting a one-
step lowkdiehSiGhAt APHBREIRINR G HRIsAFCRBGE 3.8 YR EAT o1 A b bac URHRES 6 UL RER T8k Yot the oracle
solutiontvexs DX Tiethsotétical pgdbéhiesed pirelighin @)yt pipthearitizl gstagén Buildmnann ah Meter (200BIpg piwe d assethddiclied multi-
step adapfiye IRssa{MSAdk scale el Upeatestbn adapeiveaYaiEhtS andderstimates tha ensiavel el redrerdien seefBrientstateaghiteration until
convergeelréca.ol-{%lafé afﬂ éa,anbgcggr?gbs?owed that, under certain conditions, the multi-step framework can improve the solution quality. Further
work focusing on multi-step methods includes|Liu, Yao, and Li|(2016); |Wang, Kim, and Li (2013); |C.-H. Zhang and Zhang|(2012).
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In spite of the fact that most nonconvex penalties do not require the irrepresentable condition to achieve model selection consistency (Fan & Li
2001; |C.-H. Zhang|2010), identifying the relevant predictors in the presence of highly collinear predictors may still present numerical challenges,
as shown in Sections 4 and 5. Indeed, nonconvex penalties can introduce numerical difficulties in fitting models, becoming less computationally
efficient than convex optimization problems.

The main thrust of this paper, is to propose a Multi-step Screening Procedure (MuSP), a simple multi-step method with the following

characteristics:

(1) MuSP applies a single small penalty parameter, which remains fixed throughout, to minimize bias at each iteration. At each step, the active
set is shrunk by deleting the “useless” variables whose coefficients have been thresholded to 0. When dealing with high dimensional data,

this strategy will start off with a large model with many possibly incorrect variables and iteratively distinguish the nonzeros from zeros.

(2) This backward deletion strategy of MuSP significantly reduces the execution time of the multi-step method. As will be seen in simulations,
the computational complexity of MuSP is roughly comparable to the solution path of Lasso.

(]

With an inherently small estimation error bound, MuSP successfully recovers the true underlying sparse model even when the irrepre-
sentable condition is relaxed. Indeed, MuSP remains effective even when the irrelevant variables are strongly correlated with the relevant
variables. Note that although many nonconvex methods do not require restrictive conditions on the design matrix in theory, they may still
have difficulty in selecting the right model with finite samples. MuSP is much better able to deal with such data.

(4) Itis seen in simulations that the MuSP fitted model is stable over a range of small tuning parameter values, eliminating the need to choose

the tuning parameter by cross-validation. The solution of this method is both sparse and stable.

This paper is organized as follows. Section 2 presents the method and discusses its relationship to other methods. Section 3 shows its theoretical
properties. The simulations in Section 4 and application in Section 5 assess the performance of the proposed method and compare it with several

existing methods. Technical details are provided in the Supplemgentary Material.

2 | METHOD

In this section, we present the details of the MuSP algorithm and compare it with existing methods. We consider the linear regression problem:
y=XB+¢

where y is an n response vector, X is an n x p matrix, 3 is a vector of regression coefficients and ¢ is the error vector. We are particularly interested
in the case where the number of parameters greatly exceeds the number of observations (n < p). We consider the g-sparse model, where 3 has
at most q nonzero elements. Components of the error vector ¢ are independently distributed from N(0, o2). The data and coefficients are allowed
to change as n grows; meanwhile, p and q are allowed to grow with n. For notational simplicity, we do not index them with n.

Recall that the Lasso estimator (R. Tibshirani|1996) minimizes squared error loss regularized with the I; -penalty. Compared to least squares, Lasso
shrinks a particular set of coefficients to zero while shrinking the others towards zero. These two effects, model selection and shrinkage estimation,
are controlled only by a single tuning parameter, leading to its well-known estimation bias. Although |Zhao and Yu|(2006) and |Meinshausen and
Bihlmann|(2006) proved that the Lasso is model selection consistent under an irrepresentable condition, the condition is, however, quite restrictive.
To mitigate these drawbacks, we propose MuSP with two goals in mind: 1) recovery of the true sparse model when the irrepresentable condition
fails; and 2) “almost unbiased estimation” by lowering the influence of the shrinkage penalty.

The essential idea behind MuSP is to provide more precise estimation through iterated penalization with a smaller tuning parameter that is less

influential at each step. More precisely, the MuSP Algorithm proceeds as follows.
e Initialize k = 1. Obtain a lasso solution A (Xg):
. !
B = argmin { S ly = XBI13 + ro[181]}
and let A1) be the nonzero index set of A1, i.e. Al = {j e {1,...,p} : Bj[l] #0}.

e Repeat the following steps until convergence:

k «— k41,
. ) 1 Ak
BY = argmin {Sly-xl3+x Y IayAN I
B, jlk—1]yc=0 ‘2 .
(Alk=1]yc jeAlk—1]

where the active set AN is updated in every step, i.e. AK = {j € {1,...,p}: Bj[k] # 0}.
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At convergence, denote the active set by .4 and the solution by 3. Note that the active sets obtained during the iterations are nested, i.e.
Al ARl o .o ulkl oD 4,

as in each iteration an adaptive lasso is fit using only the features selected by the previous step. This is key to control the computational time of
the algorithm as well as to maintain a rather small tuning parameter A\. We will provide more details on the choice of this small tuning parameter
in the theoretical results.

We use a simple example to demonstrate that many existing methods may not work as well as MuSP when irrelevant variables are highly
correlated with the relevant variables. Set (n, p) = (200, 400) and 3 with 4 nonzero entries. In this example there exists a variable which is irrelevant
but highly correlated with the relevant variables, hence the irrepresentable condition fails. Figureshows eight methods’ (in)consistency in model
selection: MuSP, Lasso (R. Tibshirani|1996), LLA (Fan et al.|2014} [Zou & Lij2008), MCP (C.-H. Zhang|2010), SCAD (Fan & Lij2001), Adaptive Lasso
(Zou||2006), OLS post Lasso (Belloni & Chernozhukov|2013) and Capped—I; (T. Zhang|2010). As shown in Figure except for MuSP, all other
methods pick up this irrelevant variable first and never shrink it back to zero. MuSP performs similarly when X is large, but when X is small, MuSP
obtains a stable, accurate estimates and selects the right model. More details of this data example with further comparisons can be found in the

simulation studies in Section 4.
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FIGURE 1 An example to illustrate eight methods’ (in) consistency in model selection. The solid lines stand for the relevant variables; the dashed
line stands for the variable which is irrelevant but highly correlated with the relevant variables; the dotted lines stand for other irrelevant variables.

2.1 | Relationship to other methods

There are many widely used methods that estimate regression coefficients for sparse linear models well. In this section, we analyze the MuSP
solution and describe how our approach differs from these methods, more specifically, how MuSP can select the right model when there exist

strong correlations between the irrelevant and relevant variables.
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Normally, X is the key to control the amount of regularization, but the proposed method intends to use the iterations to do the controlling rather
than using A. Note for any y, X and }, the solution of the kth iteration of MuSP is given by

. A~ As
— AlF]
ﬁ(A[k])c =0and BA[M = (X;[k]XA[k‘]) 1(X;[k]y - W)’
Alk]
where s (4 is the vector of signs of BA[kl’ and the equation on the right may be expressed as
A __ jols )\(X:f\[k] X.A[k] )—1SA["] 1)
Bt = BA[IC] - B[kfl]
AlF]
where 3°5 . is the OLS estimator on the set A, For j = 1,...,p, we make the following notes on the relevant and the irrelevant predictors

Alkl
respectively:

e Assume §; = 0 and the first step of the MuSP algorithm (i.e. Lasso) did not shrink its estimate to zero. Reviewing the estimation properties
of the Lasso (Meinshausen & Yu|2009; |Negahban, Ravikumar, Wainwright, & Yu|2012), under the restricted eigenvalue condition and the
proper choice of ), this first iteration estimate is bounded by

18] = O((tog p/m)/?)

with high probability. At the same time, it is not difficult to verify that |/§J.°'5| has the same bound. According to , given ), the penalty term
for the jth variable increases at the rate (n/log p)1/2 while ﬁjc"s is bounded by M(log p/n)!/2 with some positive constant M. Thus, the

associated variable will be deleted from the active set in a finite number of steps, which we have found is typically few.

e Assume 3; # 0 satisfying the Beta-min condition for the nonzero coefficients (see (2) in the next section). Following the above argument,
there will be a gap between its estimate and 0. Since Bj"'s is bounded away from zero and the penalty term will change little after several
iterations, the algorithm will stabilize when all the irrelevant variables have been deleted.

To explain the difference between our method and others, we consider two examples, MCP (C.-H. Zhang|2010) and LLA (Fan et al.|2014} |Zou
& Lil|2008) for illustration. For the MCP, the method essentially uses a large penalty for variables whose estimated coefficients are close to zero
and no penalty when the estimated coefficients are large. In the high-dimensional setting, however, by chance there often exist a few irrelevant
variables whose estimated coefficients are not close to zero, and this is especially the case when the irrelevant variables are strongly correlated
with the relevant variables. In practice, under such situations, a one-step procedure is often not sufficient to remove all irrelevant variables while
keeping all relevant variables. See Figure[T] LLA, on the other hand, is an iterative method, but in each iteration, the method deals with the entire
set of predictors, and since the number of irrelevant variables is always much larger than that of relevant variables, the iteration doesn't really help
in terms of choosing an appropriate value of the tuning parameter in comparison with one-step methods, especially when irrelevant variables are

strongly correlated with relevant variables.

3 | THEORETICAL RESULTS

We first define some notation. Without loss of generality, we assume the columns of X are standardized: XT1 = 0 and XJ.TXj/n =1forj=1,...,p.
LetS = {j € {1,...,p} : B; # 0}, |S| = q; let C = XTX/n, Css = XIXs/n and Cses = XI.Xs/n. To state our theoretical results, we need the
following assumption.

(C.1) Restricted Eigenvalue (RE) condition: there exists a positive constant K, that
vT'Cv > Ka|jv|3,

forall v € G(S) where G(S) := {v € RP : |Jvsc|]1 < 3||vs|l1}-

(C.1) is usually used to bound the I>-error between coefficients and estimates (Meinshausen & Yu|2009; |Negahban et al.|2012), and is also the
least restrictive condition of similar types, e.g. the restricted isometry property (Candes & Tao[2007) and the partial Riesz condition (C.-H. Zhang
& Huang|2008). It has been proved that (C.1) holds with high probability for quite general classes of Gaussian matrices for which the predictors
may be highly correlated, in which case the irrepresentable condition or the restricted isometry condition may be violated with high probability
(Raskutti, Wainwright, & Yu[2010).

We consider the following dimensions, in particular p = O(exp(nt)) and g = O(n®?) where c; < 1/3and 0 < ¢; + ¢ < 1. As a preparatory

result, the following proposition shows that the first step of MuSP selects an active set A containing the true set with high probability.
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Proposition 1. Suppose (C.1) holds. Set A\g = 40 (nlog p)1/2. Assume there exists a positive constant K; such that
glfglsﬂﬂﬂ > K1/gho/v/n. (2)
Considering the first step of MuSP, A1l (Ao) and the corresponding set Al we have

P(sc Ay >1-1/p. 3)

REMARK 1. Note that requires a small gap between s and 0. It allows |5j] — 0 when n — oo but at a rate that can be distinguished.
This is a condition that has been frequently used in the literature for proving model selection consistency, e.g. Lasso (Zhao & Yu|2006), Capped-I;
(C.-H. Zhang|2010) and LLA for sparse linear regression (Fan et al.[2014).

REMARK 2. Since the first step estimator of MuSP is the Lasso, Proposition E]can be seen as proving a property for the Lasso estimator. We
obtain this result by using the bound of I,-norm error between 3 and B[11, which is known from past work, e.g.[Meinshausen and Yu|(2009) and
Negahban et al.{(2012). Proposition supports the backward deletion strategy of MuSP, which removes the variables that do not belong to Al
as they are irrelevant with high probability.

REMARK 3. We set \g = 40(nlog p)1/2, which is the same as that for Lasso in order to achieve the error bound, while Lasso’s model selection
consistency requires a larger tuning parameter, i.e. Kn(1+<4)/2 where ¢; < c4. Hence when n is large, the estimation accuracy and selection
consistency cannot hold at the same time for Lasso. We solve this problem using an iterative strategy.

Now we show results on the error bound and the sign consistency of MuSP.

Theorem 1. Under the same conditions of Proposition Set A = 40(nlog n)1/2. Forc; + c2 < ez < 1and (14 3c2)/2 < c3, with probability at
least 1 — 1/n, the following error bounds for the estimate B hold,

x 8o qlogny1/2
18 = Bll2 < (=57,
K30 "2 lommn 112 (4)
a o-q /logn
- < ,
18— Blix K2.K3( =)

where K3 < K1, K; and K5 are defined in (2) and (C.1) respectively. Further, we have:
P(sign(B) = sign(B)) > 1 — 1/n.

REMARK 4. Note that A and o have different orders under the assumption that p = O(exp(n)). If we consider another high dimensional
setting, where p = O(n), by setting \g = A = 4o(nlog n)1/2, we would have the same result as in Theorem For simplicity, we use the same
value for \g and X\ in simulation studies and empirical analysis.

REMARK 5. The error bound of MuSP in (4) is influenced by the adaptive penalty. We allow §; to converge to O in (@), e.g., there exists c3 such
that the lower bound of §; is n(s=1)/2 for j € S. As a consequence, n°3/2 dominates the denominator of the error bound of MuSP rather than n1/2.
When c3 is close to 1, the l,-norm error bound is close to the rate (qlogn/n)!/2.

Considering the following dimensions: p = O(exp(nt)) and q = O(n®2) where 0 < ¢; + c2 < 1and 0 < ¢; < 1/3, Corollary 1 shows that the

I-error and the Ip-error of the MuSP estimator achieve the rate q(log n/n)1/2 and (qlog n/n)!/2, respectively.

Corollary 1. Suppose (C.1) holds. For the nonzero coefficients, let c = minjes | 5| and assume 1/c < co. Set A = 4o (nlog n)1/2. With probability
1 — 1/n, the following error bounds hold for B:

~ 8o qlogn)l/2
- < — ,
18- 6l < o (-

A 320 -q slogny\1/2
— < .
18-l < == (F27)

(5)

Further, we have:
P(sign(B) = sign(B)) > 1 1/n.

REMARK 6. Corollary 1 sets a lower bound for 85 where c is allowed to be any positive constant. This condition has also appeared frequently in
the literature, e.g.|Huang, Ma, and Zhang|(2008).

REMARK 7. Note the Gaussian assumption on the error term in the linear regression model can be relaxed by a subgaussian assumption.
Specifically, there exist constants K, k > 0 such thatfori=1,...,n,

P(lei| > t) < Ke ™, v > 0.
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4 | SIMULATION STUDIES

In this section, we use simulation studies to demonstrate the performance of the proposed method: 1) the first part illustrates MuSP’s consistency
in model selection; 2) the second part compares the performance of the proposed method with those of several existing methods, and also analyzes
the stability of MuSP with respect to the tuning parameter \; and 3) the third part evaluates the computational time of different methods.

Of the existing methods that are compared with the proposed method, we choose three one-step methods, Lasso (R. Tibshirani|1996), SCAD
(Fan & Peng|2004) and MCP (C.-H. Zhang 2010), and four multi(two)-step methods, Adaptive Lasso (Zou|2006) (denoted as Alasso), OLS post Lasso
(denoted as Plasso) (Belloni & Chernozhukov|2013), Capped—I; (T. Zhang||2010) and LLA (Fan et al.|[2014; Zou & Li/2008). In addition, we also
compare with a Bayesian method, SSL (Rockova & George 2018). We use the R package SSLASSO to run SSL; results of MCP, SCAD and LLA are
obtained using the R ncvreg package (Breheny & Huang|2011), and results of other methods are based on the R glmnet package (Friedman et al.
2010).

We consider the following linear regression model for simulation studies

P
Yi = E zijBj + e, i=1,...,n,
=1

where x;; are generated from a multivariate normal distribution N(0,X) and ¢ is generated from N(0, 1). Four regression coefficients are set
as nonzero, specifically (82, 83, 8s, Bp) = (2,4,4,4), and others are set to zero. We consider the case where some irrelevant variable is highly
correlated with the relevant variables. Specifically, we set
7 3 1 1 1 1 1 1
Til = oTip + g L2 + gL + gL + g Lis + gL + g7 + g

where ¢; is generated from N(0, 1). Denote the covariance matrix of the last (p — 1) variables as ¥ _;. We consider two scenarios: (1) ¥_; = |, and
(2) = = 05073l wherej=2,...,p.

In both scenarios, the RE condition (C.1) holds while the irrepresentable condition fails. Recall the irrepresentable condition states that: there
exists a positive constant > 0 such that

[CsesCggsign(Bs)llco < 1—1.

With Xs = (X2, X3, X4, X;p) and Xse = (X1, Xs, ..., Xp—1), it is not difficult to check that the irrepresentable condition does not hold. Figurein
Section[2]shows the results from one typical simulation repetition when (n, p) = (200,400) under scenario 1.

We compare both the estimation and selection performances of the nine methods mentioned above. The Io-norm (|| — 8]|2) and the I;-norm
errors (|| 3 — B||1) are computed. We also report the estimated number of nonzero coefficients (NZ), as well as the false positive rate (FPR) and the

true positive rate (TPR), which are respectively defined as

FPR — lie {1',-~~7P} B, #0and g = 0|’
|J€{177P}BJ ¢Oandﬂj 7£0|

ed{t,....p}: 5 #0|

TPR =

4.1 | Model selection

We consider three different dimensions, p=40, 400 and 4000, and n is fixed to be 200. Due to lack of space, we only show representative results
in the main manuscript and delay other results in the supplementary material. Specifically, Figure@]shows the comparison between the proposed
MuSP, Capped-Iy, LLA, MCP and SSL under Scenario 1, while Figure[B2]shows the comparison between MuSP and Lasso, PLasso and SCAD under
Scenario 2. As we can see in Figure[BI] when X is large, the first 4 methods select the irrelevant variable Xy (as it is highly correlated with the
relevant variables and the response). When X decreases, in the case of relatively low dimension (left column), LLA and MCP are able to shrink
the estimated coefficient for X; to zero but at the same time select many other irrelevant variables; while in the case of relatively high dimension
(middle and right columns), LLA and MCP are not even able to shrink the estimated coefficient for X; to zero. Capped-I; performs slightly better
as it is able to shrink the estimated coefficient for X; to zero in both low and high dimensional settings when X is very small but at the same time
also selects many irrelevant variables. SSL chooses the correct model when p=40 and 400, however, when p becomes larger, SSL always selects
X1 as an important variable. As a comparison, MuSP chooses the exact correct model over a wide range of small values of X in all settings.

The results in Figure@]are similar as in Scenario 1: Lasso, PLasso and SCAD are able to shrink the estimated coefficient for X; to zero when \
is small and the dimension is relatively low, but at the same time select many other irrelevant variables, and completely fail to shrink the estimated
coefficient for X; to zero when the dimension is relatively high. The proposed MuSP is again able to identify the correct model when X is relatively

small in all three considered dimensional settings.
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TABLE 1 Performance comparison under Scenario 1.
Method I>-error l1-error NZ FPR TPR
(n,p) = (100, 50)
MuSP 0.19 (0.07) 0.33(0.12) 4.00(0.00) 0.00(0.00) 1.00(0.00)
Lasso 2.05(0.81) 2.16(0.40) 19.47(2.98) 0.34(0.06) 1.00(0.00)
MCP 6.44(0.12) 3.61(0.06) 7.74(1.22) 0.11(0.02) 0.63(0.13)
SCAD 6.40(0.11) 3.56 (0.06) 8.14(1.29) 0.12(0.03) 0.65(0.12)
SSL 0.31(0.61) 0.73(1.26) 9.94(3.53) 0.13(0.08) 1.00(0.05)
AlLasso 0.38(0.35) 0.79(0.33) 5.56(1.06) 0.03(0.02) 1.00(0.00)
PLasso 1.13(1.29) 1.46(0.63) 8.46(1.45) 0.10(0.03) 0.99(0.05)
Capped-I; 2.05(0.81) 2.16(0.40) 19.47(2.98) 0.34(0.06) 1.00(0.00)
LLA 6.40(0.11) 3.56 (0.06) 8.14(1.29) 0.12(0.03) 0.65(0.12)
(n,p) = (100, 200)

MuSP 0.25(0.64) 0.44(1.32) 4.02(0.20) 0.00(0.00) 1.00(0.05)
Lasso 3.50(0.88) 7.66(1.83) 21.53(3.48) 0.09 (0.02) 1.00(0.00)
MCP 6.51(0.70) 14.33(1.65) 18.00(2.66) 0.08(0.01) 0.64(0.13)
SCAD 6.50(0.22) 13.88(0.74) 21.55(3.73) 0.10(0.02) 0.66(0.12)
SSL 2.77(3.01) 6.41(6.51) 24.88(8.08) 0.11(0.04) 0.88(0.17)
AlLasso 1.19(1.36) 2.23(2.58) 5.11(0.96) 0.01(0.01) 1.00(0.03)
PLasso 4.89(2.27) 9.66 (4.49) 6.01(1.23) 0.02(0.01) 0.76 (0.15)
Capped-I; 3.50(0.88) 7.66(1.83) 21.53(3.48) 0.09 (0.02) 1.00(0.00)
LLA 6.50(0.22) 13.88(0.74) 21.55(3.73) 0.10(0.02) 0.66(0.12)

We also want to note that, as one can see in both Figures[BI]and[B2] the MuSP solution is quite stable over a wide range of small values of .
This implies that MuSP requires little tuning, which is a convenient and useful property in practice and different from many other regularization
methods that require careful selection of the tuning parameter.

4.2 | Performance comparison

We consider two settings, (n, p) = (100,50) and (n, p) = (100, 200). While cross-validation is not needed for SSL, the tuning parameter for all
other methods is selected using 10-fold cross-validation. Each simulation is repeated 100 times. The results are summarized in Tables[d]and [2] It
can be seen that MuSP uniformly outperforms other methods in both estimation accuracy and model selection.

Figure[dshows the estimation error of MuSP when X varies under the same simulation setting of Table[2} i.e. Scenario 1 with (n, p) = (200, 40),
(200, 400) and (200, 4000) respectively. As one can see, the estimation error of MuSP is low and stable over a range of small A values. The
results under Scenario 2 are similar and thus omitted. This implies that cross-validation may not be necessary for MuSP in practice; setting X at
an appropriately small value often works well, for example, we found A = (1/5)(n log n)l/2 is a reasonable choice after standardizing the design
matrix and the response variable.

4.3 | Computational cost

To compare the computational cost of different methods, we considering the following settings: n = (100,1000) and p =
(100, 1000, 10000, 100000) under Scenario 1. Each running time involves 100 different X values covering a wide range. For MuSP, Lasso, ALasso,
LLA, Cappled-l; and MSA, we used the R glmnet package (Friedman et al.;2010); for SSL, we used the SSLASSO package (Rockova & George 2018),
and for SCAD and MCP, we used the R ncvreg package (Breheny & Huang|2011).

Table [3] summarizes the results. As one can see, the computational cost of MuSP is in general larger than that of Lasso, but becomes more
comparable as both n and p increase. In comparison with non-convex one-step methods, including MCP and SCAD, MuSP is slower when n and p
are small, but faster when n and p are large. Further, the computational cost of MuSP is much lower than that of SSL and those of other multi(two)-
step methods, including the Adaptive Lasso, LLA, Capped-l; and MSA; this is because the MuSP only deals with the high-dimensional data in the
first step, while other methods deal with the entire data set in every step.
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correspond to other irrelevant variables; the solid lines correspond to the relevant variables.
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TABLE 2 Performance comparison under Scenario 2.

Method I>-error l1-error NZ FPR TPR
(n,p) = (100, 50)
MuSP 0.22(0.09) 0.37(0.17) 4.00(0.00) 0.00(0.00) 1.00(0.00)
Lasso 1.82(0.78) 491(1.74) 25.87(3.14) 0.48(0.07) 1.00(0.00)
MCP 6.46(0.19) 13.14(0.50) 7.89(1.52) 0.12(0.03) 0.63(0.13)
SCAD 6.43(0.17) 13.44(0.50) 13.60(2.35) 0.24(0.05) 0.69(0.11)
SSL 0.23(0.09) 0.43(0.19) 5.67(1.84) 0.04(0.04) 1.00(0.00)
AlLasso 0.61(0.55) 1.15(1.06) 4.88(0.90) 0.02(0.02) 1.00(0.00)
PLasso 1.14(1.08) 2.63(2.24) 9.18(1.79) 0.11(0.04) 0.99(0.04)
Capped-I; 1.82(0.78) 491(1.74) 25.87(3.14) 0.48(0.07) 1.00(0.00)
LLA 6.43(0.17) 13.44(0.50) 13.60(2.35) 0.24(0.05) 0.69(0.11)
(n,p) = (100, 200)

MuSP 0.28(0.63) 0.49(1.28) 4.01(0.10) 0.00(0.00) 1.00(0.05)
Lasso 2.96(1.11) 2.67(0.43) 33.50(4.38) 0.15(0.02) 1.00(0.03)
MCP 6.48(0.12) 3.62(0.05) 7.67 (1.74) 0.03(0.01) 0.55(0.10)
SCAD 6.45(0.12) 3.59(0.05) 8.66(2.24) 0.03(0.01) 0.56(0.10)
SSL 1.55(2.53) 3.24(5.25) 9.73(4.32) 0.03(0.02) 0.93(0.16)
AlLasso 0.89(1.28) 1.14(0.71) 6.57 (1.77) 0.01(0.01) 1.00(0.04)
PLasso 2.01(2.15) 1.95(0.93) 10.43(2.29) 0.03(0.01) 0.95(0.11)
Capped-I; 2.96(1.11) 2.67(0.43) 33.50(4.38) 0.15(0.02) 1.00(0.03)
LLA 6.45(0.12) 3.59(0.05) 8.66(2.24) 0.03(0.01) 0.56(0.10)
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FIGURE 4 lllustration of the stability of MuSP with respect to A under Scenario 1.

5 | EMPIRICAL ANALYSIS: INDEX TRACKING

In this section, we apply the proposed method to the important and useful index tracking problem in financial modeling. Roughly speaking, index
tracking aims to replicate the movement of a financial index using a small set of financial assets, e.g. stocks, and is the core of the index fund. This
is a high dimensional data modeling problem as the number of stocks that one can choose from is often on the order of hundreds or thousands,
while the number of observations (days) is on the order of tens or hundreds. Further, due to transactional cost, one only wishes to select a few

rather than many stocks (i.e. a sparse model) to mimic the behavior of the index.
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TABLE 3 Comparison of average running time in seconds

(n,p) Lasso MCP SCAD MuSP ALasso SSL LLA Capped-ly MSA
(102, 10%) mean 0.01 0.05 0.04 0.71 0.28 0.78 1.02 146 1.48
sd 0.01 0.01 0.01 0.02 0.03 0.09 0.41 0.26 0.24
(102, 103) mean 0.02 0.04 0.07 0.58 0.89 0.77 201 4.64 4.04
sd 0.01 0.01 0.01 0.02 0.07 0.42 0.14 0.75 0.87
(102, 10%) mean 0.25 0.52 0.38 0.59 7.67 4.10 16.47 21.04 18.02
sd 0.02 0.04 0.03 0.04 0.42 1.58 1.44 2.65 3.76
(103, 103%) mean 0.33 4.08 4.83 2.03 7.31 76.15 95.76 216.24 24.16
sd 0.02 0.60 0.58 0.09 0.51 3.57 6.13 53.04 4.84
(103, 10%) mean 1.21 7.79 4.28 3.77 43.87 81.75 282.58 388.00 148.18
sd 0.17 0.70 0.29 0.17 1.67 17.72 36.03 46.56 6.15
(103, 105) mean 10.96 33.22 32.30 14.48 644.87 302.12 1387 1508 1535
sd 0.08 3.30 0.22 0.23 29.73 86.47 126 196 224

We consider the S&P500 index and the following model: y; = ZJP:1 Bjxjt + €&, where yi denotes the return of the S&P500 index on day t, x;;
denotes the return of stock j on day t and g; is the weight of stock j. We consider 19 rolling periods from January 2016 till December 2017 and
divide each period into training (=100 days) and testing (=20 days) parts. The training period is used to select stocks and estimate the corresponding
Bj's and then the testing part is used to evaluate the performance.

We compare 4 methods, including MuSP, LLA, Capped-I; and ALasso, as these four methods had better performances in simulation studies. To
measure the performance of different methods, we use the tracking error (Meade & Salkini1989), which is a standard measure used in the financial
industry to assess the performance of tracking. It is defined as

TrackingErrore,, = v252 x \/Z(errt — mean(err))2/(T — 1),

where erry =yt — ¥+, with y¢ and §; being the daily return of the index and the daily return of the constructed index on day t respectively.
We did not use the validation or cross-validation approach to select the tuning parameter; instead, we chose the tuning parameter for each
method such that the number of selected stocks is 20, which is often the way done in practice. Figure 5] shows the 19 tracking errors for both

training and testing sets over time. As can be seen, MuSP always produces lower and more stable errors than other methods, except for one rolling
period.

—e— MuSP M
-o- LLA "
-0 Capped D\

1
-o-- Alasso 1

Fitted tracking errors(%)
Predicted tracking errors(%)

VAN,

o—.—o/°\ / Ne—e
T T T T T T T T T T T T T T T T T T T T T T T T T T T T
2016.1 2016.4 2016.7 2016.1 2017.1 2017.4 2017.7 2016.6 2016.9 2016.12 2017.3 2017.6 2017.9 2017.12
Date Date

FIGURE 5 Tracking errors for both training (left) and testing (right) sets by different methods.
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APPENDIX
A PROOF OF MAIN THEOREMS

Let vector B[ be the solution to
. . 1
B := argmin { = |ly = X113 + Mol|8l }-

We set all] = n1/2(811 — 8) and W = XTe/n/2, Let GE], Bg], Bs, Ws and ﬁ[slc], Bélc] Bse, Wse denote the S and S¢ entries of alll, 311, 8 and W
respectively. We first provide the following lemma that shows i1l € G(S) needed for (C.1).

Lemma 1. Assume ¢; are i.i.d. Gaussian random variables with mean 0 and variance 2, i = 1, ..., n. Conditional on
Ao
{2wile < 555},
we have

N N
el < 3llag 1.
Proof of Lemmal[T] Based on the definition of B, we have the following inequality:

Slly = XA+ 2018111 < 3 lly = XBI3 + oll8l.
We also have
18 1y = 1851 + 1852 11n
and
1851 + 185! - Bsllt = 11851
By the three inequalities above, the following inequality holds:
1X (B = B)I12 + 220181 < 27X (B — B) + 22018 — Bs 1. (A1)

Further, conditional on {2[|W/||ec < Ao/n!/2}, we have
26X (BN = B) < NollBM = Blly = Noll B — Bsl + Aol A1 (A2)

Combining and (A2), we have
1X (B = B) 12 + 220 l18E 11 < 320lIBY = Bs i1 + Aol BLI,
and hence
18521 < 3185 - Bslh.

Next we provide control on a1, measured in Io-norm.
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Lemma 2. Assume ¢ are i.i.d. Gaussian random variables with mean 0 and variance 2. Suppose (C.1) holds and set \o/n

Conditional on {2]|W/||s < Ao/n!/2}, we have with probability exceeding 1 — 1/p:
. 120
latl2 < E(qlogp)l/z-

Proof of Lemmal[2] According to the Gaussian tail bound, we have fort > o
+2

72)7

P(le| > t) < exp(— oy

then we have the tail probability bound of W:

P(|Wlloo > 20(logp)*/?) < p - exp(— 552

Set .
) = Slly - XBII3 + Aol
Define V(u) = F(31) — F(8). We have

V(U)=*HTCU*UTW+/\02<‘BJ |- \ﬁ]\)Jr)\o'

The solution A can, for each value of Ao, be written as (1] = 3 + a1l /n1/2, where

'l = argmin V (u).

402 logp) o

1/2.

(A3)

Since the value of the function V(u) is 0 when u = 0, it follows that V(i[!]) < 0. For the first term on the right hand of (A3), according to (C.1) and

Lemma [T the following inequality holds:
1, N Ko
§(um)TCU[1] = 7“““”\%-

Then we have for u satisfying (C.1) that
Ko

Ao Ao
V() > “Fllul3 ~u§Ws — s lluslh + [ 575 — [Wsello | luse 1.

By Ao/n!/2 = 40 (log p)!/? and conditional on {2||W||oc < Xo/n/2}, we have

Ao
< gtz 221
{2Iwsll> < a2 555}

Then it is straightforward to see that

K. Ao K:
5 lullg = uEWs — S llusly > llusll2 { - lullz =
1/2 2
and
Ao
|57z = 1Wselloo] D sl > 0.
JjES®
The two inequalities above imply that when 12
3\ 120
~[1] 0q _ 140 1/2
lla ”2>K2nl/2 e (qlogp)™/=,

we have V(ii) > 0, which implies that the minimum of V(u) is not attained. Hence,

. 120
a2 < ——(qlogp)'/2.
Ko

O

The following result shows that the initial step of the algorithm (i.e. Lasso) would not shrink the estimate of the nonzero coefficients to zero

with high probability.

Proof of Proposition 1. According to Lemmamand Lemma|2| we have with probability 1 — 1/p:

18 - B2 < f(qlogp/n)m-

The bound on the I,-norm implies trivially the same bound on the loo-norm between B[l and 8. When holds, since p = O(exp(n°t)) and

q = O(n%) where c; + c2 < 1, itimplies forj € S, sign(ﬁj[ll) = sign(;). Then we have

P(SC Ay >1-1/p.

This article is protected by copyright. All rights reserved.



Yuehan Yang et al | 15

Proof of Theorem 1. We begin by stating the uniqueness of the Lasso solution. The sufficient condition for uniqueness has appeared many times
in the literature, e.g.|Candes and Plan|(2009); R. J. Tibshirani|(2013); |Wainwright|(2009). We summarize the result as the following: For any y, X
and X > 0, if the predictor matrix X is drawn from a continuous probability distribution, then the Lasso solution is unique and the solution has at

most min{n, p} nonzero components. Hence after the first step of the algorithm, we have |.Al!l| < n and with probability at least 1 — 1/p that

(B[Q] — 6)XTE = (B&[l 5.A 1]) A[l]e.

By W m = Xim €/n1/2, we have
402 logn

PIW g1 llse > 20(10gm)/2) < nexp(~=—

)=1/n.
By A\/n!/2 = 40 (log n)!/2, with probability at least 1 — 1/n, we have

2W 41 lloe < A/n'/2.
We now consider the estimate of the second step of the algorithm:

B = argmin {fy-Xpl3+x Y 18:/8M )

B(A[l])czo jeAll

Set @ = n1/2(312 — B). We first prove a[2] € G(S) of (C.1). Following the same arguments as the proof of Lemma the following inequalities hold:

[2]
1 2
Sl = XAR3+ 2 3 \ﬁ | <Slv-XBI3+x 30 \Am
jeAlll Fj jeAll B;
and

B By — 8,

3l2] _ 2 J T x (32 _ [ I

IX@E =Bl +2x > [Hy| <2 x(B% - g+ 223 | Fu I (A4)
jeAlll/s Fj jeS i

By Lemma|2| the following inequality holds with probability at least 1 — 1/p:

o 120 qlogp
IBM = Bll2 < == ()12
Ko n

and when n is large, we have
5(1]
max |3 <1
Py \ﬁ] |

Further, conditional on {3 = By =0} and {2[|W 4|0 < A/n/2}, we have

(Althe ™
2ETX (B — B) < AIB® — By
= MBE — Bslls + MIBGY gl

A 3l2] al2]
+ . A
= max A,[1]| <”6$ Bsll “BAU]/SHI) (A3)
jgs !
Combining (A4) and (A5) yields
/3[ ] A

o B sl <24 X0 \ - 1% 5l
jeAlll/s 1, " all/s
I?gasxm l el /s |5
<7IIBS = Bsli+2—— IIBS = Bsl2-
rnax| | m1n| |
igs j€es

According to {2) and the Ioo-norm bound on the difference between Al and 8, when n is large, we have

A A
IR 5l1]
min 1851 max 1851
and the following inequality holds:
1852 <3185 - Bslla. (A6)

By a2l = n1/2(52 — ), (A) implies |35 [|; < 3(|a57 |1 According to (C.1), we have
@hrcal?l > 1 |al)3.
Using the similar notation of Lemma the solution 12 can be written as 32 = 8 + 4[2 /n1/2, where

al?l = arg min V(u401,0)
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and with u 4 satisfying (C.1), we have

1
V(uyw,0) = 5“1[1]@,4[11 amWam + A S8+ 1/2| \Bj\)/\ﬁ I
jeAlll
> L1+ Lo,
where

K2 2 A uslls

Li = —lumll3 — ugWs S = 15 Al
2 A nl/2 mm\ﬂ ‘

JES

A H“All]/sHl T

L2 =7 7 — U [1] .
N2 e |5_[1]| Alllys R Alll/s
jgs !

Again, with probability 1 — 1/p we have
. 120
n'/2)18M — Bll2 < 2= (qlogp) /2.
According to (2] . there exists a constant 0 < K3 < Kj such that, forc; + cp < czandj € S,
5l1] (c3—1)/2
|ﬁj |> K3n'
and fori ¢S,
|ﬁ[1]| 120(6110%17)1/2
Ko n
Hence with A/n!/2 = 45 (logn)'/2 and {||W 1) [|oo < 20 (logn)'/2}, we have

Ky 4o _
Ly > ZFlu g I3 —2a(qlogn>1/2||us||z—K—3(q~n1 < logn)'/?||us|13

4o _
> ||us||%{?||uA[1] 2~ 20(alogm)*/2 — 2 (a0t~ log 2}

and

Ky /nlogn\1/2 1/2 N
Lo > (— . ( ) — 20 (1 / ) . > 0.
2 Z 3 qlogp o(logn) ||UA[1]/s||1
Following the arguments as the proof of Lemma|2[ when

a2l > 2
W2~ Ky K
it implies V(u_411,0) > 0, and we have V(ﬁi][l] ,0) < 0. Hence, with probability at least 1 — 1/n, we have

182, < —2
Ko - Kg

According to @ following the arguments as the proof of Proposition 1, we have

(q-n'~logn)'/2. (A7)

s c AL (A8)

Similarly, one can prove that (A7) and (A8) hold at the (k 4 1)th step when they hold at the kth step. Thus, by induction, they hold for k = 2,3,

When the iteration converges, denote the set that .AX converges to as A4, and 3 is written as 3 = 8 + @i/n'/2 where
4 = arg min V (u_4,0)

and

lallz < M,
where M = (80/K2K3)(q - n1 =3 log n)'/2. Then according to c3 > (1 + 3c2)/2 and c; < 1/3, the following inequalities hold uniformly over
{u € RP: |lull2 < M, use # 0},

V(u) — V(US, 0) 2 ug CSSC usc + USCCSCSC usc — UscWSC + A Z

JGSC
> 37wl (AWM = IWalloo = a*/lus]2)
jEA/S
> Z uj] ()\/M — 25 (logn)Y/? — q1/2M)
j€EA/S
> 0. (A9)

Since V(0) =0, implies that the minimum of V(u) cannot be attained at any u satisfying usc # 0. Thus we have

P(sign(B) =sign(8)) >1—1/n — lasn — oo
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and with probability at least 1 — 1/n,

. 8c qlogn\1/2
_ < .
188l < - (45)

Note that ||3 — |l < 4]|8s — Bs|l1 < 492 -||Bs — Bs||2, then with probability 1 — 1/n, we have

320 - q (logn>1/2.

53— Bl <
18— Bl <

nes

|

Proof of Corollary 1. We omit the discussion about the first step estimation and directly consider the estimate of the second step. Following the
arguments as the proof of Theorem 1, the solution 32! can be written as 321 = 8 + 62 /n1/2, where

a2l = arg min V(uA[l] ,0)

and
V(uyu,0) > L1 + Lo, (A10)
when n is large enough and where
_ke 2 7 A lus|ly
L= 5 llu g llz — us Ws — a2 ¢
A ”“A[l]/s”l
L2 = = — UT W 1 .
Ntz o Iﬂim\ AlllysAlll/s
i¢s
This is because c is a positive constant and we have
A 12 1 1/2
1811 — s < 22 (LBRYY g ag oo,
Ko n

Set A = 40(nlogn)'/2. We have L, > 0 and
Ko 4o
L1 > Jusll2{ 57 luqm 2 — 20(glogm)"/? = = (qglogm)'/? }.

For V(u[2] 0) < 0, we have with probability 1 — 1/n,

Al
8o
[l < E(qlogn)1/2~
Hence y
N 80 /qlogn\1/2
2] _ < All
182~ lle < = () (A11)
and
s c AL (A12)
By induction, {ATT) and {A12) hold for k = 2, 3, . ... When the iteration converges, /3 satisfies
N 80 sqlogmn\1/2
— < - | ==
18-l < ()
and . y
5 320 - q slogn\1/2
— < = .
16—l < = (727)
Write B as 8 = 3 + a/nl/2 where
4 = argmin V(u4,0).
Set M = (85 /cKz)(qlogn)!/2. According to 0 < ca < 1/3, the following inequalities hold uniformly over {u € RP : ||u|l2 < M, usc # 0},
V(u) — V(us,0) > u;FCSSC usc + U;FCCSCSC uge — uSTcWSc + A Z i}
jese
= Z uj] [/\/M — 25 (logn)'/? — ql/ZM]
jeA/S
> 0.
It follows that the minimum of V(u) cannot be attained at any u satisfying usc # 0. Then we have
P(sign(B) =sign(B)) > 1 —1/n — lasn — co.
O
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B ADDITIONAL SIMULATION RESULTS

Figure [BI]shows the comparison of the proposed MuSP with Lasso, PLasso and SCAD under Scenario 1, and Figure B2 shows the comparison of
the proposed MuSP with Capped-I;, LLA, MCP and SSL under Scenario 2.
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FIGURE B1 Results under Scenario 1 for three different dimensions. The dashed line corresponds to Xj, which is irrelevant; the dotted lines

correspond to other irrelevant variables; the solid lines correspond to the relevant variables.
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FIGURE B2 Results under Scenario 2 for three different dimensions. The dashed line corresponds to X;, which is irrelevant; the dotted lines

correspond to other indSA LGS I RIGte Glad by sonvsightidllighisreserved.
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