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Abstract16

Hemispheric asymmetries of the Vertical Total Electron Content (VTEC) were observed17

during the first recovery phase of the geomagnetic storm on September 7-8, 2017. These18

asymmetries occurred at the mid latitudes at two different local times simultaneously:19

In the European-African sector (early morning), the storm-time VTEC in the southern/northern20

hemisphere was higher/lower than the quiet-time value, suggesting the southern/northern21

hemisphere entered the positive/negative phase (N-S+). In the East Asian-Australian22

sector (afternoon), the storm-time VTEC change was positive in the northern hemisphere,23

but negative in the southern hemisphere (N+S-). The electron density profiles (EDP)24

from digisondes demonstrated that the asymmetries appeared in the F region density25

as well. The plasma drift data from digisondes, the column-integrated [O]/[N2] ratio from26

GUVI onboard the TIMED satellite, and the detrended VTEC were utilized to study27

the drivers of the asymmetries. Traveling Ionospheric Disturbance (TID) signatures were28

identified in the digisonde drift and detrended VTEC data before the appearance of the29

asymmetry. The magnitude of TIDs was larger in the hemisphere where the negative phase30

occurred later. The storm-time [O]/[N2] ratio change was positive in Africa (S+) and31

negative in Europe (N-). However, the [O]/[N2] measurements were not available in the32

East Asian-Australian sector during the focused period. The hemispheric differences in33

the vertical drifts were also observed in both sectors. Therefore, the observed hemispheric34

asymmetries in both sectors are suggested to be due to the hemispheric asymmetries in35

the thermospheric composition change, vertical drift, and TID activity.36

1 Introduction37

Ionospheric storms refer to large-scale responses of the ionospheric electron den-38

sity or TEC during geomagnetic storms. Since the ionosphere is electromagnetically cou-39

pled to the solar wind and magnetosphere and collisionally coupled to the thermosphere,40

the responses of the ionosphere are quite complex during storms. In the mid-latitude re-41

gion, the electron density/TEC can either increase or decrease during storms, which is42

referred to as a positive or negative ionospheric storm. Several drivers have been proved43

to be able to influence the mid-latitude ionosphere directly or indirectly, e.g., Joule heat-44

ing, particle precipitation, penetration electric field, disturbance dynamo electric field,45

neutral wind, as well as chemical composition (G. W. Prölss, 1995; Mendillo, 2006, and46
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references therein). The interplay between these drivers produces different responses and47

leads to strong spatial and temporal dependence.48

The ionospheric responses during storms exhibit strong latitudinal dependence. At49

high latitudes, the structured external electric field and particle precipitation from the50

solar wind and magnetosphere mainly control the ionospheric variability. Most times,51

the ionosphere can respond to these driving forces almost immediately. At the low and52

mid latitudes, the responses of the ionosphere to the external forces are more complex.53

The penetration electric field can quickly reach low latitudes after the southward turn-54

ing of the interplanetary magnetic field (IMF). Later, with the development of the par-55

tial ring currents in the nightside equatorial magnetosphere, the Region 2 field-aligned56

currents (FACs) grow and gradually shield the low-latitude ionosphere from the pene-57

tration electric field (Wolf et al., 2007). The Region 2 FACs connect the partial ring cur-58

rents to the ionospheric currents. They are downward into the ionosphere in the dusk59

side and upward out of the ionosphere in the dawn side, opposite to the polarity of the60

Region 1 FACs at higher latitudes. At the same time, the disturbance winds generated61

by the external energy deposition at the high-latitude region travel to the lower latitudes62

and then create disturbance dynamo electric fields (Lu et al., 2012; Maruyama et al., 2005).63

The combination of the penetration/shielding and disturbance dynamo electric fields af-64

fects the electrodynamics at the low and mid latitudes. The shielding time scale and the65

traveling time of the equatorward thermospheric disturbance winds are important for66

understanding the ionospheric responses at the low to mid latitudes during storms, but67

they are also difficult to obtain based on observations.68

Besides the latitudinal dependence, the ionospheric responses during storms are also69

dependent on local times. G. W. Prölss (1995, and references therein) showed that the70

positive storms prefer to develop on the dayside, while the negative storms prefer the71

early morning sector. Assuming that the negative storms are mainly due to the neutral72

composition change, G. Prölss (1993) explained the local time asymmetry by invoking73

the fact that it is easier for the meridional disturbance winds to travel to the lower lat-74

itudes on the nightside. In addition, the high-latitude energy depositions are not sym-75

metric in local time but are displaced toward the dark hemisphere (G. Prölss, 1980). Maruyama76

et al. (2005) showed that the contributions from the disturbance dynamo electric field77

and the penetration electric field are comparable on the nightside, while the latter is more78

important on the dayside. Mannucci et al. (2009) also showed that the TEC peaks can79
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develop at different local times during different storms and suggested that further stud-80

ies with comprehensive data are required to understand the local time differences between81

the neighboring days. Recently, Zhou et al. (2016) found that the TEC increased in the82

morning sector while decreased in the afternoon sector during the recovery phase of the83

2015 St. Patrick’s Day storm, and they attributed this surprising observation to a com-84

bination of stronger vertical plasma drifts and meridional winds in the morning sector,85

which lifted the ionosphere in the morning sector. Xiong et al. (2019) focused on the dif-86

ferent responses of the Asian and American sectors on September 9-11, 2017, during the87

late recovery phase. When the American (Asian) sector was on the dayside during 19-88

20 UT (7-8 UT) on September 11, the ionosphere experienced a negative (positive) storm.89

They suggested that the diurnal and semidiurnal tidal components contributed to these90

opposite responses.91

Hemispheric asymmetries of the ionospheric responses have also been observed dur-92

ing storms. In general, due to the seasonal thermospheric composition variation, the neg-93

ative storms are stronger in the summer hemisphere (G. W. Prölss, 1995), while stronger94

positive storms prefer the winter hemisphere (Goncharenko et al., 2007). Duncan (1969)95

pointed out that the effect of a storm is to enhance the photochemical mechanism that96

is dominant for that season. Interestingly, it is found that the hemispheric asymmetry97

may show opposite trends at different ionospheric layers. Astafyeva, Zakharenkova, and98

Doornbos (2015) showed that the enhancements of the TEC and the F2 peak density99

are more prominent in the winter hemisphere, while the topside ionospheric measure-100

ments show a larger enhancement in the summer hemisphere, but no change or even de-101

crease in the winter hemisphere.102

However, not all storms follow the general seasonal trend. Astafyeva et al. (2020)103

presented a puzzling case where opposite hemispheric asymmetries occurred during dif-104

ferent phases of the August 25, 2018 storm. During the storm main phase, a strong pos-105

itive TEC storm was observed in the northern (summer) hemisphere, while no storm-106

time deviation in TEC occurred in the southern (winter) hemisphere. The preference of107

the TEC positive storm for the summer hemisphere is opposite to what earlier studies108

found for other storms (Goncharenko et al., 2007). Astafyeva et al. (2020) explained this109

puzzling asymmetry by invoking a combination of weak seasonal thermospheric winds110

and weak photoionization in the southern hemisphere (winter). During the recovery phase111

of this storm, the northern (summer) hemisphere experienced a strong negative storm,112
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while no obvious negative storm signatures were observed in the southern hemisphere113

(winter). This recovery phase asymmetry was similar to other storms and thus was most114

likely driven by the background seasonal effect combined with the storm-time thermo-115

spheric composition change.116

In another study, Astafyeva, Zakharenkova, and Förster (2015) showed the oppo-117

site hemispheric asymmetries of the ionospheric responses in different longitudes (local118

times) during the main phase and the early recovery phase of the 2015 St. Patricks Day119

storm. In the European-African sector, from 08 to 24 UT on March 17 (8-24 LT), stronger120

positive storm signatures were observed in the northern hemisphere than those in the121

southern hemisphere. Meanwhile, in the American sector, from 21 UT on March 17 to122

05 UT on March 18 (17-01 LT), the southern hemisphere was in the positive phase, while123

the northern hemisphere was in the negative phase. The authors suggested that the asym-124

metry in the American sector could be explained by the hemispheric asymmetry of the125

thermospheric composition changes as shown in the observations from the TIMED GUVI,126

while the asymmetry in the European-African sector was more sophisticated. Besides127

the composition effect, other factors, including the asymmetry in the geomagnetic field128

and the amplitude and direction of the IMF By, may lead to the observed TEC asym-129

metry in the European-African sector. Later, Yue et al. (2016) also showed that in the130

Thermosphere-Ionosphere-Electrodynamics General Circulation Model (TIEGCM) sim-131

ulations, the Apex geomagnetic fields can generate a stronger asymmetry in the neutral132

wind and thermospheric composition than the dipole fields. Despite the above studies,133

the detailed development of the ionospheric hemispheric asymmetry during storms are134

still not well understood, especially those asymmetries that are opposite to the background135

seasonal effect.136

In this paper, the ionospheric responses were examined during the double-dip storm137

on September 7-8, 2017. During the first recovery phase, hemispheric asymmetries were138

found in VTEC at two different local times simultaneously. In the regions where the VTEC139

was asymmetric, the electron density profiles (EDP) from four digisondes were selected140

to provide the altitude distribution of the electron density, and they confirmed that the141

F-region density showed similar asymmetries as the VTEC. The plasma drifts from these142

digisondes, the [O]/[N2] ratio from GUVI onboard the TIMED satellite, and the detrended143

VTEC were utilized to study the possible drivers of the asymmetry. Based on our anal-144

ysis, we suggest that the asymmetries in the neutral composition change, vertical drift,145
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and TID activity together generate the hemispheric asymmetries in VTEC and the F-146

region electron density in each sector.147

In Section 2, descriptions of the data set and the data analysis techniques used in148

this study are shown. In section 3, the hemispheric asymmetries in the VTEC and the149

EDP in both sectors are presented. In section 4, various potential drivers of the observed150

asymmetries are thoroughly discussed.151

2 Data and Analysis Technique152

The multi-instrument data set used in this study is described below:153

2.1 The Madrigal Vertical Total Electron Content (VTEC)154

The VTEC is derived from the dual-frequency GNSS measurements. In this work,155

we used the VTEC data from the Massachusetts Institute of Technology Haystack Ob-156

servatory Madrigal database (Rideout & Coster, 2006). The spatial resolution of the VTEC157

is 1◦ in latitude and 1◦ in longitude, and the temporal resolution is 5 min.158

2.2 Digisonde159

Digisondes are digital ionosondes, which use high frequency radio waves for the vertical-160

incidence remote sounding of the ionosphere. In this study, several products from digison-161

des were utilized, including the EDP, the plasma drift in vertical and horizontal direc-162

tions, the F-region peak height (hmF2), and the peak plasma frequency (foF2). They163

are described in detail below.164

2.2.1 Electron Density Profile (EDP)165

Digisonde ionograms present signals reflected from the ionosphere in the frequency166

vs travel time frame. Radio waves from the ionosonde with frequencies lower than the167

local ionospheric critical frequency will be reflected below the the F region peak, while168

those with frequencies higher than the critical frequency will not be reflected back. There-169

fore, ionosondes can detect the bottomside EDP, but cannot provide the topside EDP.170

Here, with the assumption that the topside ionosphere follows the Chapman function,171

we use the foF2, hmF2, and the scale height at the F2 peak to specify the topside iono-172

sphere (Huang & Reinisch, 1996).173
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2.2.2 Plasma Drift174

Digisondes can measure the plasma drift based on the echoes reflected by undu-175

lated density contours and irregularities (Reinisch et al., 1998). Scali et al. (1995) showed176

a good agreement between the drifts measured by digisondes and those by Incoherent177

Scattering Radars (ISRs) at the high latitudes. Bullett (1994) showed that the digisonde178

drift technique works best during moderately disturbed nighttime conditions. Note that179

the drifts measured by digisondes might not be reliable when the production and recom-180

bination processes are rapid, e.g. near the terminators (Gonzales et al., 1982; Woodman181

et al., 2006). There can be an artificial downward/upward drift due to the generation/disappearance182

of the E-layer due to sunrise/sunset. Those artifacts have been carefully avoided in this183

study.184

2.3 Tomography185

The ionospheric tomography technique is a powerful tool to reconstruct the 3D struc-186

ture of the ionospheric electron density. It is a typical inversion problem used to esti-187

mate the electron density based on the integrated slant TEC (sTEC) along the line-of-188

sight of the GNSS satellites and the receivers. In this case, 340 ground-based dual-frequency189

GNSS receivers in Europe, provided by the EUREF Permanent Network (EPN), were190

used to calculate the GNSS sTEC and the 2D regional VTEC maps. The receiver net-191

work is not dense enough in the other sectors to apply the tomography technique. Based192

on the GNSS sTEC results over the European sector, the state-of-the-art tomography193

technique (Yao et al., 2020) is applied to resolve the spatial distribution of the electron194

density. The inversion region is over 35◦N-65◦N and 5◦W-20◦E in the geographic coor-195

dinates with the horizontal resolution of 1◦ in both latitude and longitude. The altitude196

range of the tomography is from 100 km to 1000 km with varying vertical resolutions,197

and the resolutions for altitudes below and above 450 km are 10 km and 50 km, respec-198

tively. To reconstruct the 3D electron density at time t, the ground-based GNSS sTECs199

from t-20 minutes to t+20 minutes are used, i.e., 40 minutes of GNSS data are used to200

invert the tomography results at time t. The electron densities from the International201

Reference Ionosphere-2016 (IRI-2016) model are used as the initial values for the inver-202

sion.203
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2.4 Thermospheric Neutral Density Ratio ([O]/[N2])204

The column-integrated [O]/[N2] ratio is derived based on the ratio of the 135.6 nm205

and LBHS emissions measured by GUVI onboard the TIMED satellite (Strickland et al.,206

1995, 1999, 2004; Y. Zhang et al., 2004). The derived [O]/[N2] ratio is only available on207

the dayside. It is a useful parameter to specify the thermospheric composition change,208

and thus to further infer the thermospheric impact on the ionospheric density produc-209

tion and loss processes. Note that GUVI cannot provide a snapshot of the global ther-210

mospheric composition distribution at a given time, instead it needs one day to cover211

all longitudes. The TIMED satellite was orbiting the 10.7 LT and 22.7 LT plane dur-212

ing this storm.213

3 Observations214

A double-dip geomagnetic storm occurred on September 7-8, 2017, and has received215

much attention (Aa et al., 2018, 2019; Habarulema et al., 2020; Imtiaz et al., 2020; Ji-216

moh et al., 2019; Jin et al., 2018; Lei et al., 2018; Mosna et al., 2020; Rout et al., 2019;217

Shen et al., 2018; Wang et al., 2019; Xiong et al., 2019; S.-R. Zhang et al., 2019). Fig-218

ures 1a-1f show the By and Bz components of the IMF in the geocentric solar magne-219

tospheric (GSM) coordinates (IMF By and Bz), solar wind speed, proton number den-220

sity, dynamic pressure, and the SYM-H index during September 7-8, 2017. The double-221

dip storm was driven by multiple interplanetary coronal mass ejections (ICMEs) pass-222

ing the Earth successively (Shen et al., 2018). The IMF turned southward at around 2040223

UT on September 7. At ∼ 2330 UT, a shock-ICME complex structure arrived and the224

IMF Bz decreased further to below -30 nT. The solar wind speed, proton density, and225

ram pressure all increased abruptly at the shock arrival. The sudden increase of the SYM-226

H represented the sudden storm commencement (SSC). Then, the SYM-H kept decreas-227

ing corresponding to the long-lasting southward IMF and reached the first minimum of228

-142 nT at ∼ 0100 UT on September 8. The IMF turned northward at ∼ 0230 UT, and229

the storm began to recover until ∼ 1105 UT. During the first recovery phase (from 0230230

UT to 1105 UT), the IMF Bz reversed its direction several times, but most of the time,231

the IMF was northward. The first recovery phase ceased due to the arrival of another232

ejecta at ∼ 1105 UT, which led to the second main phase. In this study, we focus on the233

development of the ionospheric, hemispheric asymmetries during the first recovery phase.234
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The storm-time alterations of the VTEC (dVTEC) from the quite-time values at235

04 and 06 UT on September 8 are shown in Figure 2 in the geographic coordinates. The236

quiet-time VTEC on September 7, 2017, was removed from the storm-time values. The237

magnetic field lines in the quasi-dipole coordinates at 300 km are plotted on top of the238

dVTEC map as thin solid lines. The thicker gray line represents the geomagnetic equa-239

tor. Four digisondes used in this study are also denoted by black stars on the map. A240

movie of the raw VTEC (left panel) and dVTEC (right panel) is provided as support-241

ing information of this paper, which aims to better visualize where the asymmetries oc-242

curred in the context of traditional, large-scale storm-time VTEC features. In the movie,243

it is clear that the large-scale dayside ionosphere was in the positive phase until almost244

04 UT on September 8. At this time, the IMF Bz component turned northward, and the245

SYM-H was gradually recovering. The large-scale ionosphere response began to transit246

from the positive phase to the negative phase, but the dVTEC was almost hemispher-247

ically symmetric. In the East Asian and Australian sector, there were VTEC increases248

(over 20 TECU) in both hemispheres, which were caused by the widened equatorial ion-249

ization anomaly (EIA). In the European and African sector, only minor VTEC increases250

(∼ 5 TECU) were observed in both hemispheres.251

Between 04 UT and 06 UT, the IMF remained northward, and the SYM-H recov-252

ered to ∼ -80 nT. During this period, strong hemispheric asymmetries developed in both253

the European-African (LT∼5-7) and the East Asian-Australian sectors (LT∼12-16). At254

06 UT, these asymmetries became very obvious and they are highlighted by black ar-255

rows in Figure 2. Based on the dVTEC movie, these asymmetries developed when the256

ionosphere transited from the positive phase to the negative phase. In the European-African257

sector, in the mid-latitude region (20◦ ∼ 40◦ MLAT), the VTEC increased in the south-258

ern hemisphere, but decreased in the northern hemisphere. The size of the asymmetry259

was about 15◦ in longitude and 10◦ in latitude. This asymmetry was also studied in (Habarulema260

et al., 2020). On the contrary, in the East Asian-Australian sector around 120◦ E lon-261

gitude, the VTEC increased in the northern mid-latitude region (20◦ ∼ 30◦ MLAT),262

while decreased in the conjugate southern hemisphere. The size of the asymmetry was263

larger than the European-Africa sector, which was almost 20◦ in longitude and 20◦ in264

latitude. The time series of the VTEC at four selected locations (labeled as A, B, C, and265

D), where the asymmetries were observed, are shown in Figure 3. The locations of these266

four points in the geographic and geomagnetic coordinates are shown in Table 1. The267
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VTEC at each location was the averaged value over a surrounding region of 5◦longitude×268

5◦latitude to better reflect the regional VTEC changes. The standard deviation of the269

VTEC values in each surrounding region is plotted as the shaded area together with the270

averaged values. In the southern hemisphere, Louisvale (B) and Learmonth (D), where271

digisondes are available, were chosen. Then their geomagnetic conjugate points (A, C)272

were calculated and selected. Before the shock arrival, the VTECs at the locations A and273

B were slightly larger than the quiet-time values. During the main phase of the storm,274

the European-African sector was on the nightside and the ionospheric responses to the275

initial energy input were small with a couple of TECU increase. A large asymmetry be-276

gan to develop in this sector after 04 UT (sunrise). The VTEC at the location A grad-277

ually increased due to sunrise. However, the increasing rate was lower than the quiet-278

time value, resulting in a lower VTEC, i.e., entering the negative phase. On the contrary,279

the VTEC at the location B increased with a larger rate than the quiet-time value, and280

the dVTEC was always positive with its maximum of 10 TECU at around 10 UT on Septem-281

ber 8. Therefore, these two conjugate points in the European-African sector entered the282

negative and positive phases, respectively, at the same time.283

The VTEC at the location C in the East Asian sector and at the location D in the284

Australian sector began to increase at around 00 UT on September 8, shortly after the285

shock and strong southward IMF arrival at the Earth. These increases ceased when the286

IMF turned northward at around 0230 UT. Later, the VTECs at these two locations started287

to decrease, but with different speed. The hemispheric asymmetry in VTEC began to288

develop after 04 UT. The VTEC at the location C gradually decreased and recovered289

to the quiet-time value at around 08 UT. When the VTEC asymmetry was observed at290

06 UT , the location C was still in the positive phase. On the other hand, the VTEC at291

the location D decreased rapidly and became lower than the quiet-time value at around292

05 UT, i.e., entering the negative storm phase. However, this negative storm phase was293

a short-lived one. The VTEC started to recover and exceeded the quiet-time value af-294

ter 07 UT. Therefore, these two conjugate locations in the East Asian-Australian sec-295

tor were in the positive and negative phases, respectively. However, the polarity of this296

asymmetry is opposite to the one observed in the European-African sector.297

The four digisondes closest to the four points are selected to provide the EDPs (Fig-298

ure 4), which help further confirm the existence of the asymmetries at 06 UT. Their lo-299

cations are also shown in Table 1. Clear asymmetries can be observed in the EDP plots300
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at 06 UT and are consistent with the VTEC observations in Figure 2: At Pruhonice (the301

closest digisonde to A), the electron density decreased significantly in the F region and302

the topside ionosphere, while at Louisvale (B), the electron density increased significantly303

above 250 km, in particular at the the F-region peak height. At I-Cheon (the closest digisonde304

to C), the electron density increased in the whole F region, while at the conjugate Lear-305

month (D), the electron density decreased in the F region, i.e., opposite to the trend ob-306

served in the European-African sector. In the mean time, the hmF2 at Louisvale (B) and307

I-Cheon (C) increased comparing with that during quiet time, while dereased at Pruhon-308

ice (A) and Learmonth (D). Therefore, the VTEC and EDP observations shown in Fig-309

ures 2-4 clearly demonstrated that hemispheric asymmetries developed during the first310

recovery phase and were opposite in the East Asian-Australian (N+S-) and European-311

African (N-S+) sectors. Here N/S indicates the northern/southern hemisphere and +/-312

indicates positive/negative phase, respectively.313

4 Discussion314

In the mass continuity equation of the ionospheric plasma, the change of the elec-315

tron density within a certain magnetic flux tube can be due to the vertical plasma drift316

and the chemical production/loss (Kelley, 2009). The electric field, neutral wind, and317

ambipolar diffusion along the magnetic field lines can all contribute to the vertical move-318

ment of the plasma, and their influences depend on the magnetic field inclination and319

declination angles (Schunk & Nagy, 2009). The vertical drift can transport the plasma320

to lower or higher altitudes where the neutral density is higher or lower, and thus affect321

the plasma lifetime by changing the charge exchange and recombination rates. The up-322

ward drift can transport the plasma to higher altitudes, where the charge exchange and323

recombination rates are lower. Thus, the density at the new F region peak height and324

topside ionosphere can be larger than that before lifting (Heelis et al., 2009; Zou et al.,325

2014). If the plasma production is active, the VTEC can increase as well. The thermo-326

spheric composition change, on the other hand, can alter the production and loss rates.327

When the atomic oxygen density ([O]) increases in the sunlit region, the production rate328

will increase, while the increase of the molecular species density (e.g. [N2]) will lead to329

an enhanced loss rate. Thus, the [O]/[N2] ratio is a key parameter that can be used to330

infer the thermosphric composition impact on the TEC (Kil et al., 2011; Mannucci et331

al., 2009; Strickland et al., 2001; Yue et al., 2016; Zhao et al., 2009). In this section, both332
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the plasma drift and the [O]/[N2] data are used to study the generation mechanisms of333

the asymmetries in each sector.334

4.1 European and African Sector335

The plasma drift measurements from the digisonde at Pruhonice (A) between 18336

UT on September 7 and 12 UT on September 8 are shown in Figure 5. The drifts in the337

magnetic north, magnetic east and vertical directions are shown in Figures 5a-5c. Schlesier338

and Buonsanto (1999); Zou et al. (2013, 2014) separated the contributions to the ver-339

tical drift from the electric field, neutral wind, and ambipolar diffusion based on the ob-340

servations from ISRs. The plasma drift perpendicular to the magnetic field line is due341

to the electric field, while the drift along the magnetic field line can be attributed to the342

neutral wind and/or the ambipolar diffusion. A similar method is applied to the digisonde343

drift measurements in this study. Since the electron and ion temperatures are not avail-344

able at the locations of these digisondes, the contributions from the neutral wind and345

the ambipolar diffusion cannot be further separated. In numerical simulations, the con-346

tribution from the ambipolar diffusion is usually much smaller than that from the neu-347

tral wind (Lu et al., 2012; Zou & Ridley, 2016; Liu et al., 2016). The vertical drift due348

to the electric field is shown in Figure 5d. The rest of the vertical drift (Figure 5e) is due349

to the combined effect of neutral wind and diffusion along the magnetic field line. Note350

that this separation is not applicable near the terminator because of the artificial drift351

of the digisonde observation described in Section 2.2.2. Figures 5f and 5g show the hmF2352

and foF2 measured by digisondes. The red curves represent the storm-time values dur-353

ing September 7-8 and the blue curves represent the averaged quiet-time values in the354

previous week. The error bars of the quiet-time values indicate the quiet-time variabil-355

ity, while the error bars of the storm-time values represent the uncertainty of the mea-356

surements. The plasma drifts at the other three locations are shown in Figures 6, 10, 11357

in the same format.358

The European and African sector was on the nightside during the main phase. De-359

spite sporadic data gaps, the digisonde observations at Pruhonice (A) showed wave-like360

structures in the vertical drift in Figure 5c. The wave-like structure significantly departed361

from the quiet-time trend and was likely signatures of TIDs. While at Louisvale, the ver-362

tical drift oscillated around the quiet-time trend with a much smaller amplitude. To fur-363

ther confirm the possible TID signatures and compare their amplitudes in different hemi-364
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spheres, the keogram of the detrended VTEC over the European-African sector (10◦ -365

20◦ E longitude) from 00 to 06 UT is shown in Figure 7. The detrended VTEC was cal-366

culated by subtracting the moving average of the VTEC from the raw VTEC. The sam-367

pling window used in this study is 30 min. In the northern hemisphere, there were con-368

tinuous TIDs propagating from the high-latitude region to the low-latitude region. How-369

ever, there was limited coverage of the GNSS receivers in the southern hemisphere. Al-370

though there were fluctuations in the detrended VTEC in the southern hemisphere, it371

is hard to compare the amplitude of TIDs in the southern hemisphere with that in the372

northern hemisphere.373

To further evaluate the impact of TIDs in the northern hemisphere, the tomographic374

inversion results are shown in Figure 8. The left panel shows the electron density pro-375

file at 20◦ E as a function of latitude and altitude. The poleward boundary of the rem-376

nant of the EIA extended to around 48◦ N. Two electron density islands were located377

at 55◦ N and 62◦ N, respectively. The peaks of these islands were at around 310 km. These378

two electron islands are likely signatures of the TIDs propagating from the auroral re-379

gion to the low-latitude region. The right panel shows the electron density profile at 300380

km as a function of longitude and latitude. It shows the impact of TIDs on the electron381

density from a different view point. Due to the low temporal resolution of the tomographic382

inversion technique, the propagation of the TID cannot be revealed by this technique.383

However, the tomographic inversion results, the wave structures observed in the drift data,384

and the detrended VTEC together strongly suggest the existence of equatorward prop-385

agating TIDs in Europe. On the other hand, the TIDs in Africa were less evident due386

to the limited observations. Based on the drift observation alone, it is likely that the TIDs387

were weaker in the southern hemisphere in this case. The magnitude of TIDs was larger388

in the hemisphere where the negative phase occurred later, which suggests there might389

be a larger energy deposition at the auroral latitudes in the corresponding hemisphere.390

The hemispheric asymmetry of TIDs observed a couple of hours ahead may signal the391

development of the asymmetries of VTEC and electron density later during the recov-392

ery phase.393

As shown in Figures 5d-5e, during the main phase, the electric field at Pruhonice394

tended to move the plasma downward after the IMF southward turning, while the com-395

bined neutral wind and diffusion tended to move the plasma upward and contributed more396

to the wave-like fluctuations. The net result was that the plasma moved upward, i.e.,397
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the hmF2 slightly increased, and thus the VTEC increased as well (Figure 2 and 3). At398

Louisvale, Figure 6 presented a similar trend in the drift, but with a much smaller am-399

plitude. The hmF2 at Louisvale was close to the quiet-time value during this period, with400

an exception of an hour-long hmF2 increase at about 02 UT. The electric field that led401

to the plasma descending was likely the penetration electric field on the nightside, while402

the equatorward meridional winds due to the enhanced heating in the auroral region pushed403

the plasma along the field line.404

The recovery phase of this storm initiated at 0230 UT after the IMF northward turn-405

ing. In the European sector, at Pruhonice (A) and Louisvale (B), the asymmetry in the406

vertical drift developed during the early recovery phase. At Pruhonice, there was an en-407

hanced downward movement between 03 and 05 UT, while the drift at Louisvale was al-408

ways close to the quiet-time value during the recovery phase. The downward drift at Pruhon-409

ice would move the plasma to lower altitudes with a higher recombination rate, and thus410

the electron density and VTEC would decrease. The continuous decrease of the hmF2411

confirms the expected impact of the downward movement of the ionosphere at Pruhon-412

ice. Therefore, the stronger downward drift observed at Pruhonice than that at Louis-413

vale led to the lower VTEC and negative phase as shown in Fig 2, i.e., the asymmetry414

of the plasma drift contributed to the asymmetry of the VTEC.415

After sunrise (LT = UT+1 at Pruhonice and Louisvale), due to the solar produc-416

tion, the foF2 at Pruhonice (Figure 5g) started to increase. However, the foF2 was al-417

ways lower than the quiet-time value and the discrepancy continued to increase, which418

is consistent with the negative phase shown in the VTEC data in Figure 2. On the other419

hand, the foF2 at Louisvale (Figure 6g) increased faster than the quiet-time value after420

sunrise. Considering it was close to sunrise, chemical production process may also play421

a role in the formation of the asymmetry. Therefore, the column-integrated [O]/[N2] ra-422

tio data were also studied to evaluate this possibility.423

The column-integrated [O]/[N2] ratio on September 7, September 8 from the TIMED424

GUVI instrument, and their difference are shown in Figure 9 to provide the storm-time425

thermospheric composition change. The orbits of the satellite are plotted on top of the426

[O]/[N2] ratio color contours, and the universal times labeled above the top horizontal427

axis represent when the satellite passed 60◦N . The TIMED satellite flew over the European-428

African sector at 0930 UT, and a clear hemispheric asymmetry in the [O]/[N2] ratio was429
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observed. The southern edge of Africa was in the region of enhanced [O]/[N2], while the430

conjugate Europe was in the region of reduced [O]/[N2]. Note that the VTEC asymme-431

try occurred at around 0600 UT and lasted until the initiation of the second main phase432

(Figure 3). Thus, although the composition asymmetry over the European and African433

sector was measured by GUVI at 0930 UT, it is likely that this asymmetry had already434

fully developed at 06 UT. As shown in Figure 9, on September 7, the [O]/[N2] ratio was435

larger in the southern hemisphere due to the seasonal effect. Then, the storm further en-436

hanced the expected seasonal asymmetry, consistent with earlier studies (Duncan, 1969;437

Mendillo, 2006).438

The effect of the composition change was unmasked by the solar radiation after sun-439

rise. Before sunrise, the molecular species mattered most in the loss process, and no pro-440

duction process existed. However, after sunrise, the production initiated, and the [O]/[N2]441

ratio largely determined the electron density and TEC. Besides the TID and vertical drift442

discussed earlier, we suggest that the difference in the thermospheric chemical compo-443

sition also contributed to the asymmetry seen both in VTEC and digisonde measure-444

ments in the European and African sector.445

4.2 East Asian and Australian Sector446

During the main phase of this storm, I-Cheon (C) and Learmonth (D) were on the447

dayside. The equatorial plasma fountain effect amplified on the dayside and led to the448

widened EIA. A VTEC increase (Figure 2 and 3) was observed in the low-latitude re-449

gion. I-Cheon and Learmonth were located near the poleward part of the widened EIA.450

There was no increase of the vertical drift observed at both I-Cheon and Learmonth in451

Figure 10-11 when the shock and strong southward IMF arrived, suggesting that the pen-452

etration electric field effect was weak at these two locations. Then, the vertical drift at453

I-Cheon still followed the quiet-time trend except a short drift increase around 1 UT (there454

were some intermittent data gaps). At the same time, both the foF2 and hmF2 increased455

and these enhancements were signatures of the widened EIA. At Learmonth, the verti-456

cal drift trend was also similar to the quiet-time curve except two local minimums around457

01 and 02 UT, respectively. Before 02 UT, the increases of foF2 and hmF2 were also re-458

lated to the widened EIA. After 02 UT, the hmF2 suddenly began to decrease, which459

may be related to the northward turning of the IMF.460
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During 04-06 UT, there were no obvious vertical drifts at I-Cheon and Learmonth.461

The equatorial electrojet (EEJ) on the same longitude was also close to the quiet-time462

value at this time (Rout et al., 2019). Meanwhile, the hmF2 and foF2 continuously de-463

creased until the asymmetry fully developed at ∼ 06 UT . The faster decreasing rate464

of the foF2 and hmF2 at Learmonth in the southern hemisphere was likely a result of465

the downward movement between 02 and 04 UT. This downward movement facilitated466

an enhanced chemical recombination rate by lowering the plasma to lower altitudes with467

more molecular neutrals. At 06 UT, both the hmF2 and the foF2 at Learmonth were468

already lower than the quiet-time values, i.e., ionospheric negative phase, which is con-469

sistent with the short-lived negative phase due to the faster VTEC decrease rate in Fig-470

ure 3. The differences in the vertical drift between 02 and 04 UT at I-Cheon and Lear-471

month gave rise to the hemispheric asymmetry in the East Asian and Australian sector.472

This hints that the history of the storm can play a role in the development of the asym-473

metry.474

Although the total deviation from the quiet-time value was small in the vertical475

drift, the separated contributions from the electric field and the combined neutral wind476

and diffusion (Figure 10-11) presented nontrivial wave-like structures during both the477

main and recovery phase. Thus, the existence of TIDs was also examined in the East Asian478

and Australian sector using the detrended VTEC. The keogram of detrended VTEC for479

the East Asian-Australian sector (120◦ - 130◦ longitude) from 00 to 06 UT is shown in480

Figure 12. In both hemispheres, there were continuous TIDs propagating from the po-481

lar region to the low latitude region before 04 UT, and the amplitude of the TIDs was482

much stronger in the southern hemisphere than that in the conjugate northern hemisphere.483

The asymmetry of TIDs initiated earlier than the asymmetry of VTEC, which is sim-484

ilar to that seen in the Europe-Africa sector. This suggests the possibility that the en-485

ergy deposition at auroral latitudes was stronger in the southern hemisphere, as inferred486

from the magnitude of the TIDs, and led to the development of the VTEC asymmetry.487

Based on the TID signatures in the drift and dVTEC data, it is found that in both488

sectors the amplitude of the TIDs was larger in the hemisphere where the negative phase489

developed later. A further numerical simulation is needed to obtain a more quantitative490

evaluation.491
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As shown in Figure 9, at around 03 UT on September 8, the TIMED satellite flew492

over the East Asian-Australian sector. The [O]/[N2] ratio increase was similar in both493

hemispheres at 120◦ E longitude at this time. No asymmetry in VTEC was observed be-494

fore 04 UT. During the recovery phase, due to a lack of composition data in this region,495

it is not possible to determine whether or not the composition changes played a key role496

in the development of the VTEC asymmetry.497

5 Summary and Conclusions498

In this study, the ionospheric responses during the first recovery phase of the ge-499

omagnetic storm on September 7-8, 2017, were investigated using the GPS VTEC ob-500

servations, the EDP and plasma drift data from digisondes, and the [O]/[N2] ratio from501

TIMED GUVI. Hemispheric asymmetries of the ionospheric responses were observed in502

the mid-latitude regions at two local times simultaneously. Interestingly, the asymme-503

tries at these two local times were opposite to each other: In the European and African504

sector (early morning), the southern hemisphere was in the positive phase while the north-505

ern hemisphere was in the negative phase, i.e., N-S+. In the East Asian and Australian506

sector (afternoon), the northern hemisphere was in the positive phase and the southern507

hemisphere was in the negative phase, i.e., N+S-, which was opposite to the asymme-508

try observed in the European and African sector. Hemispheric asymmetries of the ver-509

tical plasma drifts were observed in both sectors. In particular, wave-like TID signatures510

were observed with different magnitudes in different hemispheres. It is also noticed that511

the magnitude of the TIDs was larger in the hemisphere where the negative storm phase512

developed later. These TID signatures were further confirmed in the detrended VTEC513

keogram. The ionospheric tomographic reconstruction using the dense GPS receiver net-514

work in Europe revealed the perturbed ionospheric density as a result of the TIDs. In515

addition, the thermospheric composition inferred from the TIMED GUVI measurements516

revealed that the storm-time [O]/[N2] change was positive in the Africa region, but neg-517

ative in the conjugate European region, which suggests that the storm-time thermospheric518

composition change reinforced the seasonal asymmetry and could contribute to the hemi-519

spheric asymmetry. Unfortunately, the [O]/[N2] ratio measurements were not available520

in the East Asian-Australian sector during the focused period.521

In conclusion, the hemispheric asymmetries of the VTEC during this storm recov-522

ery phase were generated by a combination of the hemispheric asymmetries of the ther-523
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mospheric composition change, vertical drift and TID activity. Some asymmetries of these524

drivers developed before the appearance of the VTEC asymmetries: The downward drift525

and stronger TID activity in Europe and Australia likely facilitated the development of526

the negative phase in the recovery phase. However, it is difficult to quantify the contri-527

butions of different drivers based on observations only. A numerical simulation driven528

by realistic high-latitude drivers is needed for more quantitative evaluations of these var-529

ious factors that contribute to the observed ionospheric asymmetries.530
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Figure 1. The solar wind data and geomagnetic index from 12 UT September 7 to 0 UT

September 9, 2017. (a) IMF By in the GSM coordinates, (b) IMF Bz in the GSM coordinates,

(c) solar wind speed, (d) proton number density, (e) solar wind dynamic pressure, and (f) SYM-H

index. The black and green vertical lines represent the period that we will focus on later.
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Figure 2. The VTEC difference between September 8, 2017 and September 7 2017. The dif-

ference is shown in geographic coordinate with a map of Quasi-Dipole coordinates at 300 km

altitude. The asymmetry was highlighted by the black arrows. Four digisondes were represented

by stars.
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the quiet-time (September 7) value.

–26–



A
ut

ho
r 

M
an

us
cr

ip
t 

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to JGR: Space Physics

Figure 5. Drift data from the digisonde at Pruhonice.(a) Drift in the geomagnetic north

direction. (b) Drift in the geomagnetic east direction. (c) Drift in the vertical direction. (d) Ver-

tical drift due to the electric field. (e) Vertical drift due to the neutral wind and diffusion along

the magnetic field line. (f) hmF2. (g) foF2. The black and green lines represent 04 UT and 06

UT, respectively. The red curve represents the storm time (September 7-8) value, while the blue

curve represents the the quiet time (the average of the previous week) value. The error bars of

the quiet-time values indicate the quiet-time variability, while the error bars of the storm-time

values represent the uncertainty of the measurements.

Table 1. Geomagnetic conjugate locations and the nearest digisondes

Location A B C D

Geographic Latitude 43.6◦ −28.5◦ 37.4◦ −21.8◦

Geographic Longitude 14.5◦ 21.2◦ 112.7◦ 114.1◦

Geomagnetic Latitude 38.0◦ −38.0◦ 32.0◦ −32.0◦

Nearest Digisonde Pruhonice Louisvale I-Cheon Learmonth

Geographic Latitude 50.0◦ −28.5◦ 37.1◦ −21.8◦

Geographic Longitude 14.6◦ 21.2◦ 127.5◦ 114.1◦

Geomagnetic Latitude 45.0◦ −38.0◦ 31.0◦ −32.0◦
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Figure 6. Drift data from the digisonde at Louisvale. The format is the same as Figure 5.
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Figure 7. Keogram of the detrended VTEC over the European-African sector.
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Figure 8. 3D tomography results at 0300 UT, September 8. Left panel: Electron profile at
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Sep 7, 2017

Sep 8, 2017

Figure 9. [O]/[N2] from TIMED GUVI on September 7, September 8 and the difference. The

orbits of TIMED are plotted on top of the map. The time represents when the satellite cross

60◦N . The satellite is at 10.7/22.7 LT.
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Figure 10. Drift data from the digisonde at I-Cheon. The format is the same as Figure 5.
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Figure 11. Drift data from the digisonde at Learmonth. The format is the same as Figure 5.
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Figure 12. Keogram of the detrended VTEC over the East Asia-Australian sector.
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