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#### Abstract

Complex diseases are multifactorial diseases caused by a complex combination of genetic, environmental and lifestyle effects. Numerous non-coding regions that increase the risk for complex diseases have been discovered by successive waves of genomewide association studies (GWAS). However, the mechanistic understanding underlying GWAS loci has lagged behind GWAS discovery. The rapidly evolving innovations in high throughput molecular profiling technologies have greatly increased our ability to study the downstream transcriptional and epigenetic impacts of disease-associated variants. In my dissertation, I studied the mechanistic underpinning of GWAS loci for complex diseases by using high throughput molecular profiling data and by combining information from multiple studies via meta-analysis.

First, I prioritized mRNAs, microRNAs(miRNAs), and DNA methylation(DNAme) sites potentially involved in Type 2 diabetes (T2D) mechanisms, using data sets in skeletal muscle and subcutaneous adipose tissues from up to 301 individuals from the Finland-United States Investigation of Non-insulin-dependent diabetes mellitus (NIDDM) Genetics (FUSION) Tissue Biopsy Study. I identified quantitative trait loci (QTLs) for mRNAs and miRNAs expression levels and DNAme levels. A smaller proportion of miRNAs had cisQTLs than mRNAs, and the lead variants for miRNA cis-QTLs had lower minor allele frequency(MAF) than the lead variants for mRNA cis-QTLs. These observations suggest that compared to mRNAs, miRNAs may be under stronger selective pressure and therefore have a lower level of cis-QTL regulation. By integrating the QTLs for molecular traits with T2D GWAS associations, I identified mRNAs and DNAme sites potentially underlying T2D GWAS loci. By testing for associations of molecular trait levels with 48


T2D related traits, we identified mRNAs, miRNAs, and DNAme sites associated with T2D related traits. Multiple lines of evidence suggested that INHBB was likely to underlie the GWAS locus rs11688682 as its eQTL was colocalized with the rs11688682 GWAS locus in both tissues, and INHBB was positively correlated with insulin-related physiological traits in subcutaneous adipose tissue. In addition, the luciferase assay conducted by our collaborators confirmed that the T2D risk allele rs11688682-G increased transcriptional activity in preadipocytes and adipocytes.

Second, I describe a collaborative project using data sets from TwinsUK, METSIM, GTEx and FUSION to perform RNA-seq based eQTL meta-analysis in subcutaneous adipose tissue from 2256 individuals of European ancestry. Of the 19,108 genes present in all studies, the meta-analysis revealed $\geq 1$ eQTL for 15335 (80.3\%) genes: 6440 (33.7\%) genes had exactly one eQTL, 8895 genes (46.6\%) had $\geq 2$ eQTL eQTLs. I evaluated the evidence for colocalization between the meta-analysis eQTLs and the GWAS signals for seven cardiometabolic traits: T2D, Body mass index, Waist-hip ratio, BMI adjusted waist-hip ratio, Coronary artery disease, fasting glucose and fasting insulin. I identified 334 genes that had primary eQTLs colocalized with at least one GWAS signal, and 202 genes that had secondary eQTLs colocalized with at least one GWAS signal.

Throughout my dissertation work, I used molecular profiling data of multiple types of molecular traits and combined eQTL associations from multiple studies to provide clues to the molecular traits that may mediate complex disease risks. These prioritized molecular traits are promising candidates for functional follow-up of their roles in disease etiology.

## Chapter 1

## Introduction

Complex diseases, such as psychiatric disorders, cardiovascular diseases, autoimmune diseases, and various types of cancers[1], are caused by a combination of genetic, environmental, and lifestyle effects[2]. Complex diseases do not follow Mendelian inheritance patterns, but show familial aggregation of cases and have moderate to high evidence of heritability[3], [4]. A central goal of human complex disease studies is to identify and functionally characterize the genetic basis of the diseases and thereby to discover therapeutic targets and to develop precision medicine strategies. Linkage analysis, which tests for cosegregation of a gene marker and a disease of interest within a family, has localized the causal genes for many Mendelian diseases, such as Duchenne muscular dystrophy[5], cystic fibrosis[6]-[8] and Huntington disease[9]. Inspired by its success in unraveling the genetics for Mendelian diseases, linkage analysis was used as a main strategy in the early efforts to identify the genetic factors implicated in complex disease predisposition. However, the application of linkage analysis to complex diseases achieved limited success[10], which is in part explained by the fact that common variants of multiple genes comprise the genetic architecture of complex diseases[11]-[13] and that the majority of common variants have small to modest effects[14].

A genome-wide association study (GWAS) design was proposed to improve the power to detect common variants with small effects[15]. In GWAS, a genome-wide dense map of genetic variants, most commonly single nucleotide polymorphisms (SNPs), is used to
test for allele-frequency difference between case and control or between individuals with various levels of continuous traits[16]. GWAS soon became feasible with the advent of large-scale array-based genotype technologies. Over the past two decades due to rapid technological advances in cataloging human DNA sequence variation and their declining cost[17], successive waves of GWAS have revolutionized the search for genetic risk loci that predispose to complex diseases. As of 2020 July, the NHGRI-EBI GWAS catalog has curated single nucleotide variation associations for 4466 diseases or traits from 4054 research papers[18]. 49,451 of the 89,588 (55.2\%) recorded associations meet genomewide significance threshold $\left(\mathrm{p}\right.$-value $<5 \times 10^{-8}$ ) [19]. GWAS-discovered variants explained a much larger proportion of genetic variation than variants discovered in the pre-GWAS era[20]. Despite the huge success in the discovery of risk-conferring loci, GWAS provides little mechanistic insights into how the discovered loci affect disease susceptibility, especially for the non-coding variants, which comprise the majority of loci identified by GWAS.

To study how GWAS variants confer disease risk, it is crucial to consider how genetic information propagates through biological processes to exert effects. Recent technological and computational advances have provided increasingly reliable measurements of intermediate molecular traits, from epigenetic markers to gene, protein, and metabolite abundance. One typical strategy that leverages molecular traits to decipher mechanisms at GWAS loci is to examine whether genetic regulators for phenotypic traits overlap those for molecular traits. This strategy has inspired a growing body of research looking for genetic regulators of molecular traits in human tissues. Large collaborative efforts such as GTEx, BLUEPRINT[21], and SCALLOP[22] have been established to link the genetic variants to splicing, histone modification peaks, gene expression, methylation and protein levels. The genetic variants associated with the molecular trait levels across individuals are termed molecular quantitative traits loci (QTL). In particular, QTLs for gene expression levels are termed eQTLs.

Type 2 diabetes (T2D) is a complex disease that accounted for 4.2 million deaths around the world in 2019 according to the International Diabetes Federation (IDF) consortium[23]. Globally about 1 in 11 adults has diabetes mellitus, with $90 \%$ of them belonging to T2D[24].

T2D develops when pancreatic islets fail to secrete enough insulin to compensate for the increased demand of insulin mainly driven by the insulin resistance in peripheral tissue such as skeletal muscle and subcutaneous adipose tissues[25]. High throughput molecular profiling in these T2D-relevant tissues has started to reveal molecular traits, such as genes and DNA methylation sites, that cause or respond to T2D and relevant physiological changes. In skeletal muscle tissue, Scott et al.[26] and Taylor et al.[27] have identified mRNAs and DNAme sites whose levels are associated with T2D and relevant traits as well as those that overlap T2D GWAS loci. In subcutaneous adipose tissue, Mete et al.[28] and Raulerson et al.[29] have identified QTLs of mRNAs and microRNAs(miRNAs) that colocalized with T2D. Nilsson et al. has identified mRNAs with differential expression levels and sites with differential DNA methylation levels between diabetic patients and non-diabetic controls[30]. The GTEx study has identified mRNAs with eQTLs colocalized with T2D in both skeletal muscle tissue and subcutaneous adipose tissues[31].

In chapter two, I present my work with the Finland-United States Investigation of NIDDM (FUSION) tissue biopsy study, a study that aims to understand the molecular basis of T2D. T2D is caused by genetic risk factors at many loci in combination with environmental factors[32]. To date, the largest T2D meta-analysis in individuals of European ancestry ( $n=898,130$ ) has identified 403 distinct signals in 243 loci that increase susceptibility to T2D[33], and the vast majority of the signals are outside of coding region[34], [35]. To aid in elucidating the molecular mechanisms underlying the T2D GWAS loci and advancing the understanding of T2D etiology, the FUSION tissue biopsy group collected skeletal muscle[26], [27] and subcutaneous adipose tissue biopsies from up to 331 Finnish participants along with T2D-relevant physiological traits data (e.g., BMI, fasting serum insulin, and fasting glucose). The FUSION tissue biopsy study also generated genotype and molecular profiling (mRNA-sequencing, miRNA-sequencing, and DNA methylation array) data from these samples. With these rich datasets, I identified quantitative trait loci (QTL) for the mRNA and miRNA expression and DNA methylation levels and pinpointed those that potentially underlie T2D GWAS loci. We also identified genes and methylation sites associated with 48 T2D-relevant physiological traits. My contributions to this project in-
clude 1) participating in data processing and quality control, 2) conducting QTL detection and colocalization analyses, 3) conducting the physiological trait association analysis in collaboration with Anne Jackson and 4) writing the manuscript and creating the figures.

Cardiometabolic disease (CMD) is a category of complex diseases characterized by insulin resistance, impaired glucose tolerance, atherogenic dyslipidemia, hypertension, and intra-abdominal adiposity[36]. CMD includes diseases such as T2D, obesity, and cardiovascular diseases (CVD) and is the leading cause of mortality across the world[37]. Although traditionally visceral adipose has received the most attention in terms of its role in the pathophysiology of obesity and relevant metabolic disorders[38], increasing interest has been attracted to subcutaneous adipose tissue. Subcutaneous adipose tissue exists in a larger amount than visceral adipose tissue[39]. Different depots of subcutaneous adipose tissue may act in a coordinate or compensatory manner in disease development[40][42].

There has been a growing interest to integrate expression QTL (eQTL) with the CMD GWAS signals to prioritize potential genes involved in the mechanisms that contribute to disease susceptibility[43] in CMD-relevant tissues, such as subcutaneous adipose tissue. Many genes are regulated by more than one eQTL[29], [31]. Conditional analysis is commonly used to identify multiple eQTLs with independent effects on a given gene. The eQTLs displaying the strongest statistical evidence for associations in a locus without conditioning on any other genetic variants are considered primary eQTLs. The eQTLs that show statistical significance after adjusting for the previously selected eQTL variants are considered secondary eQTLs.

To my knowledge, seven single-study eQTL analyses have identified genome-wide eQTLs in human subcutaneous adipose tissue with sample sizes ranging from 63 to 855[28], [29], [31], [44]-[47]. These sample sizes are relatively small compared with sample sizes of whole blood studies, a more accessible tissue type[48]. To my knowledge, at least five single-cohort whole blood eQTL studies exceed the sample size of one thousand[49]-[53]. Combining data across studies through meta-analysis is a commonly used approach to
achieve greater power for eQTL studies. Meta-analysis of cerebral cortical eQTL from 1433 samples[54], cerebellar eQTL from 261 samples[54], and whole blood eQTL from 31,684 samples[55] have improved the discovery of genes with $\geq 1$ eQTL in corresponding tissues. Using colocalization analysis, Raulerson et al.[29] and the GTEx Consortium[31] identified genes that may underlie CMD GWAS loci. Notably, Raulerson et al.[29] identified 21 genes whose secondary eQTLs, not primary eQTLs colocalized with CMD GWAS loci.

In chapter three, I describe my work in a collaborative research group to perform RNA-seq based eQTL meta-analysis from 2256 individuals of European ancestry in subcutaneous adipose, combining eQTL associations from TwinsUK, METSIM, GTEx, and FUSION studies. Of the 19,108 genes present in all studies, the meta-analysis revealed $\geq 1$ eQTL for 15335 ( $80.3 \%$ ) of the genes: 6440 ( $33.7 \%$ ) genes had exactly one eQTL, 8895 genes (46.6\%) had $\geq 2$ eQTL eQTLs. Integrating the conditional eQTLs identified in the metaanalysis with the GWAS signals for seven cardiometabolic traits: T2D, Body mass index, Waist-hip ratio, BMI adjusted waist-hip ratio, Coronary artery disease, fasting glucose and fasting insulin, I identified 517 genes that had eQTLs colocalized with GWAS signals. My role in the meta-analysis was to perform cis-eQTL detection within FUSION, to compare software, to perform conditional eQTL meta-analyses and colocalization analyses.

Throughout my dissertation, I used data sets of different omics data types and from multiple studies to help generate hypotheses for the biological mechanisms underlying the genetic predisposition to complex diseases. (Figure1.0.1).

In chapter four, I discuss the limitations of my work and future directions to further our knowledge of the regulatory mechanisms that link genetic risk loci to complex disease susceptibility.

Figure 1.0.1. Dissertation overview
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## Chapter 2

## mRNA, miRNA and DNA Methylation Levels Associated with Fasting Serum Insulin and Type 2 diabetes in Human Skeletal Muscle and Subcutaneous Adipose Tissues

### 2.1 Introduction

Type 2 diabetes (T2D) affects 422 million adults worldwide, and its prevalence is predicted to rise even further in the next decades, presenting a tremendous clinical, economic, and social burden[56]. T2D is characterized by the inability of the beta cells to secrete enough insulin to overcome insulin resistance in peripheral tissues[57]. As with most complex diseases, an individual's risk of developing T2D is modulated by interactions between genetic and environmental factors[32] through the interplay of brain and several peripheral tissues, including pancreatic islets, skeletal muscle tissue, and subcutaneous adipose tissue[58]. Skeletal muscle is responsible for the majority (> 80\%) of insulin-stimulated whole-body glucose disposal[59]. Adipose not only stores large amounts of energy in the form of triglycerides but also acts as an endocrine organ by secreting various hormones and cytokines with effects on glucose, lipid metabolism, and energy homeostasis.[60]

Despite the progress in our understanding of T2D pathophysiology[61], how genetic and environmental factors exert effects in disease-relevant tissues to increase T2D risk and how human biological systems respond to the perturbations are far from being completely understood. Omics technologies, which profile molecular traits in a high throughput man-,
ner have provided an unprecedented opportunity to study T2D pathophysiology at the molecular level, e.g., genes and DNA methylation (DNAme) sites. A growing body of research has identified genetic variants associated with molecular trait levels, termed molecular QTLs. Integrating molecular QTLs in T2D relevant tissues with risk loci identified by genome-wide association studies (GWAS) has begun to provide insights into biological mechanisms underlying the genetic predisposition to T2D. In skeletal muscle tissue, several studies have identified QTLs for gene expression levels [26], [27], [62] and DNAme levels[27]. Scott et al.[26] and Taylor et al.[27] have also identified QTLs for gene expression and DNAme levels that may overlap T2D GWAS loci. In subcutaneous adipose tissue, a few studies have investigated QTLs for genes [28], [29], [44], [45], [63], including one study[63] that has identified QTLs for microRNA expression levels. Civelek et al.[28] and Raulerson et al.[29] have also identified genes with subcutaneous tissue adipose QTLs that colocalized with cardiometabolic traits including T2D. Drong et al.[64] and Volkov et al.[65] have studied subcutaneous tissue adipose QTLs for DNAme levels, and Volkov et al.[65] has also used their identified mQTLs to identify methylation sites that may mediate genetic risk to metabolic traits. The STAGE[46] and STARNET[47] studies have identified eQTLs in skeletal muscle, subcutaneous adipose as well as five other tissues. The GTEx study[31] has surveyed eQTLs across 49 tissues and identified those that colocalized with a range of complex traits including T2D.

Most published omic studies in human skeletal muscle and subcutaneous adipose tissues focused on a particular type of molecular traits, with mRNA most often studied. To our knowledge, no population-based microRNA(miRNA) study has been performed in human skeletal muscle tissue to investigate the miRNAs involved in T2D mechanisms.

Within the Finland-United States Investigation of NIDDM Genetics (FUSION) Tissue Biopsy Study, we have collected skeletal muscle and subcutaneous adipose tissue biopsies from a cohort of 331 living donors spanning from normal glucose tolerance to newly-diagnosed diabetes. We performed mRNA- and miRNA- sequencing and DNA methylation arrays in skeletal muscle and subcutaneous adipose tissue samples and array-based genotyping in whole blood samples. Using these data, we aimed to (1) identify genes (mRNAs and
miRNAs) and DNAme sites that potentially underlie T2D GWAS loci by integrating T2D GWAS signals and molecular QTLs; (2) identify genes and methylation sites associated with 48 T2D-relevant physiological traits.

### 2.2 Methods

### 2.2.1 Blood sample genotyping and genotype imputation

Blood sample genotyping, quality control (QC), and genotype imputation are described in Taylor et al.[27]. In brief, we genotyped 331 subjects(Supplementary Table2.8.1) on the HumanOmni2.5-4v1_H or InfiniumOmni2-5Exome-8v1-3 BeadChip arrays (Illumina, San Diego, CA, USA). We mapped the array probe sequences to the hg19 genome assembly. We examined the relatedness of samples using KING[66] and identified two pairs of first-degree relatives. We removed one sample from each pair of the first-degree relatives from genotype, mRNA-seq, miRNA-seq, and DNA methylation array data. To assess ancestry, we compared the estimated genetic principal components (PCs) to the Population Reference Sample (POPRES) European reference panel[67] and removed one nonFinnish participant (Table2.2.1). The subcutaneous adipose sample from this non-Finnish participants was unintentionally used twice in the DNA methylation array experiments. We removed the samples from the non-Finnish participant in the QC process of mRNAseq, miRNA-seq, and DNA methylation array. A total of 328 array-genotyped samples remained for analysis. We imputed genotype dosages to the Haplotype Reference Consortium (hrc.r1.1.2016, build GRCh37/hg19) panel[68] using Minimac3[69]. We included in analyses 6.9 M genetic variants with imputation quality score $R^{2}>0.3$ and MAF $\geq 2 \%$ over the 328 samples for autosomes and chromosome X .

|  | Number of samples |
| :--- | :--- |
| One sample from each of the two first-degree relative pairs | 2 |
| Non-Finnish participants | 1 |
| Total samples passed / total samples submitted | $328 / 331$ |

Table 2.2.1. Number of array-genotyped samples sequentially excluded in each QC step

### 2.2.2 Tissue biopsy

We collected tissue biopsies from participants who 1) had not undergone drug treatment for diabetes, 2 ) were not on daily medication or on medications that increase haemorrhage risk or on medication that might confound the analyses, 3) did not have diseases that increase haemorrhage risk or might confound the analyses. Detailed participants exclusion criteria are described in Scott et al.[26] We took the tissue biopsies at clinical visits after 12 h fast and 24 h avoidance of strenuous exercise.

Muscle We surgically collected skeletal muscle biopsies from the vastus lateralis muscle from 327 of the 331 participants, following the procedures described in Scott et al.[26].

Adipose We surgically collected subcutaneous adipose tissue biopsies from the abdomen from 329 of the 331 participants concurrently with the skeletal muscle biopsy following the same general protocol. We took subcutaneous adipose biopsies from abdominal subcutaneous adipose tissue 5-10 cm lateral of the umbilicus with a surgical scalpel under local anesthetic without adrenalin.

Processing We visually dissected each frozen tissue biopsy into two pieces, one piece ( $30-50 \mathrm{mg}$ skeletal muscle tissue, $100-150 \mathrm{mg}$ subcutaneous adipose tissue) for RNA extraction (mRNA and miRNA sequencing) and the other piece (about 25 mg ) for DNA extraction(DNA methylation array).

### 2.2.3 RNA isolation, mRNA sequencing, and QC

Muscle RNA integrity number (RIN) of skeletal muscle tissue biopsies ranged from 6.6 to 9.4 (median 8.4). The procedures for RNA isolation, polyA selection, sequencing, and QC were described[26], [27]. skeletal muscle samples removed from each QC step are shown in Table2.2.2. Of the 323 samples in which RNA expression levels were measured, 301 samples passed QC.

Adipose We measured RNA expression levels in 296 samples. We visually dissected $100-150 \mathrm{mg}$ of each frozen biopsy sample avoiding vascularized regions. We extracted RNA as described for skeletal muscle tissue samples. Subcutaneous adipose tissue sam-
ple RIN ranged from 5.1 to 8.8 (median 7.4). We followed the same procedures of RNA extraction, mRNA-seq, processing, and quality control (QC) as described in Scott et al.[26]. We excluded six subcutaneous adipose samples, which were extreme outliers in their read coverage at the 3 ' end of gene bodies based on QC summary plots created by QoRTs v1.1.18[70]. To analyze the cumulative gene diversity, we first calculated the cumulative fraction of reads as a function of genes sorted by read count for each subcutaneous adipose sample. Then we compared the distribution of each sample to the distribution of median read count using the Kolmogorov-Smirnov test (ks.test function in R). We removed five subcutaneous adipose samples with p-values $<0.01$. We compared the allelic RNA-seq read count distribution to known sample genotypes using verifyBamID[71] and identified two contaminated samples and one pair of sample swaps. We removed the two contaminated samples and assigned the swapped samples to the correct donors based on genotyping results. We verified the reported sex of the remaining samples using XIST gene expression and the mean Y chromosome gene expression.

We sought to remove outlier samples based on PCA. We performed linear regression of gene expression (Transcripts per million, TPM) as a function of age, sex, batch, and RIN. We performed PCA on the gene expression residuals[27]. We selected the first two principal components (PCs) that explained 20\% of the variance in gene expression and transformed the two PCs to z-scores; No sample had a |z-score| > 5 .

| Description | Muscle | Adipose |
| :--- | :--- | :--- |
| One sample from each of the two first-degree relative pairs | 2 | 2 |
| Non-Finnish participants | 1 | 1 |
| Extreme 3' bias in gene body coverage | 4 | 6 |
| Outliers in transcriptional diversity | 7 | 5 |
| Contaminated with a different sample | 1 | 2 |
| Outliers based on within-tissue expression PCA | 0 | 0 |
| One sample from each of the intentionally duplicated pairs | 7 | Not applicable |
| Total samples passed / total samples submitted | $301 / 323$ | $280 / 296$ |

Table 2.2.2. Number of mRNA-seq samples sequentially excluded in each QC step

Samples removed from each QC step are shown in Table2.2.2. After the QC steps, 280 unique subcutaneous adipose tissue RNA-seq samples remained for analysis.

### 2.2.4 DNA isolation, methylation quantification, and QC

Muscle We isolated DNA, quantified DNA methylation levels using the Illumina Infinium HD Methylation Array with Infinium MethylationEPIC BeadChips, and performed QC as described in Taylor et al.[27].

Adipose We measured DNA methylation levels in 299 subcutaneous adipose tissue samples. We isolated DNA, quantified methylation levels, and performed QC in the same way as for muscle samples[27]. In brief, we calculated the two widely used metrics to measure methylation levels (beta-values and $M$-values) using the Illumina normalization method implemented in minfi v1.20.2915 with default parameters. Beta-value is the ratio of the methylated probe intensity and the overall intensity. M-value is the $\log 2$ ratio of the intensities of methylated probes versus unmethylated probes. The QC metrics used below are described in detail in Taylor et al.[27]. (1) For each probe, we calculated a detection p-value which compared the combined raw methylated and un-methylated signals to the background noise. A probe with detection p-value > 0.05 was defined as a low-quality probes[72], [73]. We excluded three samples for which $>1 \%$ of probes had detection $p$ values $>0.05[72]$, [73]. (2) We computed the median signal intensity of the methylated and un-methylated signals per sample. We excluded two samples with median methylated and/or un-methylated signals < 10[70]. (3) We excluded eight samples with evidence of multiple outlying probe signals for $\geq 1$ type of control probes designed to capture different technical aspects (e.g., hybridization efficiency, staining)[74]. (4) We excluded one sample whose genotypes assayed by the EPIC array were not consistent with the expected dosages (based on the array-and-imputation based dosages) for the 47 variants designed to detect common variants on the EPIC array. (5) We excluded two samples with outlying M-value DNAme distributions identified by comparing the M -value percentiles for each sample to the median $M$-value distribution using the Kolmogorov-Smirnov test ( $p$-values <0.01). (6) We excluded two subcutaneous adipose samples that did not cluster with the other subcutaneous adipose samples in the PCA of the M-values across a dataset from multiple tissues, including skeletal muscle, subcutaneous adipose, EndoC- $\beta \mathrm{H} 1$ and whole blood samples. (7) We excluded one within tissue outlier in the PCA of the M-
values. We verified the reported sex of the remaining samples using the X chromosome DNAme. Samples removed from each step are shown in Table2.2.3. After the QC steps, 276 unique adipose DNAme samples remained for analysis.

| Description | Muscle | Adipose |
| :--- | :--- | :--- |
| One sample from each of the two first-degree <br> relative pair | 2 | 2 |
| Non-Finnish participants | 1 | 2(Including one unin- <br> tentional duplicate) |
| Failed low-quality probe filter | 5 | 3 |
| Outliers in the median methylated and unmethy- | 1 | 2 |
| lated plot | 3 | 8 |
| Outliers in control probe | 4 | 1 |
| No clear genotype match | 1 | 2 |
| Outliers in methylation distribution | 3 | 2 |
| Outliers based on multiple-tissue PCA | 1 | 1 |
| Outliers based on within-tissue PCA | $282 / 303$ | $276 / 299$ |
| Total samples passed/total samples submitted | 2 |  |

Table 2.2.3. Number of DNA methylation array samples sequentially excluded in each QC step

### 2.2.5 miRNA sequencing

We measured miRNA expression levels for 296 skeletal muscle and 270 subcutaneous adipose tissue samples. The total RNA isolated for mRNA-sequencing was also used for miRNA isolation and sequencing. miRNA libraries were prepared at the NIH Intramural Sequencing Core (NISC) from $1 \mu \mathrm{~g}$ total RNA using Illumina's TruSeq Small RNA Library Kit according to the manufacturer's guidelines, except a 10\% acrylamide gel was used to better separate the library from adapters. Libraries were pooled in groups of four to eight for gel purification. Single-end 51-base sequencing was performed on Illumina HiSeq 2500 sequencers in Rapid Mode using version 2 chemistry. We mapped miRNA sequence reads using the exceRpt[75] pipeline (v4.4.0) with default parameters. We counted reads mapped to each miRNA of miRBase (version 21) [76] and quantified miRNA expression using reads per million mapped to miRNAs (RPMMM).

For each of the two pairs of quality control duplicate samples of skeletal muscle and subcutaneous adipose tissue, we retained the sample from the tissue piece used in the mRNA analyses. Because the same RNA extracts were used for both mRNA-seq and miRNAseq, we excluded samples identified as contaminated in mRNA-seq (one skeletal muscle
tissue and two subcutaneous adipose tissue). We assessed the quality of each miRNAseq dataset through metrics generated by exceRpt[75], including read length and library size, and did not observe outliers. Samples removed from each step are shown in Table2.2.4. After the QC steps, 290 skeletal muscle tissue miRNA-seq and 263 subcutaneous adipose tissue miRNA-seq remained for analysis.

| Description | Muscle | Adipose |
| :--- | :--- | :--- |
| One sample from each of the two first-degree relative pairs | 2 | 2 |
| Non-Finnish participants | 1 | 1 |
| Contaminated with a different sample | 1 | 2 |
| One sample from each of the duplicated pairs | 2 | 2 |
| Total samples passed/total samples submitted | $290 / 296$ | $263 / 270$ |

Table 2.2.4. Number of micro RNA-seq samples sequentially excluded in each QC step

After QC, the sample size for each data type is shown in Table2.2.5.

### 2.2.6 Marginal cis-QTL analysis

I scanned for cis-QTLs from variants that reside within 1 Mb of the gene transcription start site. To account for unknown biological and technical factors that may contribute to the measured expression level of a molecular trait, we performed factor analysis of the inverse normalized mRNA or miRNA expression levels or the inverse normalized M-values of DNAme sites via PEER v1.0[77]. I used the inferred PEER factors as covariates in QTL mapping.

I used a linear regression model with an additive genetic effect, adjusting for the first four genotype PCs (Eigenstrat p-value <0.1[27], [78]) and a specified number of PEER factors. To optimize the discovery of molecular traits with a QTL, I assessed various numbers of PEER factors. For mRNA and DNAme sites, I assessed 0 to10 with an increment of 1 PEER factor, and 10 to 80 with an increment of 5 PEER factors. For miRNA, I assessed 0 to 10 PEER factors with an increment of 1 PEER factor, and from 10 to 50 PEER factors

| Number of samples | Genotyping | mRNA-seq |  | DNAme array |  | miRNA-seq |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Muscle | Adipose | Muscle | Adipose | Muscle | Adipose |
| Submitted | 331 | 323 | 296 | 303 | 333 | 296 | 270 |
| Passed QC | 328 | 301 | 280 | 282 | 276 | 290 | 263 |

Table 2.2.5. Sample sizes for each data type and tissue
with an increment of 5 PEER factors. I used as covariates the largest number of PEER factors that resulted in $\geq 1 \%$ increase in the number of molecular traits with a significant QTL, compared to the previous number of PEER factors (Supplementary Figure2.7.1). The number of PEER factors used in identifying QTLs for mRNA, miRNA and DNAme sites are shown in Table2.2.6.

For the most significant variant of a given gene, I used the approximate permutation analysis from QTLtools[79] to calculate a p-value accounting for all tested variants for that gene. I approximated a permutation based $p$-value distribution using a beta distribution fit with 1,000 permutations for the PEER factor analysis and 10,000 permutations for the final cis-eQTL detection. I applied the Storey-Tibshirani FDR[80] to the most significant variant for each gene to account for the number of genes tested with a threshold of FDR $\leq 1 \%$. I used the same framework to conduct cis-QTL analysis for inverse normalized M-values of DNAme sites or expression levels of miRNA. QTLs for mRNA, miRNA, and DNAme sites are denoted as eQTL, miR-eQTL and mQTL, respectively.

|  | mRNA QTL | miRNA eQTL | DNAme sites QTL |
| :--- | :--- | :--- | :--- |
| Muscle | 45 | 5 | 20 |
| Adipose | 45 | 8 | 15 |

Table 2.2.6. Number of PEER factors that maximized QTL discovery

### 2.2.7 Filtering mRNA, miRNA and DNA methylation data to increase power to detect associations

To maximize the power to detect molecular trait-phenotype and molecular trait-genotype associations, I assessed the power to detect expression QTLs (eQTL) and methylation QTLs (mQTL) at different thresholds of gene expression levels and of methylation variation, respectively. Separately for mRNA and miRNA, I ordered the expressed genes (mean read count $>0$ ) from lowest to highest mean gene expression level and partitioned them into equal-size bins (each bin had the same number of genes, except for the last bin). I partitioned the 50K mRNAs into 100 bins, where each bin had about 500 mRNAs. As there are many fewer miRNAs, to avoid a low number of miRNAs in each bin, I partitioned
the 2 K mRNAs into 20 bins, where each bin had about 100 miRNAs. For DNAme sites, I randomly selected $10 \%$ of the sites and ordered them from lowest to highest variance of beta-values, and partitioned the sites into 200 equal-sized bins. Next, I calculated the proportion of genes or DNAme sites with QTLs within each bin using a false discovery rate of $5 \%$ with the Benjamini-Hochberg procedure[81]. Next, I evaluated the impact of different filtering thresholds on the detected number of genes or DNAme sites with QTLs. I investigated the effect of setting the threshold for inclusion at the first bin in which the proportion of genes or DNAme sites with QTLs > $0 \%$ up to a threshold where half of the genes or DNAme sites were included. I chose the bin threshold that maximized the detected number of genes or DNAme sites with QTLs. The numbers of genes or DNAme sites included are shown in Table2.2.7.

| mRNA |  | miRNA |  | DNAme |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Muscle | Adipose | Muscle | Adipose | Muscle | Adipose |
| 31,518 | 34,120 | 836 | 950 | 699,825 | 700,333 |

Table 2.2.7. Number of genes and DNAme sites included in analyses

### 2.2.8 Comparison of the power to detect QTLs at different thresholds of gene expression levels between mRNAs and miRNAs

I assessed whether the power to detect QTLs differed between mRNAs and miRNAs at various read count levels. I ordered the mRNAs included in the analysis from lowest to highest mean read count and partitioned the mRNAs into 100 equal-sized bins. Within each bin, I calculated the proportion of mRNAs with a QTL using a false discovery rate of $5 \%$ with the Benjamini-Hochberg procedure. Next for each mRNA, I fitted a smooth spline between an indicator variable for it having an QTL and its read count using a general additive model. I applied the same analysis to miRNA, except that I partitioned the miRNAs into 20 equal-sized bins.

### 2.2.9 Multiple independent QTL analysis

I evaluated whether a given mRNA, miRNA or DNA methylation site had more than one independent QTL signal under a Bayesian fine-mapping framework using the Deterministic Approximation of Posteriors (DAP) algorithm[82]. I detected multiple independent QTLs for each mRNA, miRNA or DNAme site with a marginal cis-QTL, considering all variants
within the cis-region (1Mb). DAP computes the posterior probabilities of association models with different numbers of genetic variants and then calculates the posterior inclusion probability (PIP) for each variant. I created a 95\% credible set of potential causal variants for each independent QTL of each molecular trait using the resulting PIP.

### 2.2.10 Colocalization of QTLs for genes and DNAme sites with T2D GWAS loci

 I identified mRNAs, miRNAs, and DNAme sites that may underlie the genetic associations for T2D discovered in individuals of European ancestry[33]. I performed colocalization analysis using fastEnloc[83], [84] between the marginal association of each variant-T2D association and each independent QTL located within 1 Mb from a given molecular trait. FastEnloc first estimates the enrichment of molecular QTLs in the GWAS loci and then assesses the colocalization probability of a given molecular QTL overlapping a GWAS variant by calculating the variant-level colocalization probability (SCP). FastEnloc sums up the SCPs of correlated variants within an LD block to create regional colocalization probability (RCP), representing the probability of a genomic region having a colocalized signal.
### 2.2.11 Chromatin state and open chromatin profiling via assay for transposaseaccessible chromatin (ATAC-seq) data sources

We used the chromatin states for a total of 31 tissues and cell types described in Varshney et al.[85]. We used the processed ATAC-seq data in skeletal muscle and subcutaneous adipose tissue generated in Scott et al.[26] and Cannon et al.[86], respectively. The muscle ATAC-seq experiment was performed using frozen human skeletal muscle (Zen-bio, Durham, NC USA). The subcutaneous adipose tissue ATAC-seq experiment was performed using a biopsy from a Finnish donor participating in the METabolic Syndrome in Men (METSIM) study.

### 2.2.12 Cell culture

The human preadipocyte cell strain derived from the subcutaneous adipose tissue of a patient with Simpson-Golabi-Behmel syndrome (SGBS)[87] was generously provided by Dr. Martin Wabitsch (University of Ulm) and cultured in basal medium consisting of DMEM/F12
(Corning) with $10 \%$ FBS and $33 \mu \mathrm{M}$ biotin $17 \mu \mathrm{M}$ panthotenate. To differentiate SGBS cells, we incubated cells in serum-free basal medium supplemented with $10 \mu \mathrm{~g} / \mathrm{ml}$ transferrin, 20 nM insulin, 200 nM cortisol, 400 pM T3, 50 nM dexamethasone, $500 \mu \mathrm{M}$ IBMX and $2 \mu \mathrm{M}$ rosiglitazone. We maintained cell lines at $37^{\circ} \mathrm{C}$ with $5 \% \mathrm{CO}_{2}$.

### 2.2.13 Transcriptional reporter assays

To test allelic differences in transcriptional activity, we designed PCR primers (5'-TCTGGG CTCTTTCCAGTTTG and 5'-TCCTCATGGGTCAAGATGGT) with Kpnl and Xhol restriction sites to amplify a 610-bp genomic region (chr2: 121347212-121347821) containing rs11688682, using DNA of individuals homozygous for each allele. As described previously[88], we cloned the restricted PCR amplicons into the multiple cloning site of the firefly luciferase reporter vector pGL4.23 (Promega, Fitchburg, Wisconsin/USA) in both orientations with respect to the promoter. Five independent clones were isolated and sequenceverified for each allele of each orientation. SGBS cells were seeded (40,000 cells per well) in 24-well plates and co-transfected with pGL4.23 constructs and phRL-TK Renilla luciferase reporter vector (Promega) in triplicate using Lipofectamine 3000. Twenty-eight hours after transfection, we measured the luciferase activity using the Dual-Luciferase ${ }^{\circledR}$ Reporter Assay System (Promega). We first normalized firefly luciferase activity to Renilla luciferase activity, and then normalized to the average of two empty pGL4.23 vectors. All experiments were carried out on a second independent day and yielded comparable results. We compared differences in luciferase activity between clones with $G$ or $C$ allele using unpaired two-sided t-tests.

### 2.2.14 Estimation of variation in molecular profiling data likely driven by tissue/cell type composition heterogeneity

We used two approaches to estimate the variation in the molecular profiling data due to tissue/cell type composition heterogeneity. 1) We estimated the proportions of constituent or contaminating tissue or cell types based on mRNA-seq data, using external reference mRNA-seq reference datasets. 2) We estimated surrogate variables (SVs) for mRNA-seq, miRNA-seq, and DNAme array separately using dSVA[89], which was designed to capture
the variability caused by unknown technical or biological factors for each physiological trait while protecting the effects of the physiological trait of interest.

For skeletal muscle tissue, we estimated the proportions for five tissue/cell types ("skin not sun exposed suprapubic", "whole blood", "adipose subcutaneous", "muscle skeletal", and "EBV transformed lymphocytes" ) using GTEx v7 (phs000424.v7.p2) mRNA expression profiles as references. We estimated the proportions for three muscle fiber types using the percentage of the expression levels of myosin heavy chain gene (MYH1, MYH2, and MYH7) as proxies for muscle fiber types, as previously described[27].

For subcutaneous adipose tissue, we computed two sets of estimates of tissue/cell type proportions. The first set had adipocyte, T cell, microvascular endothelial cell, macrophage, and blood (denoted as five-component estimates). The second set had endothelial cell, adipocyte, preadipocyte, B cell, lymphatic endothelial cell, fibroblast, M1-M5 macrophage, mast cell, neutrophil, perivascular cell, naive T cell, natural killer cells, and blood (denoted as 17-component estimates).

Five-component estimate We created a reference transcriptome by downloading raw fasta files of whole blood (GEO accession GSE67488), and raw fasta files of cell types present in subcutaneous adipose tissue (adipocytes, macrophages, CD4+ T cells, and microvascular endothelial cells) used in Glastonbury et al.[90]. We aligned the RNAseq reads to the hg19 reference transcriptome using the same read mapping and quality control procedure as used for the FUSION mRNA-seq data[26], [27]. We estimated the tissue/cell-type proportions for each FUSION subcutaneous adipose tissue sample using the unmix function from DESeq2 v1.18.1[91].

17-component estimate For each cell type, we obtained a set of the predefined cell type marker genes from the single-nuclei cell data and the average log fold change of each marker gene (a measure of enrichment of this gene in this cell type) from Paivi Pajukanta (personal communication). Using the cell type marker genes, average log fold change of each marker gene, and FUSION bulk subcutaneous adipose tissue expression levels, we estimated a first principal component that represents the relative amount of each cell type
in FUSION subcutaneous adipose tissue samples.

### 2.2.15 Molecular trait (mRNA, miRNA, DNAme) association with physiological traits

We tested for associations of 48 physiological traits (T2D status and 47 continuous traits) with each molecular trait. We had $\leq 200$ samples for eight physiological traits, T2D, Hemoglobin A1c, plasma insulin levels at four time-points (fasting, 30min, 60min and 120min) and two Matsuda index measurements (Table2.8.3). Compared to the other 40 physiological traits, we had less power to test for physiological-molecular trait associations for these eight physiological traits.

We tested for association of each inverse normalized quantitative trait with inverse normalized mRNA expression using a linear regression model with a base set of covariates, age, sex, RIN, TIN, batch, sample collection site, smoking status, median insert size and mean GC content. We also adjusted for either the estimated tissue/cell type proportions or physiological trait-specific surrogate variables in the model. We tested for association of T2D with inverse normalized mRNA expression using a logistic regression model, adjusting for the same set of covariates. For each physiological trait, we corrected for the number of tested genes or DNAme sites using the Benjamini-Hochberg procedure[81].

We separately applied the same analysis to inverse normalized M-values of DNAme sites and to the inverse normalized expression levels of miRNA, except for using a different base set of covariates. For DNAme site-physiological trait association analysis, the base set of covariates had age, sex, plate, sentrix position, plate position, sample collection site, smoking status. For miRNA-physiological trait association analysis, the base set of covariates had age, sex, plate, batch, RIN, sample collection site, smoking status.

### 2.3 Results

### 2.3.1 Gene and DNAme QTLs

Identifying QTLs for gene expression and DNA methylation levels may improve our understanding of the genetic control of gene expression and DNA methylation, and has the potential to unravel the molecular mechanisms that contribute to disease susceptibility.

We focused on discovering cis-QTLs, defined as QTLs residing within 1 Mb of the gene transcription start site for mRNA, start positions of the precursor miRNA for miRNA, and start position of the DNAme sites.

I mapped cis-QTLs for gene/DNAme sites in skeletal muscle and subcutaneous adipose tissues separately, controlling for genetic population structure using genotype PCs and tissue/cell-type composition effects using PEER factors. I identified 10,736 of 31,518 mRNAs (34.1\%), 125 of 836 miRNAs (15.0\%), and 147,899 of 699,825 DNAme sites (21.1\%) with $\geq 1$ QTL in skeletal muscle tissue at an FDR < 0.01. I identified similar fractions of genes/DNAme sites with $\geq 1$ QTL in subcutaneous adipose tissue(Table2.3.1). In both skeletal muscle and subcutaneous adipose tissues, I detected smaller proportions of QTLs for miRNA ( $15.0 \%$ and $16.8 \%$ respectively) than for mRNA ( $34.1 \%$ and $35.4 \%$, respectively).

| Categories | mRNA |  | miRNA |  | DNAme |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Muscle | Adipose | Muscle | Adipose | Muscle | Adipose |
| Genes/DNAme sites (N) | 31,518 | 34,120 | 836 | 950 | 699,825 | 700,333 |
| Genes/DNAme sites with $\geq 1$ QTL (N) | 10,736 | 12,068 | 125 | 159 | 147,889 | 125,122 |
| Proportion of molecular traits with $\geq 1$ QTL (\%) | 34.1 | 35.4 | 15.0 | 16.7 | 21.1 | 17.9 |

Table 2.3.1. Number of molecular traits with $\geq 1$ QTL at $1 \%$ FDR threshold.
Of the tested mRNAs or miRNAs, I observed that $12.2 \%$ of the mRNAs in skeletal muscle tissue and 18.0\% of the mRNAs in subcutaneous adipose tissue comprised $90 \%$ of reads mapped to mRNAs, whereas $2.8 \%$ of the miRNAs in skeletal muscle tissue and $3.0 \%$ of the miRNAs in subcutaneous adipose tissue comprised $90 \%$ of reads mapped to miRNAs (Supplementary Figure2.7.2). I asked whether the lower cis-QTL detection rate for miRNA than for mRNA was due to differences in the power to detect a QTL given transcript abundance. I examined the relationship between a gene's probability of having a QTL and its mean read count across samples. Within each tissue, at any fixed mean read count level (Figure2.3.1A; Figure2.3.2), a smaller proportion of miRNAs had detectable QTLs compared to mRNAs, suggesting a smaller proportion of variance in read counts (which may be biological variation or uncontrolled technical variation) in miRNAs was due to cis-eQTLs. In addition, I observed that mRNA QTL discovery rate was constant at mean read count level $\geq 100$, whereas the miRNA QTL discovery rate was lower for miRNAs
with mean read count $\geq 100$ (Figure2.3.1A; Figure2.3.2) than for miRNAs with mean read count $<100$. To determine if the miRNAs with higher read counts had more constrained levels of expression than mRNA, I used the number of target mRNAs for each miRNA from TargetScan (computationally predicted targets)[92] and from TarBase (experimentally validated targets)[93]. Using the two resources, I observed that miRNAs with a larger mean read count had a higher number of target mRNAs than those with a lower mean read count (Supplementary Figure2.7.3). The broader regulatory impacts of miRNA with larger read counts suggests that they may be under a stronger selective pressure and therefore have a lower level of genetic regulation.


Figure 2.3.1. mRNA and miRNA cis-QTL discovery. (A). The probability of detecting a QTL (yaxis) as a function of the log10 mean read count for an mRNA or a miRNA ( $x$-axis); (B). Skeletal muscle tissue mRNA QTL: distribution of minor allele frequencies (MAFs) of lead variants vs tested variants; (C). Skeletal muscle tissue miRNA QTL: distribution of MAFs of lead variants vs tested variants; (D). Skeletal muscle tissue: distribution of MAFs of lead miRNA vs lead mRNA variants. Bars show the proportions of variants within MAF bins.


Figure 2.3.2. Scatter plots show the predicted probabilities of having QTLs (y-axis) as a function of $\log 10$ mean round counts (x-axis) of mRNAs (colored in green) and miRNA (colored in orange). Grey shaded areas represent the $95 \%$ confidence intervals around the predicted probabilities.

As fewer genetic associations were detected for miRNA than for mRNA, we hypothesized there might be stronger constraints on genetic variants affecting miRNA than mRNA. To compare the minor allele frequency (MAF) of the lead variants of mRNA and miRNA QTLs, I reran the cis-QTL mapping using the overlapping samples between miRNA and mRNA within each tissue ( $\mathrm{n}=283$ for skeletal muscle tissue and $\mathrm{n}=245$ for subcutaneous adipose tissue) to avoid the bias introduced by sample size difference. In skeletal muscle tissue, for mRNA, the median MAF of tested variants and lead QTL variants were 0.159 and 0.156 , respectively; for miRNA, the median MAF of tested variants and lead QTL variants were 0.157 and 0.0976 . In subcutaneous adipose tissue, for mRNA, the median MAF of tested variants and lead QTL variants were 0.159 and 0.157 ; for miRNA, the median MAF of tested variants and lead QTL variants were 0.157 and 0.0776 . The lead variants for mRNA (Figure2.3.1B) and miRNA QTLs(Figure2.3.1C) had lower MAF than the total set of tested variants (Wilcoxon rank sum test p-values for mRNA and miRNA were $5.2 \times$ $10^{-8}$ and $2.2 \times 10^{-16}$ in skeletal muscle tissue, $7.4 \times 10^{-6}$ and $2.2 \times 10^{-16}$ in subcutaneous
adipose tissue). In addition, lead variants for miRNA had lower MAF than lead variants for mRNA (Figure2.3.1D, Wilcoxon rank sum test p-value $=2.6 \times 10^{-5}$ in skeletal muscle tissue, $3.5 \times 10^{-4}$ in subcutaneous adipose tissue). I did not use a $p$-value cutoff to select the lead variants as variants with lower MAF require a larger effect size to explain the same amount of genetic variance. This suggests that purifying selection may act on the genetic variants that influence gene expression, and may act more strongly on those that influence miRNA levels than those that influence mRNA levels. In addition, as single nucleotide mutation rate also affects allele frequency[94], I annotated mRNA and miRNA lead variants with the single nucleotide mutation rates estimated from individuals of European ancestry[95]. I did not observe a difference in the estimated mutation rate between lead variants and all tested variants or between lead variants of mRNAs and miRNAs.

Genes and DNAme sites are often regulated by more than one QTL[29], [96], [97]. Extending QTL detection to identify the multiple independent variants that affect the molecular trait levels helps in understanding the genetic architecture of molecular trait levels and capturing genes or DNAme sites that may mediate disease predisposition. Therefore, I performed multi-variant fine-mapping analysis using the Deterministic Approximation of Posteriors (DAP) algorithm to identify multiple independent association signals for genes/DNAme sites with $\geq 1$ cis-QTL. Of the molecular traits that had $\geq 1$ QTL in the marginal cis-eQTL analyses, I constructed $95 \%$ credible sets for molecular traits with $\geq$ 2 QTL signals for $29.1 \%$ of the mRNAs, $6.4 \%$ of the miRNA, and $16.8 \%$ of the DNAme sites in skeletal muscle tissue. Compared to skeletal muscle tissue, subcutaneous adipose tissue had similar proportions of mRNAs and DNAme sites and a larger proportion of miRNAs (13.9\%) with $\geq 2$ QTL signals(Table2.3.2, Figure2.3.3).

### 2.3.2 Colocalization between T2D GWAS variants and gene/DNAme QTLs

I used the multiple independent QTLs for the three types of molecular traits in skeletal muscle tissue and subcutaneous adipose tissue to look for potential genes and DNAme


Figure 2.3.3. Multiple independent QTL discovery. Number of mRNA, miRNA, DNAme sites with $95 \%$ credible sets for $\mathrm{N}(1 \leq N \leq 8)$ independent QTLs.

| Molecular trait type | Tissue | Number of indepdent QTLs |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| mRNA | Muscle | 1754 | 5860 | 2408 | 558 | 123 | 23 | 8 | 1 | 1 |
|  | Adipose | 1901 | 6596 | 2673 | 688 | 149 | 46 | 10 | 4 | 1 |
| miRNA | Muscle | 23 | 94 | 7 | 1 | 0 | 0 | 0 | 0 | 0 |
|  | Adipose | 36 | 101 | 18 | 3 | 1 | 0 | 0 | 0 | 0 |
| DNAme | Muscle | 24910 | 98160 | 21004 | 3189 | 512 | 90 | 21 | 3 | 0 |
|  | Adipose | 18727 | 88350 | 15664 | 1995 | 313 | 54 | 14 | 5 | 0 |

Table 2.3.2. Number of mRNA, miRNA, DNAme sites with $95 \%$ credible sets for $\mathbf{N}(1 \leq N \leq 8)$ independent QTLs.
sites implicated in the T2D GWAS signals. I used the colocalization test from fastEnloc[83], [84] to compute the probability of the sharing of causal variants between the marginal T2D GWAS signals and the QTL signals. A high colocalization probability suggests that the genetic associations for T2D may share causal variants with the QTLs for molecular traits. The sharing of causal variants between GWAS associations and QTLs can include at least three scenarios, the causal-effect scenario, the pleiotropic-effect scenario, and the different-causal-variants-in-high-LD scenario. In the causal-effect scenario, the same causal variant affects gene expression or DNA methylation level, thereby increasing T2D risk. In the pleiotropic-effect scenario, the same causal variant affects the gene expression or DNA methylation level and T2D risk independently (through different mechanisms). In the different-causal-variants-in-high-LD scenario, different causal variants in high LD affect the gene expression or DNA methylation level and T2D risk separately.

Regional colocalization probability (RCP) is a metric for the posterior probability of a genomic region having a colocalized signal. At an RCP $\geq 0.5$, I identified in skeletal muscle tissue eight eQTLs colocalized with eight GWAS variants and 116 mQTLs colocalized with 74 GWAS variants; in subcutaneous adipose tissue, 14 eQTLs colocalized with 14 GWAS variants and 105 mQTLs colocalized with 69 GWAS variants (Table2.3.3; Supplementary Table2.8.2). I did not identify any miR-eQTLs that colocalized with GWAS variants. For mRNAs with eQTLs colocalized with T2D GWAS variants in skeletal muscle tissue, compared to the previous FUSION publications[26], [27], we identified an additional six mRNAs (CEP68, INHBB, RFT1, FAM134C, PCGF3, AOC1) colocalized with T2D GWAS variants. For mRNAs in subcutaneous adipose tissue, compared to the previous publications[28], [29], we identified an additional five mRNAs (NUAK2, CEP68, HAUS6, PLEKHA1, ITGB6) colocalized with T2D GWAS variants. For DNAme in skeletal muscle tissue, compared to Taylor et al.[27], we identified an additional 109 DNAme sites colocalized with T2D GWAS variants.

Taking the two tissues together, I identified a total of 15 unique mRNAs and 177 unique DNAme sites that had QTLs colocalized with T2D GWAS variants. Of these, there were instances where the secondary QTLs of the molecular traits colocalized with T2D GWAS variants: one secondary eQTLs for one gene (PCGF3) in both tissues, 13 secondary mQTLs for 13 DNAme sites in skeletal muscle tissue, and 12 secondary mQTLs for 12 DNAme sites in subcutaneous adipose tissue.

| Molecular traits | Muscle |  | Adipose |  |
| :---: | :---: | :---: | :---: | :---: |
|  | GWAS variants | Molecular traits | GWAS variants | Molecular traits |
| mRNA | 8 | 8 | 14 | 14 |
| DNAme | 74 | 116 | 69 | 105 |

Table 2.3.3. Number of colocalized GWAS loci-mRNA/DNAme pairs at RCP $\geq 0.5$. RCP: regional colocalization probability; No GWAS variants colocalized with miRNA QTLs.

PCGF3 was the only gene whose secondary eQTL, instead of primary eQTL, colocalized with a T2D GWAS variant. The secondary eQTL of PCGF3 was colocalized with one
of the three independent signals in a T2D GWAS locus[33] (Figure2.3.4;Supplementary Figure2.7.4). The other two GWAS signals in this region (lead variants rs1182788 and rs35654957) were not colocalized with the eQTLs of PCGF3. The three conditionally independent cis-eQTLs of PCGF3 have different MAF (rs7672618 MAF $=0.34$, rs73221128 $M A F=0.04$, and rs79739589 MAF=0.09; Table2.3.4) and are in low LD $R^{2}$ with each other (max LD $R^{2}=0.03$ ), but they are in perfect $D^{\prime}\left(\right.$ pairwise $D^{\prime}=1$ ).

|  | Lead varaint | Expression-decreasing allele | MAF | Tissue | Single-variant model |  | Multiple-variant model |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Coefficient | p-value | Coefficient | p-value |
| 1st eQTL | rs7672618 | A | 0.34 | Muscle | -0.77 | 1.72E-50 | -0.92 | 9.10E-93 |
| 1st eQTL | rs7672618 | A | 0.34 | Adipose | -0.74 | 2.87E-47 | -0.92 | 2.2E-93 |
| 2nd eQTL | rs73221128 (T2D GWAS variant) | T | 0.04 | Muscle | -0.50 | 4.71E-04 | -0.91 | $1.10 \mathrm{E}-33$ |
| 2ndeqTL | rs7322128 (T2D GWAS variant) | T | 0.04 | Adipose | -0.54 | 2.59E-04 | -1.02 | 1.10E-42 |
| 3 rd eQTL | rs79739589 | C | 0.91 | Muscle | 0.83 | 1.89E-17 | 0.63 | $4.40 \mathrm{E}-33$ |
| 3 ra eQTL | rs7973989 | C | 0.91 | Adipose | 0.69 | 3.18E-12 | 0.61 | $1.20 \mathrm{E}-35$ |

Table 2.3.4. Summary statistics for the lead variants of the three independent QTL signals of PCGF3 in the single- or multiple- variant model.Tested for the associations between PCGF3 expression level and genotype dosages of variants adjusting for the first four genotype PCs and PEER factors. Single-variant model: only one variant was in the model; Multiple-variant model: all three variants were in the model.

Four haplotypes were formed by these three variants, G_C_C, A_C_C, G_T_C, G_C_T (alleles ordered by variants rs7672618, rs73221128, rs79739589), with haplotype frequencies of $0.54,0.34,0.04$ and 0.09 , respectively (Table2.3.5). rs73221128 T allele (T2D riskincreasing) is always on the same haplotype with the rs79739589 C allele. Compared to the haplotype G_C_T, the T2D risk allele carrying haplotype (T2D risk haplotype) G_T_C decreased the gene expression (effect size $=-1.54$, p -value $<2.0 \times 10^{-16}$; effect size $=$ -1.63 , p-value $<2.0 \times 10^{-16}$ ) (Table2.3.5). PCGF3 (polycomb group ring finger 3) encodes a member of the polycomb group proteins, which are a collection of epigenetic chromatin modifiers that regulate gene expression[98]. PCGF3 was more highly expressed in subcutaneous adipose tissue(median TPM = 23.3) than in skeletal muscle tissue(median TPM $=9.7$ ).

|  | Lead variants of three indepdent QTLs |  |  | Number of participants with $0 / 1 / 2$ copies of haplotypes | Haplotype frequency | Muscle |  | Adipose |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | rs7672618 | rs73221128 | rs79739589 |  |  | Beta | p | Beta | p |
| Haplotypes 1 | G | C | C | 72/160/96 | 0.54 | -0.63 | < $2 \mathrm{e}-16$ | -0.61 | < $2 \mathrm{e}-16$ |
| Haplotypes 2 | A | C | C | 143/150/35 | 0.34 | -1.55 | <2e-16 | -1.53 | <2e-16 |
| Haplotypes 3 | G | T | C | 301/27/0 | 0.04 | -1.54 | < $2 \mathrm{e}-16$ | -1.63 | < $2 \mathrm{e}-16$ |
| Haplotypes 4 | G | C | T | 273/53/2 | 0.09 |  | Refe | ence |  |

Table 2.3.5. Four haplotypes formed by the lead variants of three independent eQTLs of PCGF3 and their associations statistics with PCGF3 expression level using the haplotype 4 as a reference


Figure 2.3.4. T2D GWAS variant rs73221128 is colocalized with the secondary eQTL for PCGF3 in skeletal muscle tissue. Regional plots are colored by three independent eQTLs (represented by lead eQTL variants rs7672618, rs73221128, rs79739589) present in the FUSION data using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs73221128 locus (p-value $=4.5 \times 10^{-12}$ ); (B). Marginal eQTL association plot for PCGF3 expression level. Marginal rs73221128-PCGF3 association p-value $=4.71 \times 10^{-4}$. rs73221128 is in low LD $R^{2}(0.03)$ with the variant (rs7672618) that had the most significant marginal association with PCGF3 expression ( p -value $=1.72 \times 10^{-50}$ ); (C). After adjusting for rs7672618 and rs79739589, the T2D GWAS variant rs73221128 is more significantly associated with PCGF3 (pvalue $=1.10 \times 10^{-33}$ ).

In addition, I identified five GWAS variants in skeletal muscle tissue and eight in subcutaneous adipose tissue colocalized with both the eQTL for a gene and the mQTLs of nearby DNAme sites. Three of these five GWAS variants colocalized with the same mRNA (RFT1, ANK1, INHBB) and DNAme sites in both skeletal muscle and subcutaneous adipose tissues.
rs2581787 is the lead variant in a T2D GWAS locus with one single independent signal (rs2581787-T2D p-value $=3.0 \times 10^{-8}$ )[33]. rs2581787 was colocalized with the only ciseQTL for RFT1 in both tissues (Figure2.3.5;Supplementary Figure2.7.5). The T2D risk allele rs2581787-T was associated with a lower expression level of RFT1 and a higher methylation level of cg22024966 in both tissues (Supplementary Figure2.7.6). Higher methylation levels of cg22024966 were associated with lower RFT1 expression in both tissues (Supplementary Figure2.7.6). cg22024966 is located downstream of RFT1. RFT1 encodes an enzyme involved in the translocation of the Man(5)GlcNAc(2)-PP-Dol intermediate from the cytoplasmic to the luminal side of the endoplasmic reticulum membrane[99]. rs2564940, in complete LD $\left(R^{2}=1\right)$ with rs2581787, overlaps with ATAC-seq peaks in both tissues. rs2581787 resides in strong transcription chromatin states, and rs2564940 resides in weak/flanking TSS in both tissues (Supplementary Figure2.7.11). RFT1 was was more highly expressed in subcutaneous adipose tissue (median TPM $=6.3$ ) than in skeletal muscle tissue(median TPM = 1.8).


Figure 2.3.5. T2D GWAS signal is colocalized with the eQTL for RFT1 and its nearby DNAme site cg22024966 in skeletal muscle tissue. Regional plots are colored LD R ${ }^{2}$ with T2D GWAS variant rs2581787 using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs2581787 locus (p-value $=3.00 \times 10^{-8}$ ) ; (B). Marginal eQTL association plot for RFT1 expression level. Marginal rs2581787-RFT1 association $p$-value $=2.57 \times 10^{-30}$; (C). Marginal mQTL association plot for cg22024966 methylation level. Marginal rs2581787-cg22024966 association p-value $=3.14 \times 10^{-90}$.

T2D GWAS variant rs516946 (rs516946-T2D p-value $=4.7 \times 10^{-26}$ ) was colocalized with the cis-eQTL signal for ANK1 and five DNAme sites (cg11479568, cg17274126, cg23241016, cg12439423, cg01678292) in both tissues (Figure2.3.6 and Supplementary Figure2.7.7). These five DNAme sites are located within ANK1. ANK1 has been identified to underlie the T2D-associated variant rs516946 in skeletal muscle tissue[26], [100] and subcutaneous adipose tissue[100]. Our results also revealed the potential connections at the DNAme level for rs516946. The T2D risk allele rs516946-C was associated with a higher expression level of ANK1, and lower methylation levels of cg01678292, cg12439423, cg17274126, cg11479568, cg23241016 in both tissues (Supplementary Figure2.7.8; Supplementary Figure2.7.9; Supplementary Figure2.7.10). In addition, lower methylation levels were associated with higher ANK1 expression (Supplementary Figure2.7.8; Supplementary Figure2.7.9; Supplementary Figure2.7.10). Ankyrin 1, encoded by ANK1, plays a pivotal role in stabilizing the membrane structure of erythrocytes and stabilizing the sarcoplasmic reticulum around the myofibrils[101]. ANK1 was more highly expressed in skeletal muscle tissue (median TPM $=104.8$ ) than in subcutaneous adipose tissue (median TPM $=0.85$ ). rs508419, in strong LD $\left(R^{2} \geq 0.8\right)$ with rs516946, was flanked by skeletal muscle stretch enhancers, fell in an active promoter, overlapped an ATAC-seq peak, and disrupted a TR4-binding site with in silico and in vitro evidence[26]. In subcutaneous adipose tissue, rs508419 resides in a weak promoter (Supplementary Figure2.7.11) and does not overlap with an ATAC-seq peak.
(A)





Figure 2.3.6. T2D GWAS signal is colocalized with QTLs of ANK1 and its nearby DNAme sites in skeletal muscle tissue. Regional plots are colored by LD R${ }^{2}$ with T2D GWAS variant rs516946 using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs516946 locus ( p -value $=4.70 \times 10^{-26}$ ); (B). Marginal eQTL association plot for ANK1 expression levels. rs516946-ANK1 association p-value $=9.71 \times 10^{-28}$; (C). Marginal mQTL association plot for cg11479568 methylation levels. rs516946-cg11479568 association p-value $=7.77 \times 10^{-27}$; (D). Marginal mQTL association plot for cg17274126 methylation levels. rs516946-cg17274126 association $p$-value $=4.04 \times 10^{-25}$; $(E)$. Marginal mQTL association plot for cg23241016 methylation levels. rs516946-cg23241016 association $p$-value $=1.41 \times 10^{-34}$; $(F)$. Marginal mQTL association plot for cg12439423 methylation levels. rs516946-cg12439423 association p-value $=1.93 \times 10^{-39}$; (G). Marginal mQTL association plot for cg01678292 methylation levels. rs516946-cg01678292 association p-value $=1.68 \times 10^{-42}$.
rs11688682 is the lead variant (rs11688682-T2D p-value $=1.4 \times 10^{-14}$ ) at a T2D locus with three conditionally independent GWAS signals[33]. rs11688682 has been reported as a GWAS variant for triglyceride[102], HDL[102] and systolic blood pressure[103], but not fasting serum insulin or glucose[104]. In line with a previous report showing GWAS variant rs11688682 was colocalized with INHBB[29], I found colocalization between GWAS variant rs11688682 and an INHBB eQTL. INHBB is not the nearest gene to rs11688682, but is located 240 kb away. In addition, our results showed that rs 11688682 was colocalized with the mQTLs of cg 14231073 and cg 15344192 (Figure2.3.7 and Figure2.3.8). cg14231073 and cg15344192 are located downstream of INHBB. T2D risk allele rs11688682-G was associated with a higher expression level of INHBB and lower methylation levels of cg14231073 and cg15344192 in both tissues (Figure2.3.9;Figure2.3.10). Higher methylation levels of these DNAme sites were associated with lower INHBB expression (Figure2.3.9;Figure2.3.10). INHBB was more highly expressed in subcutaneous adipose tissue (median TPM $=59.4$ ) than in skeletal muscle tissue (median TPM = 1.6). rs11688682 is a genotyped variant and is not in high $L D\left(R^{2} \leq 0.43\right)$ with any of the variants within 1 Mb . rs11688682 resides in an active enhancer and ATAC-seq peak in subcutaneous adipose tissue and a weakly repressed region in skeletal muscle tissue (Supplementary Figure2.7.11). INHBB encodes a subunit of activin[105], a major regulator of testicular and ovarian development[106].


Figure 2.3.7. T2D GWAS variant rs11688682 is colocalized with the QTLs of INHBB and two DNAme sites cg14231073 and cg15344192 in skeletal muscle tissue. Regional plots are colored LD R ${ }^{2}$ with T2D GWAS variant rs 11688682 using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs11688682 locus (p-value $=1.40 \times 10^{-14}$ ); (B). Marginal eQTL association plot for INHBB expression level. rs11688682-INHBB association p-value $=1.51 \times 10^{-8}$; (C). Marginal mQTL association plot for cg14231073 methylation level. Marginal rs11688682-14231073 association p-value $=9.37 \times 10^{-69}$; (D). Marginal mQTL association plot for cg15344192 methylation level. Marginal rs11688682-cg15344192 association $p$-value $=1.51 \times 10^{-15} \mathrm{p}=1.51^{*} 10-15$;


Figure 2.3.8. T2D GWAS variant rs11688682 is colocalized with the QTLs of INHBB and two DNAme sites cg14231073 and cg15344192 in subcutaneous adipose tissue. Regional plots are colored LD R $R_{2}$ with T2D GWAS variant rs11688682 using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs11688682 locus ( $p$-value $=1.40 \times 10^{-14}$ ); (B). Marginal eQTL association plot for INHBB expression level. rs11688682-INHBB association p-value $=2.68 \times 10^{-6}$; (C). Marginal mQTL association plot for cg14231073 methylation level. Marginal rs11688682-14231073 association p-value $=4.96 \times 10^{-79}$; (D). Marginal mQTL association plot for cg15344192 methylation level. Marginal rs11688682-cg15344192 association p-value $=4.83 \times 10^{-20}$.


Figure 2.3.9. Effects of rs11688682 on INHBB and its nearby DNAme sites cg14231073 and cg15344192 in skeletal muscle tissue. (A). Box plot of residual INHBB expression levels by rs11688682 genotype; (B). Box plot of residual cg14231073 methylation level by rs11688682 genotype; (C). Box plot of residual cg15344192 methylation level by rs11688682 genotype; (D). Scatter plot of residual INHBB expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg14231073 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs11688682 genotypes; (E). Scatter plot of residual INHBB expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg15344192 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs11688682 genotypes. Linear regression lines for the relationship overall (black) and within each rs11688682 genotype (GG, green; GC, orange; CC, purple).


Figure 2.3.10. Effects of rs11688682 on INHBB and its nearby DNAme cg14231073 and cg15344192 in subcutaneous adipose tissue. (A). Box plot of residual INHBB expression levels by rs11688682 genotype; (B). Box plot of residual cg14231073 methylation level by rs11688682 genotype; (C). Box plot of residual cg15344192 methylation level by rs11688682 genotype; (D). Scatter plot of residual INHBB expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg14231073 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs11688682 genotypes. (E). Scatter plot of residual INHBB expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg15344192 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs11688682 genotypes. Linear regression lines for the relationship overall (black) and within each rs11688682 genotype (GG, green; GC orange; CC, purple).

### 2.3.3 rs11688682 T2D risk allele increased transcriptional activity in luciferase assay (performed by Swarooparaniand Vadlamudi and Karen Mohlke)

rs11688682 is located in an ATAC-seq peak in preadipocytes and in differentiated adipocytes (Hannah Perrin, unpublished data). Given the orientation of the INHBB expression increasing allele and the T2D GWAS risk allele, we expect the T2D GWAS risk allele would increase the expression of INHBB. We tested rs11688682 for allelic differences in transcriptional activity using luciferase assay in preadipocytes and adipocytes. We separately cloned DNA segments containing either the T2D risk allele (G) or the non-risk allele (C) in forward and reverse orientations to luciferase reporter constructs and conducted luciferase assay in preadipocytes and differentiated adipocytes cells. The region spanning rs11688682 showed differential allelic enhancer activity in both orientations in both preadipocytes and adipocytes. The T2D risk allele rs11688682-G had higher luciferase activity than the non-risk allele rs11688682-C (preadipotype: forward orientation $p$-value $=$ $2.5 \times 10^{-3}$, reverse orientation $p$-value $=3.1 \times 10^{-3}$; adipocyte: forward orientation $p$-value $=0.07$, reverse orientation $p$-value $=4.0 \times 10^{-3}$; Figure2.3.11A, Figure2.3.11B). The T2D risk allele showed a 1.45 -fold to 1.83 -fold increase in transcriptional activity relative to the non-risk allele in both orientations in preadipocytes, and 1.48 -fold to 2.65 -fold increase in adipocytes. These experimental results suggest that rs11688682 is located within an enhancer element and the T2D risk G allele increases transcriptional activity in preadipocytes and adipocytes.


Figure 2.3.11. rs11688682 showed allelic differences in transcriptional activity using luciferase assay. (A)In preadipocytes, T2D risk rs11688682-G allele showed greater transcriptional activity than the non-risk allele. Forward orientation $p$-value $=2.5 \times 10^{-3}$, reverse orientation $p$-value $=3.1 \times 10^{-3}$; (B). In adipocytes, T2D risk rs11688682-G allele showed greater transcriptional activity than the non-risk allele. Forward orientation $p$-value $=0.07$, reverse orientation $p$-value $=4.0 \times 10^{-3}$. We generated five independent clones for each allele with and measured enhancer activity in tripletes for each clone.

### 2.3.4 Molecular trait (mRNA, miRNA, DNAme) association with physiological traits

Changes in gene expression and DNA methylation levels may be causal or responsive to pathological changes. To help understand the etiology and manifestations of T2D and related traits at the molecular level, we identified mRNAs, miRNAs, and DNAme sites whose levels of expression or methylation differed between individuals with T2D and normal glucose tolerance (NGT) or by the levels of T2D-relevant physiological traits. We used an FDR of $\leq 1 \%$ with the Benjamini-Hochberg procedure as the statistical significance threshold for within-tissue association tests.

Bulk skeletal muscle tissue or subcutaneous adipose tissue consists of diverse cell types, including cell types in the target tissue (skeletal muscle tissue or subcutaneous adipose tissue) and cell types from non-target tissues (such as blood or skin). Cell-type composition has the potential to confound associations between molecular and physiological traits because cell-type composition can correlate with both physiological and molecular trait levels[27]. For skeletal muscle tissue, we estimated the proportions of subcutaneous adipose tissue, skeletal muscle tissue, blood, skin, and lymphocytes using GTEx RNA-seq datasets as a reference; we estimated the proportion of each of the three muscle fiber types (Type 1, Type 2A, Type 2X) using the percentages of the expression
level of the dominant myosin heavy chain gene (MYH1, MYH2 or MYH7) of each muscle fiber(Supplementary Figure2.7.12). For subcutaneous adipose tissue, we computed two sets of estimates. For one set, we estimated the proportions of four cell types (adipocytes, macrophages, CD4+ T cells, and microvascular endothelial cells) and blood using publicly available primary or PSC/iPSC-derived RNA-seq data (five-component estimates) (Supplementary Figure2.7.13). For the other set, we used the relative amount of each of the 17 cell types identified from the subcutaneous adipose single-nuclei RNA-seq data (provided by Dr.Paivi Pajukanta) in our subcutaneous adipose tissue samples (17-component estimates). As an alternative to tissue/cell-type composition estimates, we estimated surrogate variables which were designed to represent variations from biological or other factors while protecting the effects of the physiological trait of interest.

We tested for physiological trait-molecular trait associations with and without adjusting for tissue/cell-type composition. Adjusting for tissue/cell-type composition or surrogate variables typically substantially reduced the number of mRNAs or DNAme sites associated with physiological traits in both tissues as compared to adjusting for the base set of covariates (Supplementary Figure2.7.14 and Supplementary Figure2.7.15). For miRNA, adjusting for tissue/cell-type composition or surrogate variables increased the number of associated miRNAs for a small proportion of physiological traits and decreased the number for most physiological traits (Supplementary Figure2.7.14 and Supplementary Figure2.7.15. The associations between the level of a physiological trait and the level of a molecular trait (an mRNA, a miRNA or a DNAme site) from different tissue/cell-type adjustment approaches were consistent overall in terms of direction and strength (Supplementary Figure2.7.16;Supplementary Figure2.7.17;Supplementary Figure2.7.18;Supplementary Figure2.7.19), while the number of significant associations differed. We observed that some of the estimated surrogate variables were correlated with a physiological trait of interest and adjusting for them may remove the effects of the physiological trait on molecular traits. For the following analyses we used the results adjusting for tissue/cell type composition estimates for both tissues(Figure2.3.12). Specifically for subcutaneous adipose tissue, as the 17-component estimate was a more comprehensive representation of cell types in sub-
cutaneous adipose tissue than the 5-component estimate, we used the results adjusting for the 17-component estimates.


Figure 2.3.12. Percent of mRNAs/miRNAs/DNAme sites associated with the levels of physiological traits at $\mathrm{FDR} \leq 1 \%$ in skeletal muscle (green) and subcutaneous adipose tissue (orange). Results shown are adjusted for tissue and fiber type estimates in skeletal muscle tissue and adjusted for the 17-component estimates in subcutaneous adipose tissue.

Within skeletal muscle tissue and subcutaneous adipose tissue2.3.12, we observed that the largest number of significant associations were found for two groups of physiological traits(Pearson correlation r=0.61, adjusted for covariates): insulin-related (e.g. fasting serum insulin) or body fat distribution-related physiological traits (e.g. BMI). Insulin-related physiological traits were associated with a slightly higher proportion of mRNAs in skeletal muscle tissue than in subcutaneous adipose tissue, whereas body fat distribution-related physiological traits were associated with a slightly higher proportion of mRNAs in subcutaneous adipose tissue than in skeletal muscle tissue. In addition, we observed that most of the physiological trait-molecular trait associations were found either in skeletal muscle tissue or subcutaneous adipose tissue, not in both (Figure2.3.13; Figure2.3.14).


Figure 2.3.13. Fasting serum insulin associations with mRNAs/miRNAs/DNAme sites in skeletal muscle and subcutaneous adipose tissue. Scatterplots show signed -log10(p-value) of associations in skeletal muscle tissue ( $x$-axis) and subcutaneous adipose tissue ( $y$-axis), colored by whether an association p-value is significant in only skeletal muscle tissue, only subcutaneous adipose tissue or both, using a threshold of $\leq 1 \%$ FDR. The sign of an association is based on the estimated regression coefficient.

We asked whether the same molecular traits were more likely to be associated with the same physiological traits in both skeletal muscle and subcutaneous adipose tissues than expected by chance using Fisher's exact test. Using a p-value threshold of $1.04 \times 10^{-3}$ (Bonferroni correction for the number of physiological traits tested, 0.05/48) for Fisher's exact test, seven physiological traits (BMI, relative fat mass, waist, fasting serum insulin, HOMA, fasting serum C peptide, fasting serum C peptide 30 min ) had more genes with significant trait-gene expression associations in both tissues than expected by chance


Figure 2.3.14. BMI associations with mRNAs/miRNAs/DNAme sites in skeletal muscle and subcutaneous adipose tissue. Scatterplots show signed -log10(p-value) of associations in skeletal muscle tissue ( $x$-axis) and subcutaneous adipose tissue (y-axis) for every tested molecular traits, colored by whether an association p-value is significant in only skeletal muscle tissue, only subcutaneous adipose tissue or both, using a threshold of $\leq 1 \%$ FDR. The sign of an association is based on the estimated regression coefficient.
(Table2.3.6; Supplementary Table2.8.4). Of the mRNA-physiological trait associations significant in both tissues, $\geq 71 \%$ showed a consistent direction of effect. The seven physiological traits can be divided into two groups, one group related to body fat distribution, and the other related to insulin. Among the insulin-related physiological traits, fasting serum insulin had the largest number ( $n=13$ ) of mRNAs that were significant in both tissues. Of these13 mRNAs, EIF4EBP1 displayed highly consistent effects on physiological traits in both direction and strength (Figure2.3.15). Higher EIF4EBP1 was associated with a beneficial physiological trait profile (lower BMI, waist, C peptide, fasting serum insulin; higher HDL and Matsuda index).

| Physiological trait | Number of significant <br> associations in muscle | Number of significant <br> associations in adipose | Number of significant <br> associations in both tissues | Different <br> direction | Same <br> direction | Fisher test <br> p-value | Odds ratio |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BMI | 288 | 311 | 19 | 2 | 17 | $1.72 \mathrm{E}-10$ |  |
| Relative fat mass | 211 | 337 | 17 | 7.23 |  |  |  |
| Waist | 157 | 360 | 14 | 1 | 16 | $2.51 \mathrm{E}-10$ | 8.20 |
| Fasting serum insulin | 350 | 226 | 13 | 0 | 14 | $6.08 \mathrm{E}-09$ | 8.48 |
| HOMA | 296 | 213 | 11 | 2 | 11 | $2.44 \mathrm{E}-06$ | 5.42 |
| Fasting serum C peptide | 246 | 152 | 7 | 2 | 9 | $8.38 \mathrm{E}-06$ | 5.73 |
| Fasting serum C peptide 30min | 117 | 10 | 2 | 2 | 5 | $2.45 \mathrm{E}-04$ | 6.08 |

Table 2.3.6. The seven physiological traits that had more mRNAs significant in both tissues than expected by chance, using a p-value threshold of $1.04 \times 10^{-3}$ (Bonferroni correction for the number of physiological traits tested, $0.05 / 48$ ) for Fisher's exact test.

As obesity and insulin resistance are interconnected physiologically and are both key risk factors for T2D, we asked whether the significant associations were driven by BMI or fasting serum insulin by adjusting for BMI or fasting serum insulin. In skeletal muscle tissue, almost none of the mRNAs associated with body fat distribution-relevant traits re-


Figure 2.3.15. Coefficients and 95\% confidence intervals between the EIF4EBP1 expression level and the levels of physiological traits in skeletal muscle and subcutaneous adipose tissue.
mained significant with the additional adjustment of fasting serum insulin (92\%-100\% decrease), whereas some of the mRNAs associated with insulin-relevant physiological traits remained significant with the additional adjustment of BMI ( $83 \%-100 \%$ decrease) (Supplementary Figure2.7.20; Supplementary Figure2.7.22; Supplementary Figure2.7.23). In subcutaneous adipose tissue, there were a small number of significant physiological traitmRNA associations remaining either additionally adjusting for fasting serum insulin (96\% - 100\% decrease) or BMI (79\% - 99\% decrease) (Supplementary Figure2.7.21; Supplementary Figure2.7.24; Supplementary Figure2.7.25). This suggests that while most of the significant physiological trait-mRNA associations were driven by the biological processes related to both fasting serum insulin and BMI, in skeletal muscle tissue there were a small number of insulin related traits-mRNA associations that could not be solely explained by BMI; in subcutaneous adipose tissue, there were a small number of insulin related traitsmRNA associations that could not be solely explained by BMI as well as a small number of BMI related traits-mRNA associations that could not be solely explained by fasting serum insulin.

Of the mRNAs whose eQTL was colocalized with T2D GWAS signals, one mRNA (INHBB) was significantly positively correlated with insulin related physiological traits (fasting
serum insulin, HOMA, and fasting serum c-peptide) and body fat distribution related physiological traits (waist and relative fat mass) in subcutaneous adipose tissue (Figure2.3.16). These INHBB-physiological traits associations were directionally consistent with the observations that the T2D risk allele rs11688682-G was associated with higher INHBB expression level and that diabetic individuals usually have higher levels of insulin resistance indices[107], [108]. rs11688682 has not been reported to be a GWAS signal for fasting serum insulin[104]. INHBB expression level was also positively but not significantly correlated with T2D versus NGT ( $p$-value $=0.24$ ), which might be due to the small sample size for the T2D versus NGT comparison( $\mathrm{n}=176$ ). Since insulin resistance and obesity have shared etiology, we asked whether INHBB-physiological trait associations were driven by insulin resistance or obesity by adjusting for fasting serum insulin and waist (or BMI). When we adjusted for fasting serum insulin, all of the significant associations became insignificant; when we adjusted for waist (or BMI), the associations with insulin-related physiological traits were attenuated but still significant (Supplementary Table2.8.5). This indicates that significant INHBB-physiological traits associations in our subcutaneous adipose tissue samples may be primarily driven by insulin resistance, not obesity.


Figure 2.3.16. Coefficients and 95\% confidence intervals between the INHBB expression level and the levels of physiological traits in skeletal muscle and subcutaneous adipose tissue.

The physiological trait-molecular trait associations may derive from any cell types present in bulk tissue samples, including whole blood that remains in the biopsies. We found that hsa-miR-122-5p, the miRNA that was most significantly (positively) associated with serum Alanine aminotransferase (ALT) and Glutamyltransferase (GT) in both skeletal muscle tissue and subcutaneous adipose tissue(Supplementary Figure2.7.26), was positively correlated with hemoglobin subunit beta (HBB, a blood specific gene[109], [110]) expression level in subcutaneous adipose tissue (Spearman's rho $=0.22$, two-sided test $p$ value $=4.9 \times 10-4$; (Supplementary Figure2.7.27)). ALT and GT are mainly synthesized in the liver, and hsa-miR-122-5p is primarily expressed in liver[111], suggesting the possibility that ALT, GT, and hsa-miR-122-5p are released from hepatocytes into the circulating blood because of liver damage caused by ectopic fat deposition and insulin resistance.

### 2.4 Discussion

In this study, using mRNA and miRNA expression levels and DNA methylation levels measured in two T2D-relevant tissues (skeletal muscle and subcutaneous adipose) in combination with genotype data, we identified similar proportions of mRNA, miRNA and DNAme sites having $\geq 1$ cis-QTLs. Integrating these QTLs with T2D GWAS variants using colocalization analysis, we identified a total of 15 unique mRNAs and 177 unique DNAme sites that had QTLs colocalized with T2D GWAS variants in the two tissue together. We did not identify any miRNAs that had QTLs colocalized with T2D GWAS variants in either tissue. Using mRNA and miRNA expression levels and DNA methylation levels in combination with T2D-relevant physiological traits, we identified mRNAs, miRNAs and DNAme sites that were associated with physiological traits. For every tested physiological trait, we observed the trend that most of the associations with mRNA, miRNA or DNAme sites were significant in one of the two tissues, not both. Seven physiological traits (BMI, relative fat mass, waist, fasting serum insulin, HOMA, fasting serum C peptide, fasting serum C peptide 30 min ) had more mRNAs significant in both tissues than expected by chance.

We provided several lines of evidence for the hypothesis that compared to mRNAs, miRNAs may be under stronger selective pressure and therefore have a lower level of cis-QTL regulation. First, of all tested mRNAs or miRNAs, there was a smaller proportion of miRNAs having cis-QTLs than mRNAs. Second, this trend persisted when we compared the proportions of mRNAs or miRNAs with cis-QTLs at different read count levels, suggesting that a lower proportion of miRNAs having cis-QTLs than mRNAs was not due to differences in the power to detect a QTL. Third, the lead variants of miRNA cis-QTLs had lower MAF than the lead variants of mRNA cis-eQTLs, suggesting stronger constraints on genetic variants affecting miRNA than mRNA.

Several programs[83], [112]-[115] are available to perform colocalization analysis between GWAS and QTL associations, including Enloc[83]. FastEnloc[83], [84] is the latest implementation of Enloc that runs faster. FastEnloc allows for testing colocalization between a GWAS signal and each independent eQTL of a molecular trait by using the posterior probabilities of multiple eQTLs identified by DAP[82]. GTEx[31] extensively compared
colocalization methods and decided to use the approach of detecting multiple QTLs with DAP followed by testing for colocalization with Enloc as their primary approach. They found that this approach was able to capture secondary eQTLs colocalized with GWAS associations and had well-controlled type 1 error.

In the colocalization analysis, we found T2D GWAS variant rs516946 was colocalized with the ANK1 eQTL in both skeletal muscle and subcutaneous adipose tissues. A GWAS meta-analysis of European individuals (Mahajan et al.)[33] reported three conditionally independent signals for T2D at this locus, the primary signal rs13262861, and two secondary signals rs148766658 and rs4736819. Mahajan et al.[33] highlighted that NKX6-3, the ciseGene of rs13263861 in pancreatic islet may be responsible for the T2D predisposition at this locus. A T2D GWAS meta-analysis in East Asian individuals (Spracklen et al.)[100] reported two T2D GWAS signals (rs33981001 and rs62508166) at this locus. Spracklen et al.[100] found that T2D signal rs33981001 was colocalized with NKX6.3 eQTLs in pancreatic islet and T2D signal r62508166 was colocalized with ANK1 eQTLs in subcutaneous adipose and skeletal muscle tissue, respectively. As rs516946 was in high LD with rs62508166 ( $R^{2}=0.94$ and $D^{\prime}=1$ in 1000G Phase 3 Asian panel; $R^{2}=0.85$ and $D^{\prime}=0.95$ in FUSION), the colocalization between T2D GWAS variant rs516946 and the ANK1 eQTL we observed in our data was consistent with Spracklen et al. Taken together, the findings from the Mahajan et al., Spracklen et al. and our work suggest that the multiple GWAS signals in this locus might contribute to T2D susceptibility by affecting different genes in different tissues and that the T2D signal tagged by rs516946 may act by changing the expression level of ANK1 in skeletal muscle and subcutaneous adipose tissues.

Tissue/cell type composition is associated with the levels of physiological traits and molecular traits[27], [116], [117], and therefore can strongly impact and/or confound the physiological trait-molecular trait analysis. To account for the potential confounding effects introduced by tissue/cell type compositions, we used two approaches: estimating tissue or cell type proportions by using an external reference transcriptome and estimating surrogate variables. Compared to adjusting for the base set of covariates (without adjusting for tissue/cell type composition), adjusting for tissue/cell type composition using either approach
substantially reduced the number of significant physiological trait-molecular trait associations, suggesting the broad impact of the potential confounding effects of tissue/cell type on molecular trait associations with physiological traits. Comparing the results using different tissue/cell type composition, although the physiological trait-molecular trait associations overall showed concordant effect directions, the number of significant associations differed. In skeletal muscle tissue, using surrogate variables yielded less significant associations than using the tissue/fiber type estimates. In subcutaneous adipose tissue, using surrogate variables yielded the least number of significant associations, followed by the 17-component approach, and the 5-component approach. As our knowledge of the interplay between physiological and molecular traits at the cell-type level is still at a very primitive stage, we cannot tease out the spurious physiological trait-molecular trait associations driven by tissue/cell type composition heterogeneity across samples as well as the false negatives caused by overcorrection. Overall, these results emphasize the importance of taking into account tissue/cell type composition and also pose the pressing need for single-cell data, with which better composition estimates can be generated.

EIF4EBP1 displayed highly consistent associations with physiological traits in both direction and strength in skeletal muscle and subcutaneous adipose tissues. Higher EIF4EBP1 was associated with a beneficial physiological trait profile (lower BMI, waist, C peptide, fasting serum insulin; higher HDL and Matsuda index). The mammalian target of rapamycin (mTOR) is a master regulator of cell growth and plays a pivotal role in metabolic processes in skeletal muscle, adipose and liver tissues upon postprandial elevation of insulin levels[118]. The EIF4EBP1 protein, once phosphorylated by the stimulation of mToR, stimulates protein synthesis[119]. Tsai et al.[120] studied the changes of EIF4EBP1 upon high-fat challenge in mice. With four mice in each group, they observed that mRNA expression level of EIF4EBP1 was significantly decreased in HFD-fed male skeletal muscle ( $p$-value $<0.001$ ) and adipose ( $p$-value $<0.01$ ) tissues, but not in female skeletal muscle or adipose tissues. We did not observe the expression level of EIF4EBP1 differentiated by sex, nor did we find differences in the association between EIF4EBP1 and the physiological traits between males and females in either tissue.

Of the genes whose eQTL colocalized with T2D GWAS variants, INHBB was the only one for which we observed significant associations with physiological traits, and also for which we have generated experimental evidence that the T2D risk allele causes higher rates of transcription than the non-risk allele. Several lines of evidence have shown the role of adipose INHBB in obesity and insulin resistance. INHBB was down-regulated by diet-induced weight loss ( $p$-value $<0.001$ ) in the subcutaneous adipose samples from 24 patients[105]. Hoggard et al.[121] showed that INHBB mRNA was reduced in the 24hfasted mice when compared with the fed controls ( $p$-value $\leq 0.01$ ), and increased $12 h$ after refeeding ( $p$-value $\leq 0.01$ ) with eight mice in each condition. They[121] also showed that in differentiated 3T3-L1 adipocytes (each condition with three replicates), insulin increased the expression of INHBB ( $p$-value $\leq 0.05$ ), while dexamethasone decreased the expression of INHBB ( $p$-value $\leq 0.001$ ) when compared with untreated control cells. The various lines of evidence and our results suggest that INHBB may not only respond to physiological changes but also mediate the genetic risk underlying the T2D GWAS variant rs11688682. We also note that the detected physiological trait-molecular trait associations may exist in any tissue or cell types present in the biopsies, as can be seen from the hsa-miR-122R-5p associations with ALT and GT in both tissues. Pirola et al.[111] discovered that hsa-miR-122 was upregulated ( p -value $\leq 0.05$ ) either in simple steatosis (SS) or non-alcoholic steatohepatitis (NASH) in a case-control study with 48 participants and replicated the associations in a larger validation cohort with 96 participants. One possible explanation is that ALT, GT, and hsa-miR-122-5p are released from hepatocytes into the circulating blood because of liver damage caused by ectopic fat deposition and insulin resistance. We also examined the chromatin states of the hsa-miR-122-5p flanking region across a variety of tissue or cell types (Figure2.7.27). hsa-miR-122-5p resides in an active enhancer region in liver, a strong transcription region in skeletal muscle and subcutaneous adipose tissues and a few other tissues or cell types, and a repressed polycomb region in the rest of the tissue or cell types. Thus, we cannot rule out the possibility that hsa-miR-122-5p is expressed in skeletal muscle tissue and subcutaneous adipose tissue at a lower level compared to liver and the associations exist in cells inherent to skeletal muscle tissue and subcutaneous adipose tissue.

The current colocalization results has several limitations. First, the eQTLs used for the colocalization analysis were identified in samples from Finnish participants, whereas the T2D GWAS summary statistics were derived from participants of a broader Europeanancestry. Finns are less genetically similar to other European-ancestry individuals as compared to individuals within other European-ancestries[122]-[124], our colocalization analysis may have failed to capture genes underlying T2D GWAS variants that occur as very low frequency in Finnish. Second, we used marginal T2D associations for the colocalization analysis. For multi-signal T2D loci, testing for colocalization between each of the T2D signals and QTL associations may enable us to identify more colocalized QTLs and discover additional molecular mechanisms. Most of the independent signals in a GWAS locus discovered in large-scale GWAS meta-analyses have been separated using approximate conditional analysis[125], which heavily depends on the genetic similarity between the participant studies and the reference panel. The separated GWAS signals may not reflect the multiple causal variants underlying the locus, which may further influence the colocalization results based on them. Closer examination of the association patterns of the multiple GWAS signals and colocalized eQTLs is necessary to evaluate the evidence for colocalizations.

The multi-omic data in this study provides rich opportunities for other analyses. We can test for colocalization between QTLs of different types of molecular traits to gain insights into shared causal variants between miRNA and mRNA or between DNAme sites and mRNA. We can use causal inference tests to untangle how molecular traits may be causally related to each other. We can apply mediation analysis to look for genes or DNA methylation sites that may mediate the effect of a GWAS variant on a disease or trait.

In summary, we generated a multi-omic QTL catalog by applying QTL analyses to mRNA and miRNA expression and DNA methylation levels. Integrating this catalog with T2D GWAS signals, we identified potential mediator mRNAs and DNAme sites for T2D loci, providing strong candidates for further functional follow-up. This multi-omic QTL resource also provides the scientific community opportunities to functionally annotate their genetic variants of interest and investigate the interplay between the genome, epigenome, and
transcriptome.

### 2.5 Data availability

QTL associations will be made publically available once the manuscript is accepted.

### 2.6 My contributions

This project resulted from the efforts of many individuals from the FUSION tissue biopsy group over the years. FUSION tissue biopsy group collected tissue biopsies of skeletal muscle and subcutaneous adipose, performed genotype array, mRNA-seq, miRNA-seq, and DNA methylation array experiments, and processed data generated from these experiments. I participated in the quality control of the subcutaneous adipose mRNA-seq data, and the miRNA-seq data for both tissues. Swarooparani Vadlamudi and Dr. Karen Mohlke performed the transcriptional reporter assays.

I performed the cis-eQTL detection and colocalization analyses. Dr. Leland Taylor, Dr. Anne Jackson, and I contributed to the tissue/cell type heterogeneity adjustment approaches for the physiological trait-molecular trait association analysis. Dr. Leland Taylor estimated the tissue/cell type compositions for skeletal muscle tissue samples. Dr. Anne Jackson performed the surrogate variable analysis for both tissues and estimated the tissue/cell type compositions using the single-nuclei cell data for the subcutaneous adipose tissues (17-component approach). I estimated the tissue/cell type compositions using publicly available RNA-seq data for the subcutaneous adipose tissues (5-component approach). Dr. Anne Jackson and I worked together on the analysis of identifying molecular traits associated with physiological traits, where Dr. Anne Jackson performed the association tests, and I analyzed and interpreted the results. Except for the method for the transcriptional reporter assay, I wrote all the rest of the manuscript with the guidance of Dr. Laura Scott and created all the figures.

### 2.7 Supplementary figures



Figure 2.7.1. Scatterplots of the number of mRNAs, miRNAs and DNAme sites with $\geq 1$ QTL at $F D R \leq 1 \%$ as a function of the number of PEER factors included as covariates.


Figure 2.7.2. Cumulative fraction of reads as a function of the cumulative count of genes. Genes are ordered descendingly by read counts.



Figure 2.7.3. Relationship between the number of predicted target mRNAs and miRNA log10 mean read count


Figure 2.7.4. T2D GWAS signal is colocalized with the secondary eQTL for PCGF3 in subcutaneous adipose tissue. Regional plots are colored by three independent eQTLs (represented by lead eQTL variants rs7672618, rs73221128, rs79739589) present in the FUSION data using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs73221128 locus ( $p$-value $=4.5 \times 10^{-12}$ ); (B). Marginal eQTL association plot for PCGF3 expression level. Marginal rs73221128-PCGF3 association p-value $=2.59 \times 10^{-4}$. rs73221128 is in low LD R $R^{2}(0.03)$ with the variant (rs7672618) that had the most significant marginal association with PCGF3 expression ( p value $=2.87 \times 10^{-47}$ ); (C). After adjusting for rs7672618 and rs79739589, the T2D GWAS variant rs73221128 is more significantly associated with PCGF3 ( p -value $=1.10 \times 10^{-42}$ ).


Figure 2.7.5. T2D GWAS signal rs2581787 is colocalized with the eQTL for RFT1 and its nearby DNAme site cg22024966 in subcutaneous adipose tissue. Regional plots are colored LD $R^{2}$ with T2D GWAS variant rs2581787 using FUSION LD. (A). Regional association plot for T2D metaanalysis from Mahajan et al.[33] at the rs2581787 locus (p-value $=3.00 \times 10^{-8}$ ); (B). Marginal eQTL association plot for RFT1 expression level. Marginal rs2581787-RFT1 association p-value $=1.06 \times 10^{-36}$; (C). Marginal mQTL association plot for cg22024966 methylation level. Marginal rs2581787-cg22024966 association p-value $=6.56 \times 10^{-35}$.


Figure 2.7.6. Effects of rs2581787 on RFT1 and its nearby DNAme site cg22024966. (A). Box plot of residual RFT1 expression levels by rs2581787 genotype in skeletal muscle tissue; (B). Box plot of residual cg22024966 methylation level by rs2581787 genotype in skeletal muscle tissue; (C). Scatter plot of residual RFT1 expression (adjusted for PEER factors used in QTL mapping; yaxis) and residual cg22024966 methylation level (adjusted for PEER factors used in QTL mapping; x -axis) in skeletal muscle tissue, colored by rs2581787 genotypes. Linear regression lines for the relationship overall (black) and within each rs2581787 genotype (GG, green; GT orange; TT, purple; (D), (E), (F) are the same figures for subcutaneous adipose tissue.
(A)






Figure 2.7.7. T2D GWAS signal rs516946 is colocalized with QTLs of ANK1 and its nearby DNAme sites in subcutaneous adipose tissue. Regional plots are colored LD R ${ }^{2}$ with T2D GWAS variant rs516946 using FUSION LD. (A). Regional association plot for T2D meta-analysis from Mahajan et al.[33] at the rs516946 locus ( $p$-value $=4.70 \times 10^{-26}$ ); (B). Marginal eQTL association plot for ANK1 expression levels. rs516946-ANK1 association p-value $=3.28 \times 10^{-21}$; (C). Marginal mQTL association plot for cg11479568 methylation levels. rs516946-cg11479568 association pvalue $=2.14 \times 10^{-63}$; (D). Marginal mQTL association plot for cg17274126 methylation levels. rs516946-cg17274126 association p-value $=3.51 \times 10^{-55} ;(E)$. Marginal mQTL association plot for cg23241016 methylation levels. rs516946-cg23241016 association p-value $=1.41 \times 10^{-65}$; (F). Marginal mQTL association plot for cg12439423 methylation levels. rs516946-cg12439423 association p-value $=1.43 \times 10^{-56}$; (G). Marginal mQTL association plot for cg01678292 methylation levels. rs516946-cg01678292 association p-value $=5.01 \times 10^{-80}$.


Figure 2.7.8. Effects of rs516946 on ANK1 and its nearby DNAme site cg01678292. (A). Box plot of residual ANK1 expression levels by rs516946 genotype; (B). Box plot of residual cg01678292 methylation level by rs516946 genotype; (C). Scatter plot of residual ANK1 expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg01678292 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs516946 genotypes. Linear regression lines for the relationship overall (black) and within each rs516946 genotype (TT, green; TC, orange; $C C$, purple). (D), (E), (F) are the same figures for subcutaneous adipose tissue.


Figure 2.7.9. Effects of rs516946 on ANK1 and its nearby DNAme sites in skeletal muscle tissue. (A). Box plot of residual cg11479568 methylation level by rs516946 genotype; (B). Scatter plot of residual ANK1 expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg11479568 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs516946 genotypes. (C). Box plot of residual cg17274126 methylation level by rs516946 genotype; (D). Scatter plot of residual ANK1 expression and residual cg17274126 methylation level. (E). Box plot of residual cg23241016 methylation level by rs516946 genotype; (F). Scatter plot of residual ANK1 expression and residual cg23241016 methylation level. (H). Box plot of residual cg12439423 methylation level by rs516946 genotype; (I). Scatter plot of residual ANK1 expression and residual $\operatorname{cg} 12439423$ methylation level.


Figure 2.7.10. Effects of rs516946 on ANK1 and its nearby DNAme sites in subcutaneous adipose tissue. (A). Box plot of residual cg11479568 methylation level by rs516946 genotype; (B). Scatter plot of residual ANK1 expression (adjusted for PEER factors used in QTL mapping; y-axis) and residual cg11479568 methylation level (adjusted for PEER factors used in QTL mapping; x-axis, colored by rs516946 genotypes. (C). Box plot of residual cg17274126 methylation level by rs516946 genotype; (D). Scatter plot of residual ANK1 expression and residual cg17274126 methylation level. (E). Box plot of residual cg23241016 methylation level by rs516946 genotype; (F). Scatter plot of residual ANK1 expression and residual cg23241016 methylation level. (H). Box plot of residual cg12439423 methylation level by rs516946 genotype; (I). Scatter plot of residual ANK1 expression and residual cg12439423 methylation level.
(a) INHBB chromatin states

(b) ANK1 chromatin states

(c) RFT1 chromatin states


Figure 2.7.11. UCSC genome browser view of chromatin states (described in Varshney et al.[85]) near INHBB, ANK1 and RFT1 in diverse tissue and cell types.


Figure 2.7.12. Tissue/cell-type proportion estimates using the tissue/fiber type approach for skeletal muscle tissue samples. (A). estimated proportions for lymphocytes(Lymphocyte), whole blood(Blood), skin not sun exposed (Skin), subcutaneous adipose (Adipose) and skeletal muscle (Muscle). (B). estimated proportions for Type 1 muscle fiber(Type 1), Type 2A muscle fiber(Type 2A), Type 2X muscle fiber(Type 2X).


Figure 2.7.13. Tissue/cell-type proportion estimates using the 5 -component approach for subcutaneous adipose tissue samples. Estimated proportions for adipocytes (Adipocyte), CD4+ T cells (Tcell), microvascular endothelial cells (MVEC), macrophages(Macrophage) and whole blood(Blood). in skeletal muscle


Figure 2.7.14. Percent of mRNAs/miRNAs/DNAme sites associated with the levels of physiological traits in skeletal muscle tissue at $\operatorname{FDR} \leq 1 \%$ using different models. Models used different approaches to adjust for tissue/cell-type composition. Base: used a base set of covariates, without adjustment for composition. TissueFiber: used a base set of covariates and estimates of five tissue types and three muscle fiber types as the adjustment for composition. SV: used a base set of covariates and surrogate variables as the adjustment for composition.

Associations of physiological traits with mRNA and miRNA expression and DNA methylation in subcutaneous adipose


Figure 2.7.15. Percent of mRNAs/miRNAs/DNAme sites associated with the levels of physiological traits in subcutaneous adipose tissue at FDR $\leq 1 \%$ using different models. Models used different approaches to adjust for tissue/cell-type composition. Base: used a base set of covariates, without adjustment for composition. Component_5: used a base set of covariates and estimates of five components as the adjustment for composition. Component_17: used a base set of covariates and estimates of 17 components as the adjustment for composition. SV: used a base set of covariates and surrogate variables as the adjustment for composition.


Figure 2.7.16. Pairwise scatterplot of -log10(p-value) of fasting serum insulin-mRNA associations between results using different models in skeletal muscle tissue. Models used different approaches to adjust for tissue/cell-type composition. Base: used a base set of covariates, without adjustment for composition. TissueFiber: used a base set of covariates and estimates of five tissue types and two three muscle fiber types as the adjustment for composition. SV: used a base set of covariates and surrogate variables as the adjustment for composition.


Figure 2.7.17. Pairwise scatterplot of -log10(p-value) of BMI-mRNA associations between results using different models in skeletal muscle tissue. Models used different approaches to adjust for tissue/cell-type composition. Base: used a base set of covariates, without adjustment for composition. TissueFiber: used a base set of covariates and estimates of five tissue types and two three muscle fiber types as the adjustment for composition. SV: used a base set of covariates and surrogate variables as the adjustment for composition.


Figure 2.7.18. Pairwise scatterplot of -log10(p-value) of fasting serum insulin-mRNA associations between results using different models in subcutaneous adipose tissue. Models used different approaches to adjust for tissue/cell-type composition. Base: used a base set of covariates, without adjustment for composition. Component_5: used a base set of covariates and estimates of five components as the adjustment for composition. Component_17: used a base set of covariates and estimates of 17 components as the adjustment for composition. SV: used a base set of covariates and surrogate variables as the adjustment for composition.


Figure 2.7.19. Pairwise scatterplot of -log10(p-value) of BMI-mRNA associations between results using different models in subcutaneous adipose tissue. Models used different approaches to adjust for tissue/cell-type composition. Base: used a base set of covariates, without adjustment for composition. Component_5: used a base set of covariates and estimates of five components as the adjustment for composition. Component_17: used a base set of covariates and estimates of 17 components as the adjustment for composition. SV: used a base set of covariates and surrogate variables as the adjustment for composition.

Associations of physiological traits with molecular trait levels in skeletal muscle without and with additional adjustment of fasting serum insulin or BMI


Figure 2.7.20. Percent of mRNAs/miRNAs/DNAme sites associated with the levels of physiological traits in skeletal muscle tissue without and with additional adjustment of fasting serum insulin or BMI. All models adjusted the tissue/cell-type proportion estimates obtained using the TissueFiber type approach.

Associations of physiological traits with molecular trait levels in subcutaneous adipose


Figure 2.7.21. Percent of mRNAs/miRNAs/DNAme sites associated with the levels of physiological traits in subcutaneous adipose tissue without and with additional adjustment of fasting serum insulin or BMI. All models adjusted the tissue/cell-type proportion estimates obtained using the 17-component type approach.


Figure 2.7.22. Effect of the additional adjustment of BMI on fasting serum insulin-mRNA associations in skeletal muscle tissue.. Scatterplot of -log10(p-value) for the associations between each mRNA and fasting serum insulin levels without adjusting for BMI ( $x$-axis) and additionally adjusting for BMI (y-axis).


Figure 2.7.23. Effect of the additional adjustment of fasting serum insulin on BMI-mRNA associations in skeletal muscle tissue. Scatterplot of -log10(p-value) for the associations between each mRNA and BMI levels without adjusting for fasting serum insulin (x-axis) and additionally adjusting for fasting serum insulin (y-axis).


Figure 2.7.24. Effect of the additional adjustment of BMI on fasting serum insulin-mRNA associations in subcutaneous adipose tissue. Scatterplot of -log10(p-value) for the associations between each mRNA and fasting serum insulin levels without adjusting for BMI (x-axis) and additionally adjusting for BMI (y-axis).


Figure 2.7.25. Effect of the additional adjustment of fasting serum insulin on BMI-mRNA associations in subcutaneous adipose tissue. Scatterplot of -log10(p-value) for the associations between each mRNA and BMI levels without adjusting for fasting serum insulin (x-axis) and additionally adjusting for fasting serum insulin (y-axis)


Figure 2.7.26. Associations of physiological traits with the hsa-miR-122-5p expression level in skeletal muscle and subcutaneous adipose tissues. Scatterplot of -log10(p-value) for the associations between each physiological trait and hsa-miR-122-5p expression levels in skeletal muscle(xaxis) and in subcutaneous adipose (y-axis).


Figure 2.7.27. Association of hsa-miR-122-5p with Alanine aminotransferase (ALT) may reflect the cell-type heterogeneity in bulk-tissue biopsy samples (A).Scatterplot of ALT levels (x-axis) and hsa-miR-122-5p read per million mapped to miRNA (RPMMM) values (y-axis), colored by hemoglobin subunit beta (HBB) transcripts per million (TPM) values, in skeletal muscle tissue (Upper left) and subcutaneous adipose tissue (Upper Right). (B).UCSC genome browser view of chromatin states near hsa-miR-122-5p in diverse tissue and cell types.

### 2.8 Supplementary Tables

Table 2.8.1. Characterization of participants in the FUSION tissue biopsy study.

|  | Genotype | Muscle |  |  | Adipose |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mRNA | DNAme | miRNA | mRNA | DNAme | miRNA |
| N | 328 | 301 | 282 | 290 | 280 | 276 | 263 |
| Sex = M (\%) | 182 (55.5\%) | 174 (57.8\%) | 159 (56.3\%) | 164(56.3\%) | 149(53.2\%) | 149(53.9\%) | 152(57.3\%) |
| Age (mean $\pm$ sd) | $59.97 \pm 7.80$ | $59.91 \pm 7.66$ | $59.98 \pm 7.91$ | 60.07 $\pm 7.95$ | $60.38 \pm 7.62$ | $59.76 \pm 8.08$ | 60.66 $\pm 7.35$ |
| BMI (kg/m2; mean $\pm$ sd) | $27.76 \pm 4.45$ | $27.45 \pm 4.13$ | $27.63 \pm 4.27$ | $27.63 \pm 4.24$ | $27.63 \pm 4.31$ | $28.01 \pm 4.53$ | $27.77 \pm 4.32$ |
| Fasting Serum Insulin (mU/l; mean $\pm$ sd) | $8.8 \pm 5.35$ | $8.59 \pm 5.20$ | $8.82 \pm 5.42$ | $8.8 \pm 5.38$ | $8.49 \pm 4.75$ | $8.98 \pm 5.47$ | $8.93 \pm 5.49$ |
| Fasting Plasma Glucose ( $\mathrm{mmol} / \mathrm{l}$; mean $\pm \mathrm{sd}$ ) | $6.23 \pm 0.97$ | $6.27 \pm 0.78$ | $6.19 \pm 0.72$ | $6.22 \pm 0.73$ | $6.23 \pm 1.01$ | $6.24 \pm 1.02$ | $6.27 \pm 1.03$ |
| Ever Smoker = Y (\%) | 48 (14.6\%) | 43 (14.3\%) | 41(14.5\%) | 42(14.4\%) | 42(15.0\%) | 42(15.2\%) | 40(15.0\%) |
| Oral Glucose Tolerance Test Status (\%) |  |  |  |  |  |  |  |
| Normal Glucose Tolerance (NGT) | 125 (38.1\%) | 108 (35.9\%) | 102(36.1\%) | 106(36.4\%) | 106(37.5\%) | 101(36.5\%) | 94(35.4\%) |
| Impaired Fasting Glucose (IGF) | 52(15.9\%) | 43 (13.4\%) | 47(16.6\%) | 51(17.5\%) | 41(14.5\%) | 47(17.0\%) | 38(14.3\%) |
| Impaired Glucose Tolerance(IGT) | 84(25.6\%) | 73 (24.3\%) | 80(28.3\%) | 74(25.4\%) | 79(28.0\%) | 75(27.1\%) | 76(28.6\%) |
| Type 2 Diabetes (T2D) | 67(20.4\%) | 77 (25.6\%) | 53(18.7\%) | 60(20.6\%) | 556(19.8\%) | 53(19.2\%) | 57(21.5\%) |

Table 2.8.2. T2D GWAS variants that were colocalized with eQTLs or mQTLs in muslce and adipose at RCP $>0.5$

| gene | variant | RCP | QTL rank | QTL chr | QTL pos | QTL REF | QTL ALT | QTL MAF | QTL beta | QTL p | GWAS EA | GWAS NEA | GWAS EAF | GWAS beta | GWAS p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ENSG00000011523 | rs2723064 | 0.56 | 1 | 2 | 65279805 | T | C | 0.33 | -0.36 | 4.04E-36 | T | C | 0.62 | 0.051 | 3.90E-15 |
| ENSG00000163083 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | -0.27 | $1.51 \mathrm{E}-08$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| ENSG00000163933 | rs2581787 | 0.63 | 1 | 3 | 53127677 | G | T | 0.44 | -0.53 | 2.57E-30 | T | G | 0.56 | 0.036 | $3.00 \mathrm{E}-08$ |
| ENSG00000029534 | rs516946 | 0.60 | 1 | 8 | 41519248 | T | c | 0.19 | 0.51 | $9.71 \mathrm{E}-28$ | T | c | 0.23 | -0.08 | 4.70E-26 |
| ENSG00000141699 | rs684214 | 0.70 | 1 | 17 | 40696915 | c | T | 0.18 | 0.22 | $3.39 \mathrm{E}-11$ | T | c | 0.28 | 0.05 | 3.50E-12 |
| ENSG00000185619 | rs73221128 | 0.51 | 3 | 4 | 728111 | c | T | 0.04 | -0.91 | 1.06E-33 | T | c | 0.045 | 0.11 | 4.80E-12 |
| ENSG00000002726 | rs7794796 | 0.60 | 1 | 7 | 150540196 | c | T | 0.39 | 0.51 | 1.76E-09 | T | c | 0.33 | 0.04 | 2.50E-09 |
| ENSG00000149084 | rs1061810 | 0.58 | 1 | 11 | 43877934 | c | A | 0.30 | -0.75 | 4.56E-86 | A | c | 0.29 | 0.05 | 8.50E-13 |
| ENSG00000163545 | rs 10157145 | 0.76 | 1 | 1 | 205261963 | T | C | 0.49 | -0.16 | 9.72E-10 | T | c | 0.49 | -0.036 | 1.10E-08 |
| ENSG00000011523 | rs2723065 | 0.66 | 1 | 2 | 65279414 | A | G | 0.33 | -0.18 | 2.14E-19 | A | G | 0.62 | 0.051 | 4.50E-15 |
| ENSG00000163083 | rs11688682 | 0.79 | 1 | 2 | 121347612 | G | c | 0.25 | -0.52 | $2.68 \mathrm{E}-06$ | C | G | 0.27 | -0.058 | 1.40E-14 |
| ENSG00000160801 | rs11926707 | 0.77 | 1 | 3 | 46925539 | T | c | 0.36 | -0.26 | $1.34 \mathrm{E}-11$ | T | c | 0.37 | -0.038 | 1.50E-08 |
| ENSG00000163933 | rs2581787 | 0.70 | 1 | 3 | 53127677 | G | T | 0.44 | -0.48 | 1.06E-36 | T | G | 0.56 | 0.036 | 3.00E-08 |
| ENSG00000233559 | rs61061846 | 0.83 | 1 | 7 | 130458674 | G | A | 0.33 | -0.26 | 3.27E-09 | A | G | 0.31 | 0.057 | 3.60E-16 |
| ENSG00000029534 | rs516946 | 0.57 | 1 | 8 | 41519248 | T | C | 0.19 | 0.60 | 3.28E-21 | T | C | 0.23 | -0.08 | 4.70E-26 |
| ENSG00000147874 | rs62563594 | 0.62 | 1 | 9 | 19065862 | T | c | 0.34 | -0.15 | 5.16E-21 | T | c | 0.6 | -0.041 | 4.50E-10 |
| ENSG00000107679 | rs2280141 | 0.68 | 1 | 10 | 124193181 | T | G | 0.34 | -0.09 | 2.17E-09 | T | G | 0.52 | 0.047 | $2.00 \mathrm{E}-13$ |
| ENSG00000115221 | rs764729 | 0.59 | 1 | 2 | 161126732 | A | c | 0.18 | -1.13 | 1.25E-43 | A | c | 0.26 | -0.047 | 1.10E-10 |
| ENSG00000185619 | rs73221128 | 0.53 | 2 | 4 | 728111 | C | T | 0.04 | -1.02 | 1.08E-42 | T | c | 0.045 | 0.11 | 4.80E-12 |
| ENSG00000002726 | rs62492368 | 0.88 | 1 | 7 | 150537635 | G | A | 0.38 | 0.73 | 5.53E-26 | A | G | 0.31 | 0.044 | 1.50E-10 |
| ENSG00000149084 | rs1061810 | 0.66 | 1 | 11 | 43877934 | C | A | 0.30 | -0.74 | 2.48E-86 | A | C | 0.29 | 0.05 | 8.50E-13 |
| ENSG00000064655 | rs55966194 | 0.73 | 1 | 20 | 45599090 | c | G | 0.19 | -0.51 | $2.21 \mathrm{E}-07$ | c | G | 0.72 | 0.047 | 7.00E-11 |
| cg12387154 | rs2857605 | 0.67 | 3 | 6 | 31524851 | c | T | 0.24 | 0.39 | 1.18E-06 | T | c | 0.78 | 0.061 | 4.80E-15 |
| cg13799504 | rs28624681 | 0.77 | 1 | 9 | 139237902 | T | c | 0.28 | 0.86 | $3.64 \mathrm{E}-35$ | T | c | 0.24 | -0.077 | 1.20E-20 |
| cg01678292 | rs516946 | 0.63 | 1 | 8 | 41519248 | T | c | 0.19 | -0.63 | $1.68 \mathrm{E}-42$ | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg12439423 | rs516946 | 0.63 | 1 | 8 | 41519248 | T | c | 0.19 | -0.52 | $1.93 \mathrm{E}-39$ | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg17274126 | rs516946 | 0.63 | 1 | 8 | 41519248 | T | c | 0.19 | -0.46 | 4.04E-25 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg11479568 | rs516946 | 0.63 | 1 | 8 | 41519248 | T | c | 0.19 | -0.50 | 7.77E-27 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg23241016 | rs516946 | 0.61 | 1 | 8 | 41519248 | T | c | 0.19 | -0.58 | 1.41E-34 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg12003463 | rs516946 | 0.60 | 1 | 8 | 41519248 | T | c | 0.19 | -0.26 | $3.03 \mathrm{E}-10$ | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg00328284 | rs516946 | 0.52 | 1 | 8 | 41519248 | T | c | 0.19 | -0.24 | 1.26E-08 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg27650870 | rs516946 | 0.62 | 2 | 8 | 41519248 | T | c | 0.19 | -0.34 | 1.14E-07 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg11023808 | rs1206760 | 0.69 | 1 | 20 | 45582472 | G | A | 0.45 | -0.46 | $1.35 \mathrm{E}-10$ | A | G | 0.57 | -0.041 | 1.60E-10 |
| cg01981545 | rs6937795 | 0.56 | 1 | 6 | 137291281 | A | C | 0.48 | 0.27 | 4.11E-09 | A | C | 0.53 | 0.048 | 6.50E-14 |
| cg27467552 | rs36138276 | 0.62 | 1 | 22 | 50422348 | G | A | 0.41 | 0.87 | 4.26E-44 | A | G | 0.5 | -0.042 | $2.30 \mathrm{E}-10$ |
| cg21364723 | rs36155743 | 0.54 | 1 | 22 | 50417483 | C | T | 0.41 | 0.48 | 1.63E-12 | T | C | 0.49 | -0.042 | 4.20E-10 |
| cg01346448 | rs36138276 | 0.61 | 1 | 22 | 50422348 | G | A | 0.41 | 0.58 | 2.01E-24 | A | G | 0.5 | -0.042 | $2.30 \mathrm{E}-10$ |
| cg21805149 | rs1742546 | 0.61 | 1 | 14 | 91883499 | G | A | 0.28 | -0.52 | 2.25E-13 | A | G | 0.57 | 0.037 | $8.40 \mathrm{E}-09$ |
| cg16477774 | rs12789028 | 0.66 | 1 | 11 | 65326154 | G | A | 0.11 | -0.60 | 5.38E-08 | A | G | 0.19 | 0.062 | 2.10E-14 |
| cg06979164 | rs2290203 | 0.51 | 1 | 15 | 91512067 | G | A | 0.25 | -0.55 | $2.41 \mathrm{E}-14$ | A | G | 0.2 | 0.061 | 8.70E-15 |
| cg03372407 | rs11858506 | 0.57 | 1 | 15 | 41831773 | C | T | 0.39 | 0.60 | 7.68E-20 | T | C | 0.64 | -0.047 | 1.70E-12 |
| cg23850205 | rs8107967 | 0.71 | 1 | 19 | 7972615 | A | G | 0.49 | 0.59 | $1.28 \mathrm{E}-20$ | A | G | 0.44 | 0.044 | 1.00E-11 |

Table 2.8.2 continued from previous page

| gene | variant | RCP | qtI_rank | QTL_chr | QTL_pos | QTL_REF | QTL_ALT | MAF | QTL_beta | QTL_p | GWAS_EA | GWAS_NEA | GWAS_EAF | GWAS_beta | GWAS_p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cg08925307 | rs2303700 | 0.79 | 2 | 19 | 7976529 | T | C | 0.33 | 0.29 | $3.48 \mathrm{E}-07$ | T | C | 0.33 | 0.048 | 6.40E-12 |
| cg04459751 | rs10011174 | 0.64 | 1 | 4 | 153495515 | G | A | 0.38 | 0.94 | $2.20 \mathrm{E}-53$ | A | G | 0.32 | -0.051 | 9.20E-14 |
| cg07814932 | rs6668119 | 0.62 | 1 | 1 | 120439109 | G | C | 0.15 | 0.56 | 4.43E-11 | C | G | 0.11 | 0.081 | 4.80E-15 |
| cg10446745 | rs6668119 | 0.61 | 1 | 1 | 120439109 | G | c | 0.15 | -0.61 | $1.53 \mathrm{E}-11$ | c | G | 0.11 | 0.081 | 4.80E-15 |
| cg01379234 | rs2074314 | 0.53 | 1 | 11 | 17411821 | C | T | 0.46 | -0.47 | $3.73 \mathrm{E}-26$ | T | c | 0.63 | -0.068 | 3.10E-25 |
| cg26029265 | rs10408163 | 0.59 | 1 | 19 | 47597102 | T | c | 0.36 | 0.25 | 2.10E-09 | T | c | 0.29 | -0.045 | 2.40E-10 |
| cg14189808 | rs2241388 | 0.63 | 1 | 19 | 47572987 | T | C | 0.36 | 0.32 | $2.97 \mathrm{E}-08$ | T | C | 0.29 | -0.046 | 1.80E-10 |
| cg27300045 | rs62136856 | 0.62 | 1 | 19 | 47573527 | A | G | 0.36 | 0.39 | $2.67 \mathrm{E}-14$ | A | G | 0.29 | -0.045 | 1.10E-10 |
| cg27408049 | rs1572993 | 0.75 | 1 | 1 | 205045087 | G | A | 0.45 | 0.59 | 5.04E-32 | A | G | 0.43 | 0.037 | 1.00E-08 |
| cg24610763 | rs68137036 | 0.53 | 1 | 6 | 43820215 | A | G | 0.34 | -0.32 | $6.75 \mathrm{E}-11$ | A | G | 0.72 | -0.049 | $3.90 \mathrm{E}-12$ |
| cg00859314 | rs10426693 | 0.64 | 1 | 19 | 46147527 | T | C | 0.40 | -0.49 | 9.22E-11 | T | C | 0.56 | 0.058 | $1.00 \mathrm{E}-18$ |
| cg15591645 | rs10426693 | 0.62 | 1 | 19 | 46147527 | T | c | 0.40 | -0.48 | 1.76E-16 | T | c | 0.56 | 0.058 | 1.00E-18 |
| cg01691686 | rs10426693 | 0.61 | 1 | 19 | 46147527 | T | c | 0.40 | -0.33 | $8.54 \mathrm{E}-10$ | T | c | 0.56 | 0.058 | 1.00E-18 |
| cg14517983 | rs10426693 | 0.61 | 1 | 19 | 46147527 | T | c | 0.40 | -0.37 | 3.89E-07 | T | c | 0.56 | 0.058 | 1.00E-18 |
| cg15737090 | rs28433019 | 0.61 | 1 | 19 | 46153651 | C | T | 0.40 | -0.60 | $8.10 \mathrm{E}-23$ | T | c | 0.44 | -0.058 | 7.60E-19 |
| cg05289678 | rs6977081 | 0.62 | 1 | 7 | 150542515 | G | T | 0.40 | 0.54 | 4.26E-15 | T | G | 0.33 | 0.039 | 9.50E-09 |
| cg26475742 | rs6977081 | 0.59 | 1 | 7 | 150542515 | G | T | 0.40 | 0.55 | 7.02E-16 | T | G | 0.33 | 0.039 | 9.50E-09 |
| cg00668852 | rs7794796 | 0.53 | 1 | 7 | 150540196 | C | T | 0.39 | -0.31 | $2.98 \mathrm{E}-10$ | T | C | 0.33 | 0.04 | $2.50 \mathrm{E}-09$ |
| cg06221570 | rs7794796 | 0.67 | 1 | 7 | 150540196 | C | T | 0.39 | 0.45 | 6.92E-12 | T | c | 0.33 | 0.04 | 2.50E-09 |
| cg22512663 | rs6743795 | 0.64 | 1 | 2 | 161122134 | A | G | 0.20 | -0.33 | $2.57 \mathrm{E}-06$ | A | G | 0.28 | -0.047 | 4.80E-11 |
| cg02329928 | rs3757974 | 0.67 | 1 | 8 | 145545546 | A | G | 0.29 | 0.70 | 2.22E-34 | A | G | 0.62 | -0.051 | 1.30E-13 |
| cg23097878 | rs11038678 | 0.64 | 1 | 11 | 45858522 | c | A | 0.42 | 0.37 | $1.62 \mathrm{E}-13$ | A | c | 0.52 | -0.035 | $4.90 \mathrm{E}-08$ |
| cg13554586 | rs11187129 | 0.90 | 1 | 10 | 94429907 | T | C | 0.45 | 0.76 | $1.22 \mathrm{E}-35$ | T | c | 0.57 | 0.11 | 4.60E-60 |
| cg23009123 | rs11187129 | 0.85 | 1 | 10 | 94429907 | T | c | 0.45 | 0.75 | $1.64 \mathrm{E}-34$ | T | c | 0.57 | 0.11 | 4.60E-60 |
| cg17928459 | rs11187129 | 0.85 | 1 | 10 | 94429907 | T | c | 0.45 | 0.55 | $6.90 \mathrm{E}-21$ | T | c | 0.57 | 0.11 | 4.60E-60 |
| cg09001573 | rs11187129 | 0.72 | 1 | 10 | 94429907 | T | c | 0.45 | 0.36 | $1.83 \mathrm{E}-14$ | T | c | 0.57 | 0.11 | 4.60E-60 |
| cg24787755 | rs11187129 | 0.90 | 1 | 10 | 94429907 | T | c | 0.45 | 0.35 | 4.19E-14 | T | c | 0.57 | 0.11 | 4.60E-60 |
| cg00653997 | rs 12325400 | 0.55 | 1 | 16 | 30023786 | c | G | 0.37 | -0.44 | $9.98 \mathrm{E}-12$ | c | G | 0.6 | -0.042 | 1.70E-10 |
| cg14689537 | rs12219514 | 0.90 | 1 | 10 | 94466439 | A | G | 0.45 | 0.58 | 1.05E-20 | A | G | 0.56 | 0.11 | 4.60E-61 |
| cg16049864 | rs896854 | 0.69 | 1 | 8 | 95960511 | T | c | 0.46 | -0.91 | $3.75 \mathrm{E}-51$ | T | c | 0.5 | 0.05 | 4.00E-15 |
| cg12838385 | rs896854 | 0.66 | 1 | 8 | 95960511 | T | c | 0.46 | -0.76 | 7.09E-33 | T | c | 0.5 | 0.05 | $4.00 \mathrm{E}-15$ |
| cg22283921 | rs896854 | 0.59 | 1 | 8 | 95960511 | T | c | 0.46 | 0.94 | 2.50E-45 | T | c | 0.5 | 0.05 | $4.00 \mathrm{E}-15$ |
| cg05986745 | rs73167315 | 0.71 | 1 | 13 | 31026830 | A | T | 0.32 | 0.59 | $7.61 \mathrm{E}-23$ | A | T | 0.72 | 0.04 | 3.70E-08 |
| cg04251828 | rs111852127 | 0.59 | 1 | 16 | 75249170 | T | A | 0.08 | 0.62 | $2.86 \mathrm{E}-16$ | A | T | 0.077 | -0.13 | $2.30 \mathrm{E}-26$ |
| cg12751941 | rs11642612 | 0.50 | 1 | 16 | 30030195 | A | C | 0.37 | -0.35 | $2.74 \mathrm{E}-08$ | A | c | 0.6 | -0.042 | $1.80 \mathrm{E}-10$ |
| cg18599843 | rs12778642 | 0.65 | 1 | 10 | 94464307 | G | T | 0.45 | 0.34 | 5.15E-11 | T | G | 0.44 | -0.11 | 1.30E-61 |
| cg25506282 | rs 12778642 | 0.62 | 1 | 10 | 94464307 | G | T | 0.45 | 0.66 | $2.65 \mathrm{E}-28$ | T | G | 0.44 | -0.11 | 1.30E-61 |
| cg15432903 | rs5215 | 0.54 | 1 | 11 | 17408630 | C | T | 0.49 | 0.29 | 3.26E-14 | T | C | 0.63 | -0.07 | $2.00 \mathrm{E}-26$ |
| cg23343264 | rs116861488 | 0.79 | 2 | 12 | 118401849 | G | A | 0.18 | -0.53 | $6.96 \mathrm{E}-12$ | A | G | 0.14 | 0.052 | $1.40 \mathrm{E}-08$ |
| cg01386425 | rs74855230 | 0.72 | 2 | 12 | 118401220 | C | T | 0.18 | -0.67 | $1.62 \mathrm{E}-09$ | T | c | 0.14 | 0.052 | $1.40 \mathrm{E}-08$ |
| cg22386930 | rs34845373 | 0.55 | 1 | 2 | 25635771 | A | G | 0.23 | -0.42 | $4.88 \mathrm{E}-08$ | A | G | 0.73 | 0.04 | 4.30E-08 |
| cg00379635 | rs12987881 | 0.73 | 1 | 2 | 25638408 | C | T | 0.23 | 1.25 | 1.16E-71 | T | c | 0.27 | -0.039 | 4.50E-08 |
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| gene | variant | RCP | qti_rank | QTL_chr | QTL_pos | QTL_REF | QTL_ALT | MAF | QTL_beta | QTL_p | GWAS_EA | GWAS_NEA | GWAS_EAF | GWAS_beta | GWAS_p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cg03275851 | rs13092876 | 0.62 | 1 | 3 | 185495320 | G | A | 0.29 | -0.61 | 6.29E-19 | A | G | 0.32 | 0.11 | 5.10E-58 |
| cg19595750 | rs3764049 | 0.66 | 1 | 12 | 133087707 | c | G | 0.33 | -0.54 | $8.83 \mathrm{E}-25$ | C | G | 0.68 | -0.048 | 1.90E-11 |
| cg03030267 | rs4810145 | 0.91 | 1 | 20 | 57396495 | T | C | 0.38 | -0.62 | $3.33 \mathrm{E}-24$ | T | C | 0.48 | -0.045 | $4.40 \mathrm{E}-12$ |
| cg13280882 | rs555754 | 0.58 | 1 | 6 | 160769423 | G | A | 0.50 | 0.76 | 1.03E-31 | A | G | 0.48 | -0.037 | 4.00E-09 |
| cg15344192 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | C | 0.25 | 0.52 | $1.51 \mathrm{E}-15$ | C | G | 0.27 | -0.058 | 1.40E-14 |
| cg14231073 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | C | 0.25 | 1.07 | 9.37E-69 | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg22826063 | rs917195 | 1.00 | 1 | 7 | 30728452 | C | T | 0.20 | -0.82 | 3.28E-37 | T | c | 0.23 | -0.051 | $5.60 \mathrm{E}-11$ |
| cg00907998 | rs11257655 | 0.99 | 1 | 10 | 12307894 | c | T | 0.28 | -0.38 | $2.61 \mathrm{E}-11$ | T | c | 0.22 | 0.09 | 3.70E-32 |
| cg19574696 | rs4709746 | 0.96 | 1 | 6 | 164133001 | c | T | 0.08 | 0.55 | $8.35 \mathrm{E}-13$ | T | c | 0.13 | -0.056 | 5.00E-09 |
| cg19435526 | rs4804833 | 0.93 | 1 | 19 | 7970635 | A | G | 0.39 | -0.24 | 1.11E-10 | A | G | 0.39 | 0.047 | 1.10E-12 |
| cg04167856 | rs56348580 | 0.92 | 1 | 12 | 121432117 | G | c | 0.28 | -0.95 | 1.98E-40 | C | G | 0.31 | -0.062 | 3.80E-19 |
| cg15728109 | rs11257655 | 0.92 | 1 | 10 | 12307894 | c | T | 0.28 | 0.51 | $7.79 \mathrm{E}-15$ | T | c | 0.22 | 0.09 | 3.70E-32 |
| cg16531156 | rs11257655 | 0.90 | 1 | 10 | 12307894 | c | T | 0.28 | -0.41 | 9.96E-09 | T | c | 0.22 | 0.09 | 3.70E-32 |
| cg02010481 | rs1513272 | 0.90 | 1 | 7 | 28200097 | c | T | 0.43 | -0.50 | 1.10E-18 | T | c | 0.49 | -0.092 | $5.30 \mathrm{E}-48$ |
| cg02430063 | rs10408179 | 0.85 | 1 | 19 | 46157004 | T | c | 0.42 | -0.49 | 1.02E-11 | T | c | 0.56 | 0.059 | 2.90E-19 |
| cg12840540 | rs35318451 | 0.81 | 1 | 12 | 133068484 | G | A | 0.34 | 0.40 | $9.98 \mathrm{E}-12$ | A | G | 0.33 | 0.049 | 2.60E-12 |
| cg13564020 | rs17109256 | 0.81 | 1 | 14 | 79939993 | G | A | 0.24 | -1.07 | 4.91E-49 | A | G | 0.22 | 0.057 | 1.90E-13 |
| cg11953941 | rs62492368 | 0.76 | 1 | 7 | 150537635 | G | A | 0.38 | 0.42 | 4.52E-09 | A | G | 0.31 | 0.044 | 1.50E-10 |
| cg16465430 | rs17122782 | 0.72 | 1 | 14 | 23289189 | T | C | 0.15 | 0.68 | 4.11E-24 | T | c | 0.77 | -0.043 | 2.30E-08 |
| cg00048149 | rs1398676 | 0.72 | 1 | 12 | 26459420 | c | T | 0.31 | -0.94 | 3.98E-67 | T | c | 0.25 | 0.047 | 1.30E-10 |
| cg21330313 | rs878521 | 0.71 | 1 | 7 | 44255643 | G | A | 0.19 | 0.50 | $2.87 \mathrm{E}-12$ | A | G | 0.25 | 0.057 | 1.60E-14 |
| cg10655499 | rs7640294 | 0.69 | 1 | 3 | 53130913 | c | A | 0.44 | -0.25 | $2.44 \mathrm{E}-13$ | A | c | 0.56 | 0.036 | 3.00E-08 |
| cg22024966 | rs2581787 | 0.69 | 1 | 3 | 53127677 | G | T | 0.44 | 1.01 | $3.14 \mathrm{E}-90$ | T | G | 0.56 | 0.036 | $3.00 \mathrm{E}-08$ |
| cg22190077 | rs7970193 | 0.69 | 1 | 12 | 27963301 | G | A | 0.18 | 0.68 | $2.40 \mathrm{E}-19$ | A | G | 0.19 | -0.074 | 4.90E-20 |
| cg18383835 | rs2280141 | 0.68 | 1 | 10 | 124193181 | T | G | 0.34 | -0.33 | $2.64 \mathrm{E}-15$ | T | G | 0.52 | 0.047 | 2.00E-13 |
| cg06542216 | rs10097617 | 0.66 | 1 | 8 | 95961626 | T | C | 0.45 | -0.78 | $5.64 \mathrm{E}-40$ | T | C | 0.48 | 0.051 | 1.10E-15 |
| cg23172400 | rs2879813 | 0.65 | 1 | 8 | 95960947 | A | G | 0.45 | -0.60 | 1.05E-32 | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg13393036 | rs2879813 | 0.65 | 1 | 8 | 95960947 | A | G | 0.45 | -0.75 | $3.35 \mathrm{E}-50$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg21721566 | rs56348580 | 0.64 | 2 | 12 | 121432117 | G | c | 0.28 | -0.39 | 2.07E-10 | C | G | 0.31 | -0.062 | 3.80E-19 |
| cg20039814 | rs10097617 | 0.62 | 1 | 8 | 95961626 | T | c | 0.45 | -0.79 | 4.57E-53 | T | c | 0.48 | 0.051 | 1.10E-15 |
| cg09323728 | rs10097617 | 0.62 | 1 | 8 | 95961626 | T | c | 0.45 | -0.68 | 1.19E-43 | T | c | 0.48 | 0.051 | 1.10E-15 |
| cg18059933 | rs2879813 | 0.62 | 1 | 8 | 95960947 | A | G | 0.45 | -0.78 | $2.66 \mathrm{E}-58$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg23890800 | rs35318451 | 0.62 | 1 | 12 | 133068484 | G | A | 0.34 | -0.36 | 1.04E-09 | A | G | 0.33 | 0.049 | $2.60 \mathrm{E}-12$ |
| cg15262952 | rs35105141 | 0.61 | 1 | 16 | 30057148 | C | T | 0.36 | 0.38 | $4.57 \mathrm{E}-07$ | T | c | 0.4 | 0.042 | 1.50E-10 |
| cg05614952 | rs35318451 | 0.60 | 1 | 12 | 133068484 | G | A | 0.34 | 0.33 | $1.51 \mathrm{E}-07$ | A | G | 0.33 | 0.049 | $2.60 \mathrm{E}-12$ |
| cg06015834 | rs35105141 | 0.58 | 1 | 16 | 30057148 | C | T | 0.36 | -0.69 | $5.47 \mathrm{E}-22$ | T | c | 0.4 | 0.042 | 1.50E-10 |
| cg27655716 | rs36098511 | 0.57 | 1 | 12 | 133080449 | A | T | 0.34 | 0.43 | $2.61 \mathrm{E}-15$ | A | T | 0.67 | -0.049 | $2.60 \mathrm{E}-12$ |
| cg26312217 | rs917195 | 0.57 | 2 | 7 | 30728452 | C | T | 0.20 | -0.40 | $1.40 \mathrm{E}-07$ | T | c | 0.23 | -0.051 | 5.60E-11 |
| cg15482002 | rs9828772 | 0.55 | 1 | 3 | 129333182 | c | G | 0.07 | 0.54 | $1.30 \mathrm{E}-07$ | c | G | 0.9 | 0.059 | 4.20E-08 |
| cg03575602 | rs11257655 | 1.00 | 1 | 10 | 12307894 | c | T | 0.28 | 0.36 | $2.26 \mathrm{E}-15$ | T | C | 0.22 | 0.09 | 3.70E-32 |
| cg10894156 | rs11257655 | 1.00 | 1 | 10 | 12307894 | c | T | 0.28 | -0.63 | $8.44 \mathrm{E}-18$ | T | c | 0.22 | 0.09 | 3.70E-32 |
| cg25354617 | rs362307 | 0.99 | 1 | 4 | 3241845 | c | T | 0.06 | -0.80 | 6.86E-15 | T | c | 0.077 | 0.074 | 1.10E-09 |
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| gene | variant | RCP | qtI_rank | QTL_chr | QTL_pos | QTL_REF | QTL_ALT | MAF | QTL_beta | QTL_p | GWAS_EA | GWAS_NEA | GWAS_EAF | GWAS_beta | GWAS_p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cg07161603 | rs13262861 | 0.98 | 2 | 8 | 41508577 | C | A | 0.12 | -0.60 | $2.76 \mathrm{E}-07$ | A | C | 0.17 | -0.094 | 1.80E-27 |
| cg01033600 | rs4804833 | 0.98 | 2 | 19 | 7970635 | A | G | 0.39 | -0.40 | $1.77 \mathrm{E}-08$ | A | G | 0.39 | 0.047 | 1.10E-12 |
| cg20670582 | rs4709746 | 0.95 | 1 | 6 | 164133001 | C | T | 0.08 | 1.16 | 1.47E-33 | T | C | 0.13 | -0.056 | 5.00E-09 |
| cg14353998 | rs56348580 | 0.91 | 2 | 12 | 121432117 | G | C | 0.28 | 0.46 | 1.17E-13 | c | G | 0.31 | -0.062 | 3.80E-19 |
| cg24317972 | rs11257655 | 0.88 | 2 | 10 | 12307894 | C | T | 0.28 | 0.33 | 5.17E-09 | T | C | 0.22 | 0.09 | 3.70E-32 |
| cg04198914 | rs10908278 | 0.83 | 1 | 17 | 36099952 | T | A | 0.37 | -0.77 | 1.09E-31 | A | T | 0.52 | -0.074 | 3.10E-30 |
| cg07688604 | rs35318451 | 0.79 | 1 | 12 | 133068484 | G | A | 0.34 | -0.38 | 1.80E-13 | A | G | 0.33 | 0.049 | $2.60 \mathrm{E}-12$ |
| cg15043029 | rs62492368 | 0.77 | 2 | 7 | 150537635 | G | A | 0.38 | 0.35 | 1.43E-06 | A | G | 0.31 | 0.044 | 1.50E-10 |
| cg14350257 | rs28429551 | 0.65 | 1 | 9 | 139243334 | T | A | 0.29 | -0.57 | 1.10E-20 | A | T | 0.75 | 0.076 | 4.80E-21 |
| cg05423304 | rs11496066 | 0.64 | 2 | 7 | 102486254 | T | C | 0.20 | 0.31 | 7.56E-07 | T | c | 0.82 | 0.047 | 1.20E-08 |
| cg02414922 | rs28641468 | 0.62 | 1 | 9 | 139239585 | T | C | 0.29 | -0.46 | 1.91E-12 | T | c | 0.25 | -0.076 | 4.20E-21 |
| cg25694349 | rs35318451 | 0.60 | 1 | 12 | 133068484 | G | A | 0.34 | -0.40 | 1.52E-14 | A | G | 0.33 | 0.049 | 2.60E-12 |
| cg24933060 | rs4729854 | 0.74 | 1 | 7 | 102383663 | T | A | 0.38 | -0.67 | 1.52E-14 | A | T | 0.48 | 0.037 | 3.30E-08 |
| cg01678292 | rs516946 | 0.62 | 1 | 8 | 41519248 | T | C | 0.19 | -1.23 | 5.01E-80 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg12439423 | rs516946 | 0.62 | 1 | 8 | 41519248 | T | c | 0.19 | -1.05 | 1.43E-56 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg23241016 | rs516946 | 0.62 | 1 | 8 | 41519248 | T | c | 0.19 | -1.15 | 1.41E-65 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg11479568 | rs516946 | 0.61 | 1 | 8 | 41519248 | T | c | 0.19 | -1.11 | 2.14E-63 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg17274126 | rs516946 | 0.61 | 1 | 8 | 41519248 | T | C | 0.19 | -0.95 | 3.51E-55 | T | c | 0.23 | -0.08 | 4.70E-26 |
| cg17420165 | rs1206760 | 0.68 | 1 | 20 | 45582472 | G | A | 0.45 | 0.59 | 3.93E-20 | A | G | 0.57 | -0.041 | 1.60E-10 |
| cg02010152 | rs9275614 | 0.60 | 1 | 6 | 32684257 | A | G | 0.16 | 0.60 | 3.21E-09 | A | G | 0.88 | -0.074 | 3.70E-14 |
| cg01493678 | rs9275611 | 0.63 | 1 | 6 | 32683763 | G | A | 0.16 | 0.69 | 1.47E-12 | A | G | 0.12 | 0.076 | 5.50E-15 |
| cg15672654 | rs137862 | 0.51 | 1 | 22 | 50446550 | c | A | 0.42 | -0.55 | 3.05E-22 | A | C | 0.51 | 0.04 | 1.40E-09 |
| cg00090674 | rs137864 | 0.52 | 1 | 22 | 50446988 | c | T | 0.42 | -0.43 | 7.21E-20 | T | c | 0.51 | 0.04 | 8.80E-10 |
| cg08241514 | rs5771069 | 0.52 | 1 | 22 | 50435480 | A | G | 0.40 | -0.41 | 1.82E-11 | A | G | 0.49 | -0.041 | 6.00E-10 |
| cg27491509 | rs137845 | 0.57 | 1 | 22 | 50439430 | A | G | 0.41 | -0.66 | 8.14E-29 | A | G | 0.49 | -0.04 | 7.30E-10 |
| cg01548456 | rs36155743 | 0.56 | 1 | 22 | 50417483 | C | T | 0.41 | -0.42 | 1.88E-18 | T | C | 0.49 | -0.042 | 4.20E-10 |
| cg21364723 | rs36138276 | 0.55 | 1 | 22 | 50422348 | G | A | 0.41 | 0.73 | 1.61E-31 | A | G | 0.5 | -0.042 | 2.30E-10 |
| cg01464473 | rs9873519 | 0.82 | 2 | 3 | 124921457 | c | T | 0.37 | -0.36 | 1.11E-06 | T | c | 0.54 | 0.039 | 1.40E-09 |
| cg05256313 | rs9870956 | 0.64 | 1 | 3 | 124925881 | c | T | 0.33 | 0.65 | 3.02E-21 | T | c | 0.43 | -0.037 | 1.00E-08 |
| cg10768996 | rs4951182 | 0.56 | 1 | 1 | 205236233 | A | c | 0.35 | -0.22 | 2.14E-09 | A | c | 0.55 | -0.036 | 3.00E-08 |
| cg21805149 | rs11621425 | 0.50 | 1 | 14 | 91906186 | C | G | 0.28 | -0.44 | 2.31E-14 | C | G | 0.42 | -0.036 | 2.50E-08 |
| cg07029024 | rs12789028 | 0.72 | 1 | 11 | 65326154 | G | A | 0.11 | -0.48 | 1.15E-09 | A | G | 0.19 | 0.062 | 2.10E-14 |
| cg03372407 | rs11858506 | 0.56 | 1 | 15 | 41831773 | c | T | 0.39 | 0.75 | 4.44E-26 | T | c | 0.64 | -0.047 | 1.70E-12 |
| cg06979164 | rs8032722 | 0.73 | 1 | 15 | 91522070 | T | c | 0.27 | -0.75 | 1.06E-26 | T | c | 0.76 | -0.057 | 1.40E-14 |
| cg10446745 | rs6668119 | 0.56 | 1 | 1 | 120439109 | G | c | 0.15 | -0.59 | 6.30E-11 | c | G | 0.11 | 0.081 | 4.80E-15 |
| cg17799449 | rs11639412 | 0.51 | 1 | 15 | 64112634 | T | A | 0.45 | 0.78 | 3.71E-36 | A | T | 0.57 | -0.039 | 2.10E-09 |
| cg17413945 | rs68137036 | 0.67 | 1 | 6 | 43820215 | A | G | 0.34 | -0.31 | 1.67E-09 | A | G | 0.72 | -0.049 | 3.90E-12 |
| cg01184401 | rs68137036 | 0.55 | 1 | 6 | 43820215 | A | G | 0.34 | -0.33 | $1.63 \mathrm{E}-08$ | A | G | 0.72 | -0.049 | 3.90E-12 |
| cg02430063 | rs35816837 | 0.65 | 1 | 19 | 46148903 | C | A | 0.40 | -0.73 | 2.15E-23 | A | c | 0.44 | -0.058 | 8.70E-19 |
| cg15737090 | rs10426693 | 0.60 | 1 | 19 | 46147527 | T | C | 0.40 | -0.54 | $2.43 \mathrm{E}-14$ | T | c | 0.56 | 0.058 | 1.00E-18 |
| cg15591645 | rs10426693 | 0.59 | 1 | 19 | 46147527 | T | c | 0.40 | -0.39 | 9.25E-08 | T | c | 0.56 | 0.058 | 1.00E-18 |
| cg23850205 | rs2115107 | 0.97 | 1 | 19 | 7968168 | G | A | 0.37 | -0.79 | $5.16 \mathrm{E}-27$ | A | G | 0.39 | 0.047 | 1.90E-12 |

Table 2.8.2 continued from previous page

| gene | variant | RCP | qtI_rank | QTL_chr | QTL_pos | QTL_REF | QTL_ALT | MAF | QTL_beta | QTL_p | GWAS_EA | GWAS_NEA | GWAS_EAF | GWAS_beta | GWAS_p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cg17602887 | rs73167313 | 0.60 | 1 | 13 | 31019580 | C | T | 0.32 | -0.37 | $1.89 \mathrm{E}-07$ | T | C | 0.28 | -0.04 | 3.70E-08 |
| cg23097878 | rs7945565 | 0.57 | 1 | 11 | 45878992 | A | G | 0.42 | 0.45 | $6.07 \mathrm{E}-28$ | A | G | 0.49 | 0.035 | $4.90 \mathrm{E}-08$ |
| cg20670582 | rs17630640 | 0.83 | 1 | 6 | 164107529 | A | G | 0.08 | 0.36 | $4.02 \mathrm{E}-08$ | A | G | 0.87 | 0.053 | 3.40E-08 |
| cg11211307 | rs3757971 | 0.63 | 1 | 8 | 145545949 | T | c | 0.29 | 0.36 | $9.44 \mathrm{E}-12$ | T | c | 0.62 | -0.051 | 1.00E-13 |
| cg27423010 | rs3757969 | 0.53 | 1 | 8 | 145551199 | c | G | 0.29 | 0.68 | $5.43 \mathrm{E}-32$ | c | G | 0.63 | -0.052 | 1.30E-13 |
| cg00706536 | rs12938909 | 0.71 | 1 | 17 | 40787764 | c | G | 0.18 | 0.52 | $3.52 \mathrm{E}-09$ | c | G | 0.72 | -0.048 | 1.20E-11 |
| cg17928459 | rs11187129 | 0.63 | 1 | 10 | 94429907 | T | c | 0.45 | 0.39 | $1.22 \mathrm{E}-12$ | T | c | 0.57 | 0.11 | 4.60E-60 |
| cg09001573 | rs11187129 | 0.57 | 1 | 10 | 94429907 | T | c | 0.45 | 0.32 | $1.08 \mathrm{E}-11$ | T | c | 0.57 | 0.11 | $4.60 \mathrm{E}-60$ |
| cg13554586 | rs11187129 | 0.51 | 1 | 10 | 94429907 | T | c | 0.45 | 0.29 | $1.06 \mathrm{E}-07$ | T | c | 0.57 | 0.11 | $4.60 \mathrm{E}-60$ |
| cg06015834 | rs12325400 | 0.76 | 1 | 16 | 30023786 | c | G | 0.37 | -0.67 | $7.25 \mathrm{E}-20$ | C | G | 0.6 | -0.042 | 1.70E-10 |
| cg01283141 | rs12444108 | 0.66 | 1 | 16 | 30027694 | G | A | 0.37 | -0.36 | $1.41 \mathrm{E}-11$ | A | G | 0.4 | 0.042 | 1.70E-10 |
| cg24787755 | rs12219514 | 0.66 | 1 | 10 | 94466439 | A | G | 0.45 | 0.35 | $2.71 \mathrm{E}-14$ | A | G | 0.56 | 0.11 | 4.60E-61 |
| cg12838385 | rs896854 | 0.61 | 1 | 8 | 95960511 | T | c | 0.46 | -0.95 | 5.43E-58 | T | c | 0.5 | 0.05 | 4.00E-15 |
| cg18059933 | rs896854 | 0.59 | 1 | 8 | 95960511 | T | c | 0.46 | -1.02 | $1.06 \mathrm{E}-81$ | T | c | 0.5 | 0.05 | 4.00E-15 |
| cg01714284 | rs56376363 | 0.55 | 1 | 4 | 185726914 | T | c | 0.08 | -0.52 | $1.13 \mathrm{E}-08$ | T | c | 0.85 | 0.067 | 2.10E-13 |
| cg01899937 | rs56376363 | 0.53 | 1 | 4 | 185726914 | T | c | 0.08 | 0.68 | $2.31 \mathrm{E}-18$ | T | c | 0.85 | 0.067 | 2.10E-13 |
| cg18599843 | rs12778642 | 0.63 | 1 | 10 | 94464307 | G | T | 0.45 | 0.31 | $4.18 \mathrm{E}-08$ | T | G | 0.44 | -0.11 | 1.30E-61 |
| cg07298363 | rs17211038 | 0.74 | 1 | 5 | 52118488 | c | T | 0.15 | -0.39 | $6.14 \mathrm{E}-10$ | T | c | 0.16 | 0.05 | 1.00E-08 |
| cg13187651 | rs12936169 | 0.61 | 2 | 17 | 40824823 | G | A | 0.18 | 0.47 | $5.27 \mathrm{E}-06$ | A | G | 0.28 | 0.048 | $3.00 \mathrm{E}-11$ |
| cg03977449 | rs35602018 | 0.71 | 1 | 2 | 25635264 | G | A | 0.23 | -0.47 | 7.07E-20 | A | G | 0.27 | -0.04 | $4.60 \mathrm{E}-08$ |
| cg00379635 | rs35602018 | 0.71 | 1 | 2 | 25635264 | G | A | 0.23 | 0.89 | $1.79 \mathrm{E}-60$ | A | G | 0.27 | -0.04 | $4.60 \mathrm{E}-08$ |
| cg03030267 | rs4810145 | 0.77 | 1 | 20 | 57396495 | T | C | 0.38 | -0.40 | $1.62 \mathrm{E}-09$ | T | c | 0.48 | -0.045 | $4.40 \mathrm{E}-12$ |
| cg14689537 | rs5015480 | 0.53 | 1 | 10 | 94465559 | c | T | 0.45 | 0.45 | $1.96 \mathrm{E}-18$ | T | c | 0.41 | -0.11 | 2.70E-62 |
| cg07715834 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 0.54 | $1.95 \mathrm{E}-15$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg25756780 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | -0.66 | 1.11E-23 | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg01653701 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 0.50 | $5.15 \mathrm{E}-12$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg00421221 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 0.38 | $2.43 \mathrm{E}-09$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg14231073 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 1.01 | $4.96 \mathrm{E}-79$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg26035105 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 0.52 | $1.27 \mathrm{E}-11$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg15344192 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 0.44 | 4.83E-20 | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg26406689 | rs11688682 | 1.00 | 1 | 2 | 121347612 | G | c | 0.25 | 0.33 | $2.65 \mathrm{E}-11$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg27114644 | rs11688682 | 0.99 | 1 | 2 | 121347612 | G | c | 0.25 | -0.45 | $8.12 \mathrm{E}-12$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg20067049 | rs11688682 | 0.99 | 1 | 2 | 121347612 | G | c | 0.25 | -0.60 | $4.13 \mathrm{E}-17$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg02793858 | rs11688682 | 0.99 | 1 | 2 | 121347612 | G | c | 0.25 | 0.40 | $3.23 \mathrm{E}-12$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg04167856 | rs56348580 | 0.93 | 1 | 12 | 121432117 | G | c | 0.28 | -0.98 | $2.02 \mathrm{E}-44$ | c | G | 0.31 | -0.062 | 3.80E-19 |
| cg24950598 | rs11688682 | 0.90 | 2 | 2 | 121347612 | G | c | 0.25 | 0.49 | $9.65 \mathrm{E}-14$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg06627114 | rs72926932 | 0.89 | 1 | 18 | 53050646 | A | c | 0.08 | -0.42 | 8.87E-08 | A | C | 0.92 | -0.083 | 3.60E-13 |
| cg24610763 | rs9472138 | 0.80 | 1 | 6 | 43811762 | C | T | 0.34 | -0.39 | $2.16 \mathrm{E}-12$ | T | c | 0.29 | 0.051 | 6.90E-13 |
| cg24796450 | rs9873618 | 0.78 | 1 | 3 | 170733076 | G | A | 0.26 | -0.41 | 1.30E-19 | A | G | 0.29 | -0.066 | $8.50 \mathrm{E}-21$ |
| cg18625956 | rs9472138 | 0.76 | 1 | 6 | 43811762 | c | T | 0.34 | -0.49 | $3.55 \mathrm{E}-16$ | T | c | 0.29 | 0.051 | 6.90E-13 |
| cg09255149 | rs867489 | 0.76 | 1 | 20 | 48833957 | c | T | 0.48 | -0.86 | 1.47E-44 | T | c | 0.46 | -0.043 | $2.70 \mathrm{E}-11$ |
| cg25658765 | rs3811978 | 0.73 | 1 | 5 | 52100489 | A | G | 0.15 | -0.44 | $2.18 \mathrm{E}-06$ | A | G | 0.83 | -0.053 | $4.20 \mathrm{E}-10$ |

Table 2.8.2 continued from previous page

| gene | variant | RCP | qti_rank | QTL_chr | QTL_pos | QTL_REF | QTL_ALT | MAF | QTL_beta | QTL_p | GWAS_EA | GWAS_NEA | GWAS_EAF | GWAS_beta | GWAS_p |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| cg18828459 | rs9369425 | 0.71 | 1 | 6 | 43810974 | G | A | 0.34 | -0.38 | $2.56 \mathrm{E}-09$ | A | G | 0.71 | -0.051 | 6.90E-13 |
| cg17746527 | rs867489 | 0.71 | 1 | 20 | 48833957 | C | T | 0.48 | -0.22 | $4.14 \mathrm{E}-07$ | T | C | 0.46 | -0.043 | 2.70E-11 |
| cg17975832 | rs7970193 | 0.71 | 1 | 12 | 27963301 | G | A | 0.18 | 0.79 | $4.38 \mathrm{E}-27$ | A | G | 0.19 | -0.074 | 4.90E-20 |
| cg22190077 | rs10771372 | 0.70 | 1 | 12 | 27962260 | C | T | 0.18 | 1.02 | $2.25 \mathrm{E}-47$ | T | C | 0.19 | -0.074 | 5.50E-20 |
| cg22024966 | rs7640294 | 0.67 | 1 | 3 | 53130913 | c | A | 0.44 | 0.82 | $6.56 \mathrm{E}-35$ | A | c | 0.56 | 0.036 | 3.00E-08 |
| cg13393036 | rs2879813 | 0.62 | 1 | 8 | 95960947 | A | G | 0.45 | -0.92 | $3.62 \mathrm{E}-68$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg20039814 | rs2879813 | 0.62 | 1 | 8 | 95960947 | A | G | 0.45 | -0.97 | $4.14 \mathrm{E}-75$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg06542216 | rs2879813 | 0.62 | 1 | 8 | 95960947 | A | G | 0.45 | -0.94 | $4.92 \mathrm{E}-63$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg03175975 | rs11688682 | 0.62 | 1 | 2 | 121347612 | G | C | 0.25 | 0.36 | $6.52 \mathrm{E}-07$ | C | G | 0.27 | -0.058 | 1.40E-14 |
| cg09323728 | rs2879813 | 0.62 | 1 | 8 | 95960947 | A | G | 0.45 | -0.82 | $2.72 \mathrm{E}-63$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg03713592 | rs77464186 | 0.61 | 1 | 11 | 72460398 | A | C | 0.22 | 0.81 | $6.18 \mathrm{E}-26$ | A | c | 0.84 | 0.11 | 2.30E-33 |
| cg23172400 | rs2879813 | 0.61 | 1 | 8 | 95960947 | A | G | 0.45 | -0.78 | $7.52 \mathrm{E}-54$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg16049864 | rs2879813 | 0.60 | 1 | 8 | 95960947 | A | G | 0.45 | -1.05 | $6.43 \mathrm{E}-79$ | A | G | 0.48 | 0.051 | 1.70E-15 |
| cg18006637 | rs1903002 | 0.57 | 1 | 4 | 89740894 | C | G | 0.44 | -0.34 | $1.03 \mathrm{E}-09$ | C | G | 0.5 | -0.036 | 3.00E-08 |
| cg18063878 | rs11039307 | 0.57 | 1 | 11 | 47611152 | c | T | 0.43 | -0.22 | $1.82 \mathrm{E}-09$ | T | c | 0.41 | 0.037 | 9.20E-09 |
| cg26933147 | rs1493694 | 0.56 | 1 | 1 | 120526982 | c | T | 0.14 | -0.60 | $9.25 \mathrm{E}-08$ | T | c | 0.11 | 0.084 | 2.10E-16 |
| cg21752471 | rs329122 | 0.52 | 1 | 5 | 133864599 | G | A | 0.40 | -0.23 | $5.56 \mathrm{E}-07$ | A | G | 0.43 | 0.037 | 9.20E-09 |
| cg15438478 | rs2028150 | 0.51 | 1 | 2 | 65655012 | C | G | 0.31 | -0.88 | $6.10 \mathrm{E}-58$ | C | G | 0.6 | 0.052 | 3.10E-15 |
| cg14624731 | rs11688682 | 1.00 | 2 | 2 | 121347612 | G | c | 0.25 | 0.40 | $8.64 \mathrm{E}-17$ | c | G | 0.27 | -0.058 | 1.40E-14 |
| cg22826063 | rs917195 | 1.00 | 1 | 7 | 30728452 | c | T | 0.20 | -1.31 | $1.71 \mathrm{E}-69$ | T | c | 0.23 | -0.051 | $5.60 \mathrm{E}-11$ |
| cg10894156 | rs11257655 | 1.00 | 1 | 10 | 12307894 | c | T | 0.28 | -0.61 | $3.71 \mathrm{E}-30$ | T | c | 0.22 | 0.09 | 3.70E-32 |
| cg07161603 | rs13262861 | 0.98 | 2 | 8 | 41508577 | c | A | 0.12 | -0.59 | $1.06 \mathrm{E}-08$ | A | c | 0.17 | -0.094 | 1.80E-27 |
| cg20677018 | rs13262861 | 0.98 | 2 | 8 | 41508577 | c | A | 0.12 | -0.60 | $1.28 \mathrm{E}-07$ | A | c | 0.17 | -0.094 | 1.80E-27 |
| cg19435526 | rs4804833 | 0.97 | 1 | 19 | 7970635 | A | G | 0.39 | -0.67 | $6.15 \mathrm{E}-29$ | A | G | 0.39 | 0.047 | 1.10E-12 |
| cg17254229 | rs11688682 | 0.97 | 2 | 2 | 121347612 | G | c | 0.25 | 0.21 | 4.47E-07 | C | G | 0.27 | -0.058 | 1.40E-14 |
| cg08957513 | rs72926932 | 0.88 | 2 | 18 | 53050646 | A | c | 0.08 | -0.51 | $2.68 \mathrm{E}-06$ | A | c | 0.92 | -0.083 | $3.60 \mathrm{E}-13$ |
| cg19846096 | rs35318451 | 0.80 | 2 | 12 | 133068484 | G | A | 0.34 | -0.49 | $6.08 \mathrm{E}-12$ | A | G | 0.33 | 0.049 | $2.60 \mathrm{E}-12$ |
| cg14213590 | rs28429551 | 0.67 | 2 | 9 | 139243334 | T | A | 0.29 | 0.40 | $6.95 \mathrm{E}-11$ | A | T | 0.75 | 0.076 | 4.80E-21 |
| cg13799504 | rs3935875 | 0.67 | 1 | 9 | 139238824 | A | G | 0.29 | 0.53 | $1.42 \mathrm{E}-23$ | A | G | 0.25 | -0.076 | $4.20 \mathrm{E}-21$ |
| cg18071195 | rs2581787 | 0.66 | 1 | 3 | 53127677 | G | T | 0.44 | 1.13 | 1.04E-101 | T | G | 0.56 | 0.036 | 3.00E-08 |
| cg20214067 | rs35318451 | 0.64 | 1 | 12 | 133068484 | G | A | 0.34 | -0.38 | $2.45 \mathrm{E}-10$ | A | G | 0.33 | 0.049 | $2.60 \mathrm{E}-12$ |
| cg19209729 | rs28562046 | 0.52 | 2 | 9 | 139241595 | c | G | 0.29 | -0.30 | $1.29 \mathrm{E}-07$ | C | G | 0.25 | -0.076 | 3.40E-21 |
| cg05532283 | rs28562046 | 0.52 | 2 | 9 | 139241595 | c | G | 0.29 | -0.33 | $5.51 \mathrm{E}-08$ | c | G | 0.25 | -0.076 | $3.40 \mathrm{E}-21$ |

Table 2.8.3. Sample sizes for physiological trait associations with each type of molecular traits

| Trait | Muscle mRNA | Muscle DNAme | Muscle miRNA | Adipose mRNA | Adipose DNAme | Adipose miRNA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Matsuda index $0,30,60,120 \mathrm{~min}$ | 151 | 140 | 154 | 132 | 138 | 126 |
| 60 min plasma insulin from OGTT | 154 | 143 | 157 | 135 | 141 | 128 |
| Matsuda index 0, 30, 120min | 167 | 155 | 170 | 147 | 155 | 140 |
| 30 min plasma insulin from OGTT | 170 | 158 | 173 | 150 | 158 | 143 |
| 120min plasma insulin from OGTT | 172 | 161 | 176 | 153 | 161 | 144 |
| Fasting plasma insulin | 172 | 161 | 176 | 153 | 161 | 144 |
| T2D | 185 | 170 | 179 | 176 | 169 | 162 |
| Hemoglobin A1c | 197 | 185 | 196 | 178 | 184 | 169 |
| 60 min glucose from OGTT | 275 | 255 | 264 | 251 | 247 | 235 |
| Disposition index | 291 | 271 | 280 | 272 | 266 | 254 |
| Insulin AUC 0 to 30min | 291 | 271 | 280 | 272 | 266 | 254 |
| Insulinogenic index | 291 | 271 | 280 | 272 | 266 | 254 |
| InsulinAUC glucoseAUC ratio 0 to 30 min | 291 | 271 | 280 | 272 | 266 | 254 |
| 30 min serum insulin | 291 | 271 | 280 | 272 | 266 | 254 |
| $C$ peptidogenic index | 292 | 272 | 281 | 273 | 267 | 255 |
| Fasting serum C peptide 30min | 292 | 272 | 281 | 273 | 267 | 255 |
| 30 min glucose from OGTT | 295 | 275 | 284 | 275 | 270 | 258 |
| Glucose AUC 0 to 30min | 295 | 275 | 284 | 275 | 270 | 258 |
| glycated Hemoglobin A1c | 300 | 281 | 289 | 279 | 275 | 262 |
| Diastolic blood pressure | 300 | 281 | 289 | 278 | 274 | 262 |
| 2h glucose from OGTT | 300 | 281 | 289 | 279 | 275 | 262 |
| Systolic blood pressure | 300 | 281 | 289 | 278 | 274 | 262 |
| ApoB A1 ratio | 301 | 282 | 290 | 280 | 276 | 263 |
| BMI | 301 | 282 | 290 | 280 | 276 | 263 |
| Fasting serum C peptide | 301 | 282 | 290 | 280 | 276 | 263 |
| HDL cholesterol | 301 | 282 | 290 | 280 | 276 | 263 |
| LDL cholesterol | 301 | 282 | 290 | 280 | 276 | 263 |
| Total cholesterol | 301 | 282 | 290 | 280 | 276 | 263 |
| Creatinine | 301 | 282 | 290 | 280 | 276 | 263 |
| Triglycerides | 301 | 282 | 290 | 280 | 276 | 263 |
| Fasting glucose from OGTT | 301 | 282 | 290 | 280 | 276 | 263 |
| 2 h glucose closest to biopsy date | 301 | 282 | 290 | 280 | 276 | 263 |
| Fasting glucose | 301 | 282 | 290 | 280 | 276 | 263 |
| Height | 301 | 282 | 290 | 280 | 276 | 263 |
| Hip circumference | 300 | 281 | 289 | 280 | 275 | 263 |
| HOMA | 301 | 282 | 290 | 280 | 276 | 263 |
| Relative fat mass | 300 | 281 | 289 | 280 | 275 | 263 |
| Alanine aminotransferase(ALT) | 301 | 282 | 290 | 280 | 276 | 263 |
| Glutamyltransferase(GGT) | 301 | 282 | 290 | 280 | 276 | 263 |
| C-Reactive protein | 301 | 282 | 290 | 280 | 276 | 263 |
| Fasting serum insulin | 301 | 282 | 290 | 280 | 276 | 263 |
| Apolipoprotein A1 (A1) | 301 | 282 | 290 | 280 | 276 | 263 |
| Apolipoprotein B(ApoB) | 301 | 282 | 290 | 280 | 276 | 263 |
| Serum uric acid | 301 | 282 | 290 | 280 | 276 | 263 |
| Waist | 300 | 281 | 289 | 280 | 275 | 263 |
| Weight | 301 | 282 | 290 | 280 | 276 | 263 |
| Waist hip ratio | 300 | 281 | 289 | 280 | 275 | 263 |
| BMI adjusted WHR | 300 | 281 | 289 | 280 | 275 | 263 |

Table 2.8.4. Number of molecular traits significantly associated with physiological traits in muscle and/or adipose.

| Molecular trait type | Physiological trait | Number of significant associations in muscle | Number of significant associations in adipose | Number of associations significant in both tissues | Different direction | Same direction | Fisher test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mRNA | BMI | 288 | 311 | 19 | 2 | 17 | $1.72 \mathrm{E}-10$ |
| mRNA | Relative fat mass | 211 | 337 | 17 | 1 | 16 | $2.51 \mathrm{E}-10$ |
| mRNA | Waist | 157 | 360 | 14 | 0 | 14 | 6.08E-09 |
| mRNA | Fasting serum insulin | 350 | 226 | 13 | 2 | 11 | $2.44 \mathrm{E}-06$ |
| mRNA | HOMA | 296 | 213 | 11 | 2 | 9 | $8.38 \mathrm{E}-06$ |
| mRNA | Fasting serum C peptide | 246 | 152 | 7 | 2 | 5 | 0.00024535 |
| mRNA | Hip circumference | 189 | 109 | 4 | 0 | 4 | 0.0048009 |
| mRNA | Insulin AUC 0 to 30min | 225 | 71 | 4 | 0 | 4 | 0.00190729 |
| mRNA | Disposition index | 197 | 50 | 2 | 0 | 2 | 0.0415669 |
| mRNA | Fasting serum C peptide 30min | 117 | 10 | 2 | 0 | 2 | 0.00064419 |
| mRNA | InsulinAUC glucoseAUC ratio 0 to 30 min | 142 | 17 | 2 | 0 | 2 | 0.0027991 |
| mRNA | 30min serum insulin | 166 | 39 | 2 | 0 | 2 | 0.01914321 |
| DNAme | BMI | 44 | 811 | 1 | 0 | 1 | 0.05014214 |
| DNAme | Relative fat mass | 43 | 881 | 1 | 0 | 1 | 0.05315112 |
| DNAme | Waist | 40 | 1314 | 1 | 0 | 1 | 0.07299754 |
| miRNA | Alanine aminotransferase(ALT) | 3 | 1 | 1 | 0 | 1 | 0.00308008 |
| miRNA | Glutamyltransferase(GGT) | 2 | 1 | 1 | 0 | 1 | 0.00205339 |
| miRNA | Fasting serum insulin | 6 | 8 | 1 | 0 | 1 | 0.04840223 |
| mRNA | Triglycerides | 14 | 44 | 1 | 0 | 1 | 0.02002371 |
| mRNA | Matsuda index 0, 30, 120min | 141 | 27 | 1 | 0 | 1 | 0.1177083 |
| mRNA | Weight | 81 | 131 | 1 | 0 | 1 | 0.29482222 |
| DNAme | Disposition index | 9 | 2 | 0 | 0 | 0 | 1 |
| DNAme | Fasting serum C peptide | 20 | 363 | 0 | 0 | 0 | 1 |
| DNAme | HDL cholesterol | 5 | 2 | 0 | 0 | 0 | 1 |
| DNAme | Creatinine | 0 | 1 | 0 | 0 | 0 | 1 |
| DNAme | Triglycerides | 4 | 0 | 0 | 0 | 0 | 1 |
| DNAme | Fasting glucose from OGTT | 0 | 6 | 0 | 0 | 0 | 1 |
| DNAme | 2 h glucose from OGTT | 0 | 19 | 0 | 0 | 0 | 1 |
| DNAme | 60 min glucose from OGTT | 1 | 0 | 0 | 0 | 0 | 1 |

Table 2.8.4 continued from previous page

| Molecular trait type | Physiological trait | Number of significant associations in muscle | Number of significant associations in adipose | Number of associations significant in both tissues | Different direction | Same direction | Fisher test p-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DNAme | 2 h glucose closest to biopsy date | 0 | 4 | 0 | 0 | 0 | 1 |
| DNAme | Glucose AUC 0 to 30min | 0 | 1 | 0 | 0 | 0 | 1 |
| DNAme | Fasting glucose | 0 | 3 | 0 | 0 | 0 | 1 |
| DNAme | Hip circumference | 12 | 292 | 0 | 0 | 0 | 1 |
| DNAme | HOMA | 36 | 421 | 0 | 0 | 0 | 1 |
| DNAme | Insulin AUC 0 to 30min | 7 | 0 | 0 | 0 | 0 | 1 |
| DNAme | InsulinAUC glucoseAUC ratio 0 to 30min | 4 | 0 | 0 | 0 | 0 | 1 |
| DNAme | Matsuda index $0,30,120 \mathrm{~min}$ | 5 | 10 | 0 | 0 | 0 | 1 |
| DNAme | Matsuda index $0,30,60,120 \mathrm{~min}$ | 2 | 3 | 0 | 0 | 0 | 1 |
| DNAme | Fasting plasma insulin | 6 | 13 | 0 | 0 | 0 | 1 |
| DNAme | 120min plasma insulin from OGTT | 1 | 1 | 0 | 0 | 0 | 1 |
| DNAme | Glutamyltransferase(GGT) | 0 | 1 | 0 | 0 | 0 | 1 |
| DNAme | C-Reactive protein | 5 | 0 | 0 | 0 | 0 | 1 |
| DNAme | Fasting serum insulin | 65 | 344 | 0 | 0 | 0 | 1 |
| DNAme | 30min serum insulin | 4 | 0 | 0 | 0 | 0 | 1 |
| DNAme | T2D | 0 | 0 | 0 | 0 | 0 | 1 |
| DNAme | Weight | 15 | 424 | 0 | 0 | 0 | 1 |
| DNAme | Waist hip ratio | 3 | 112 | 0 | 0 | 0 | 1 |
| miRNA | glycated Hemoglobin A1c | 1 | 0 | 0 | 0 | 0 | 1 |
| miRNA | BMI | 6 | 4 | 0 | 0 | 0 | 1 |
| miRNA | Disposition index | 5 | 1 | 0 | 0 | 0 | 1 |
| miRNA | Fasting serum C peptide | 4 | 18 | 0 | 0 | 0 | 1 |
| miRNA | Fasting serum C peptide 30min | 2 | 0 | 0 | 0 | 0 | 1 |
| miRNA | HDL cholesterol | 1 | 2 | 0 | 0 | 0 | 1 |
| miRNA | Triglycerides | 0 | 1 | 0 | 0 | 0 | 1 |
| miRNA | Fasting glucose from OGTT | 0 | 3 | 0 | 0 | 0 | 1 |
| miRNA | 60 min glucose from OGTT | 3 | 0 | 0 | 0 | 0 | 1 |
| miRNA | Glucose AUC 0 to 30min | 0 | 6 | 0 | 0 | 0 | 1 |
| miRNA | Hip circumference | 1 | 0 | 0 | 0 | 0 | 1 |
| miRNA | HOMA | 6 | 9 | 0 | 0 | 0 | 1 |
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| Molecular trait type | Physiological trait | Number of significant associations in muscle | Number of significant associations in adipose | Number of associations significant in both tissues | Different direction | Same direction | Fisher test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| miRNA | Insulin AUC 0 to 30min | 6 | 1 | 0 | 0 | 0 | 1 |
| miRNA | Insulinogenic index | 1 | 0 | 0 | 0 | 0 | 1 |
| miRNA | InsulinAUC glucoseAUC ratio 0 to 30min | 6 | 0 | 0 | 0 | 0 | 1 |
| miRNA | Matsuda index $0,30,120 \mathrm{~min}$ | 5 | 0 | 0 | 0 | 0 | 1 |
| miRNA | Fasting plasma insulin | 5 | 0 | 0 | 0 | 0 | 1 |
| miRNA | 120min plasma insulin from OGTT | 1 | 0 | 0 | 0 | 0 | 1 |
| miRNA | Relative fat mass | 8 | 0 | 0 | 0 | 0 | 1 |
| miRNA | 30 min serum insulin | 5 | 0 | 0 | 0 | 0 | 1 |
| miRNA | Serum uric acid | 1 | 0 | 0 | 0 | 0 | 1 |
| miRNA | T2D | 1 | 0 | 0 | 0 | 0 | 1 |
| miRNA | Waist | 5 | 3 | 0 | 0 | 0 | 1 |
| miRNA | Weight | 1 | 1 | 0 | 0 | 0 | 1 |
| miRNA | Waist hip ratio | 0 | 1 | 0 | 0 | 0 | 1 |
| mRNA | ApoB A1 ratio | 2 | 2 | 0 | 0 | 0 | 1 |
| mRNA | C peptidogenic index | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Total cholesterol | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | HDL cholesterol | 16 | 43 | 0 | 0 | 0 | 1 |
| mRNA | Creatinine | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Fasting glucose from OGTT | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | 2 h glucose from OGTT | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | 60 min glucose from OGTT | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | 2 h glucose closest to biopsy date | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Glucose AUC 0 to 30 min | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Height | 2 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Insulinogenic index | 16 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Matsuda index $0,30,60,120 \mathrm{~min}$ | 53 | 4 | 0 | 0 | 0 | 1 |
| mRNA | Fasting plasma insulin | 156 | 7 | 0 | 0 | 0 | 1 |
| mRNA | 120min plasma insulin from OGTT | 63 | 10 | 0 | 0 | 0 | 1 |
| mRNA | 30 min plasma insulin from OGTT | 26 | 0 | 0 | 0 | 0 | 1 |
| mRNA | 60 min plasma insulin from OGTT | 7 | 0 | 0 | 0 | 0 | 1 |
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| Molecular trait type | Physiological trait | Number of significant associations in muscle | Number of significant associations in adipose | Number of associations significant in both tissues | Different direction | Same direction | Fisher test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mRNA | Alanine aminotransferase(ALT) | 4 | 1 | 0 | 0 | 0 | 1 |
| mRNA | Glutamyltransferase(GGT) | 3 | 27 | 0 | 0 | 0 | 1 |
| mRNA | C-Reactive protein | 2 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Apolipoprotein A1(A1) | 3 | 5 | 0 | 0 | 0 | 1 |
| mRNA | Serum uric acid | 5 | 7 | 0 | 0 | 0 | 1 |
| mRNA | Systolic blood pressure | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | T2D | 1 | 0 | 0 | 0 | 0 | 1 |
| mRNA | Waist hip ratio | 9 | 40 | 0 | 0 | 0 | 1 |

Table 2.8.5. INHBB associations with physiological traits

| Physiological trait | Base model |  | Model adjusted for fasting serum insulin |  | Additionally adjusing for waist |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coefficient | P -values | Coefficient | P-values | Coefficient | P-values |
| Fasting serum insulin | 0.32 | 1.72E-07 | NA | NA | 0.27 | $2.71 \mathrm{E}-05$ |
| HOMA | 0.31 | $3.77 \mathrm{E}-07$ | -0.02 | $9.54 \mathrm{E}-01$ | 0.27 | 5.03E-05 |
| Fasting serum C peptide | 0.27 | 1.46E-05 | -0.01 | $9.24 \mathrm{E}-01$ | 0.21 | 1.28E-03 |
| Fasting plasma insulin | 0.33 | 1.23E-04 | 0.28 | $5.65 \mathrm{E}-01$ | 0.27 | $2.37 \mathrm{E}-03$ |
| Insulin AUC 0 to 30min | 0.23 | $1.61 \mathrm{E}-04$ | 0.04 | $6.15 \mathrm{E}-01$ | 0.19 | 2.04E-03 |
| Matsuda index $0,30,120 \mathrm{~min}$ | -0.35 | 2.23E-04 | -0.11 | $6.58 \mathrm{E}-01$ | -0.28 | $2.78 \mathrm{E}-03$ |
| Waist | 0.26 | $3.10 \mathrm{E}-04$ | 0.13 | $6.92 \mathrm{E}-02$ | NA | NA |
| Relative fat mass | 0.37 | 3.28E-04 | 0.19 | $6.97 \mathrm{E}-02$ | 0.18 | 4.48E-01 |
| Matsuda index 0, 30, 60, 120min | -0.36 | 4.87E-04 | 0.00 | $9.96 \mathrm{E}-01$ | -0.28 | 6.32E-03 |
| 30 min serum insulin | 0.20 | 8.08E-04 | 0.04 | $5.98 \mathrm{E}-01$ | 0.16 | 6.20E-03 |
| HDL cholesterol | -0.20 | 1.01E-03 | -0.10 | $9.88 \mathrm{E}-02$ | -0.17 | 5.05E-03 |
| Disposition index | 0.19 | $1.04 \mathrm{E}-03$ | 0.01 | 8.85E-01 | 0.15 | 1.30E-02 |
| Triglycerides | 0.20 | $1.55 \mathrm{E}-03$ | 0.08 | $2.40 \mathrm{E}-01$ | 0.16 | 9.44E-03 |
| BMI | 0.21 | 1.82E-03 | 0.07 | $3.42 \mathrm{E}-01$ | 0.02 | 8.62E-01 |
| InsulinAUC glucoseAUC ratio 0 to 30 min | 0.18 | 1.96E-03 | 0.02 | $8.03 \mathrm{E}-01$ | 0.15 | 1.22E-02 |
| 120min plasma insulin from OGTT | 0.28 | 2.38E-03 | 0.08 | 5.69E-01 | 0.23 | $1.54 \mathrm{E}-02$ |
| Fasting serum C peptide 30min | 0.18 | 3.04E-03 | 0.01 | $8.40 \mathrm{E}-01$ | 0.14 | 1.85E-02 |
| Waist hip ratio | 0.22 | 6.47E-03 | 0.13 | $1.06 \mathrm{E}-01$ | 0.05 | 6.03E-01 |
| Hip circumference | 0.16 | $9.34 \mathrm{E}-03$ | 0.05 | $4.09 \mathrm{E}-01$ | -0.07 | 5.29E-01 |
| C-Reactive protein | 0.14 | $2.05 \mathrm{E}-02$ | 0.11 | 5.07E-02 | 0.07 | $2.41 \mathrm{E}-01$ |
| Weight | 0.17 | 2.97E-02 | 0.02 | $8.36 \mathrm{E}-01$ | -0.17 | 1.87E-01 |
| Systolic blood pcmb ${ }_{\text {r }}$ essure | 0.12 | 4.77E-02 | 0.11 | $4.14 \mathrm{E}-02$ | 0.08 | 1.79E-01 |
| 2 h glucose from OGTT | 0.12 | 5.75E-02 | 0.07 | $2.59 \mathrm{E}-01$ | 0.09 | $1.32 \mathrm{E}-01$ |
| Apolipoprotein A1(A1) | -0.11 | 5.79E-02 | -0.04 | 5.09E-01 | -0.09 | 1.03E-01 |
| ApoB A1 ratio | 0.11 | 6.34E-02 | 0.06 | $3.18 \mathrm{E}-01$ | 0.10 | 8.72E-02 |
| 2 h glucose closest to biopsy date | 0.11 | 7.39E-02 | 0.06 | $2.91 \mathrm{E}-01$ | 0.09 | 1.48E-01 |
| Alanine aminotransferase(ALT) | 0.11 | 7.65E-02 | 0.02 | 7.33E-01 | 0.10 | 8.14E-02 |
| Diastolic blood pressure | 0.10 | 8.96E-02 | 0.07 | 2.01E-01 | 0.07 | 2.13E-01 |
| Insulinogenic index | 0.09 | 1.04E-01 | 0.01 | $9.00 \mathrm{E}-01$ | 0.07 | 2.44E-01 |
| 60min plasma insulin from OGTT | 0.15 | 1.08E-01 | -0.15 | $2.18 \mathrm{E}-01$ | 0.10 | 2.91E-01 |
| 30 min plasma insulin from OGTT | 0.14 | $1.27 \mathrm{E}-01$ | -0.06 | $5.44 \mathrm{E}-01$ | 0.11 | $1.91 \mathrm{E}-01$ |
| Glucose AUC 0 to 30min | 0.10 | $1.40 \mathrm{E}-01$ | 0.03 | $6.57 \mathrm{E}-01$ | 0.08 | $2.11 \mathrm{E}-01$ |
| BMI adjusted WHR | 0.11 | $1.61 \mathrm{E}-01$ | 0.10 | $1.48 \mathrm{E}-01$ | 0.05 | 5.29E-01 |
| 30min glucose from OGTT | 0.09 | 1.82E-01 | 0.03 | 6.04E-01 | 0.07 | $2.36 \mathrm{E}-01$ |
| Creatinine | -0.09 | 1.85E-01 | -0.07 | 2.91E-01 | -0.06 | 3.64E-01 |
| Serum uric acid | 0.08 | 2.25E-01 | 0.02 | 7.03E-01 | 0.01 | $8.31 \mathrm{E}-01$ |
| Fasting glucose from OGTT | 0.07 | 2.43E-01 | -0.02 | 7.13E-01 | 0.05 | 4.29E-01 |
| T2D | 0.19 | 2.43E-01 | 0.05 | 7.42E-01 | 0.14 | 4.05E-01 |
| Apolipoprotein $\mathrm{B}(\mathrm{ApoB})$ | 0.06 | 3.06E-01 | 0.04 | 4.43E-01 | 0.06 | 3.16E-01 |
| 60 min glucose from OGTT | 0.07 | 3.14E-01 | 0.02 | 7.32E-01 | 0.05 | 4.98E-01 |
| Fasting glucose | 0.06 | 3.36E-01 | -0.03 | 6.32E-01 | 0.03 | 5.85E-01 |

Table 2.8 .5 continued from previous page

| Physiological trait | Base model |  |  | Model adjusted for <br> fasting serum insulin | Additionally adjusing <br> for waist |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coefficient | P-values | Coefficient | P-values | Coefficient | P-values |
| Hemoglobin A1c | 0.06 | $4.25 \mathrm{E}-01$ | 0.01 | $9.36 \mathrm{E}-01$ | 0.05 | $5.35 \mathrm{E}-01$ |
| Glutamyltransferase(GGT) | 0.04 | $4.66 \mathrm{E}-01$ | 0.01 | $9.26 \mathrm{E}-01$ | 0.01 | $8.93 \mathrm{E}-01$ |
| Total cholesterol | -0.04 | $4.70 \mathrm{E}-01$ | -0.02 | $7.64 \mathrm{E}-01$ | -0.03 | $5.77 \mathrm{E}-01$ |
| C peptidogenic index | 0.04 | $4.72 \mathrm{E}-01$ | 0.00 | $9.77 \mathrm{E}-01$ | 0.03 | $6.42 \mathrm{E}-01$ |
| Height | -0.06 | $5.15 \mathrm{E}-01$ | -0.03 | $7.44 \mathrm{E}-01$ | -0.06 | $4.42 \mathrm{E}-01$ |
| LDL cholesterol | -0.02 | $6.56 \mathrm{E}-01$ | 0.00 | $9.53 \mathrm{E}-01$ | -0.01 | $8.08 \mathrm{E}-01$ |
| Glycated Hemoglobin A1c | -0.01 | $9.15 \mathrm{E}-01$ | -0.06 | $2.92 \mathrm{E}-01$ | -0.03 | $6.06 \mathrm{E}-01$ |

## Chapter 3

## A Subcutaneous Adipose Tissue eQTL Meta-analysis from 2256 European Individuals

### 3.1 Introduction

Based on visually distinguishable tissue color, human adipose tissues can be classified into white, brown, beige, and pink adipose[126]. As the predominant form (80\%)[127] of adipose tissue in adults, white adipose tissue mainly exists under the skin as subcutaneous adipose tissue or inside the abdominal cavity as visceral adipose tissue. White adipose tissue encompasses adipocytes and the stromal-vascular fraction that includes heterogeneous cell populations such as preadipocytes, endothelial cells, pericytes, monocytes, macrophages, fibroblasts, and red blood cells. Besides providing physical protection and preventing heat loss[128], white adipose tissue also ensures sufficient energy status by storing free fatty acids (FFAs) in the fed state and releasing FFA during the fasting state[129].

For many years, white adipose tissue was considered only a reservoir for energy storage. In the last two decades, the paracrine and endocrine capacities of white adipose tissue have received increasing attention, and it has been found to release various protein, lipid, and nucleic acid factors[40]. Leptin and adiponectin are two types of hormones primarily produced and secreted from white adipose tissue, regulating energy metabolism and immunity[40]. Leptin inhibits food intake through central nervous system[130] and increases
insulin sensitivity by decreasing adiposity and lipotoxicity[131]. Adiponectin levels are lower in people with obesity, insulin resistance and type 2 diabetes (T2D)[132], [133]. Prolonged energy excess triggers white adipose tissue expansion by increasing adipocyte size (hypertrophy) and number (hyperplasia), resulting in increased body mass and obesity[134], [135]. When the storage capacity of white adipose tissue is approaching its limit, further energy overloads to ectopic tissues (e.g., skeletal muscle, liver, pancreas)[134], [135]. As the excessive energy continues to store in white adipose tissue and ectopic tissues, white adipose tissue undergoes deleterious effects such as inflammation, hypoxia, altered hormone secretion, and becomes dysfunctional[136], [137]. White adipose tissue dysfunction and ectopic lipid accumulation in turn lead to systemic insulin resistance (IR), promoting obesity-associated cardiometabolic disorder[136], [137]. While visceral adipose tissue has historically been considered a major culprit in the development of obesity and its related metabolic consequences, the role of subcutaneous adipose tissue has gained increasing attention[138]. It has been suggested that subcutaneous adipose tissue distribution in the upper body is detrimental to the development of type 2 diabetes (T2D) and cardiovascular diseases (CVD) while the distribution in the lower body may be protective[40], [42].

Cardiometabolic diseases (CMDs) such as T2D, obesity, and CVD are partially caused by genetic factors[139]. Studying the genetic regulation of gene expression in subcutaneous adipose can generate insights into the molecular mechanisms underlying the genetic predisposition to obesity and cardiometabolic disorders; such studies may also expand our knowledge on how genetic factors affect gene functions by influencing their expression levels in non-disease conditions.

The typical approach to discover genetic regulators of gene expression levels is to identify expression quantitative trait loci (eQTL) by testing for associations between gene expression and genetic variations. Usually eQTLs are detected by considering one variant at a time (single-variant model), using a linear regression model to test for the association between the expression level of a gene and a genetic variant. This approach often reveals a set of variants, each of which is statistically associated with the expression level of a gene.

However, the associations of this set of variants may be driven by the same causal variant or by multiple causal variants in the locus. One commonly used approach to identify the multiple variants with independent effects on a given gene is to use conditional analysis. The genetic variant showing the strongest statistical evidence for association in a locus without conditioning on any other genetic variants is considered the primary eQTL variant. The genetic variants that show statistical significance after adjusting for the previously identified QTL variants are considered secondary eQTLs.

Based on a thorough literature search, I found seven single-study eQTL analyses have identified eQTLs in human subcutaneous adipose tissues with a sample size ranging from 63 to 855[28], [29], [31], [44]-[47], [65]. Nearly all participants in these studies are of European ancestry, except that $15 \%$ of GTEx samples are from individuals of non-European ancestry (12.9\% are of African-American ancestry and 1.3\% are of East-Asian ancestry). All of the studies have detected cis-eQTLs (eQTLs that are within a certain distance to a gene). Using the marginal eQTL association model (test one variant at a time), the seven studies have identified that $4.5 \%$ to $68.3 \%$ of the tested genes have cis-eQTLs with different significance thresholds. Two of the seven studies (Raulerson et al.[29] and The GTEx Consortium[96]) have identified conditionally independent eQTLs. Raulerson et al.[29] performed one round of conditional analysis (conditioning on the first eQTL variant) and detected up to two eQTLs per gene, while GTEx[96] performed multiple rounds of conditional analysis. Raulerson et al. and the GTEx Consortium identified genes with eQTLs colocalizated with CMD GWAS loci. Notably, Raulerson et al. identified 21 genes whose secondary eQTLs, not primary eQTLs colocalizated with CMD GWAS loci.

Combining eQTL associations through meta-analysis to increase power is an effective strategy to identify genetic variants with modest or small effects on gene expression levels. Compared to eQTLs identified in individual studies, an expanded eQTL catalog identified in the meta-analysis provides a more comprehensive genetic architecture for gene expression levels and enables the discovery of additional genes involved in CMD mechanisms. Therefore, we combined the eQTL associations from TwinsUK, METSIM, GTEx, and FUSION and performed the largest RNA-seq based cis-eQTL meta-analysis in subcutaneous
adipose tissue ( $\mathrm{n}=2256$ ) to date. We identified genetic variants with independent effects on the gene expression level for each gene through conditional eQTL meta-analysis and used this eQTL catalog to generate insights into the potential target genes underlying the genetic associations for cardiometabolic diseases.

### 3.2 Methods

### 3.2.1 TwinsUK sample collection, genotype and RNA-seq data

TwinsUK had RNA-seq based gene expression data available for 804 subcutaneous adipose tissue biopsies, taken from Caucasian female twins recruited through the TwinsUK Adult twin registry[140], [141]. The punch biopsies of subcutaneous adipose tissue were taken from a sun-protected area in the sub-umbilical region. Array genotyping was also performed on these samples, on a combination of the HumanHap300, HumanHap610Q, 1M-Duo and 1.2M Duo Illumina arrays. Genotyping and imputation procedures using the Haplotype Reference Consortium (HRC) reference panel[68] were described[142], [143]. Poly(A)-selected RNA samples were prepared using the Illumina TruSeq directional mRNA-seq library protocol and sequenced on a HiSeq 2000 machine with 49-bp paired end reads. RNA-seq reads were aligned to the hg19 reference genome using STAR version 2.4.0.1[144] using the GENCODE v19 annotations[145]. Detailed RNA sample collection, RNA isolation, mRNA-seq, and quality control procedures were fully described[142], [146].

### 3.2.2 METSIM sample collection, genotype and RNA-seq data

The METSIM study consists of 10,197 males of Finnish ancestry from Kuopio, Finland[28]. Genotypes were measured using the Illumina OmniExpress BeadChip. Detailed genotyping and imputation procedures using the HRC panel[68] were described[28]. Subcutaneous adipose tissue biopsies taken from an area near the umbilicus were available for two subsets of the METSIM participants.

The first subset (METSIM-1) had a total of 550 needle biopsy samples. Poly(A)-selected RNA samples were prepared using the Illumina TruSeq RNA Sample Preparation Kit v2 and sequenced on a HiSeq 2000 sequencing machine. RNA-seq generated 50bp paired-
end reads with an average sequencing depth of 45 million reads per sample. RNA-seq reads were aligned to the hg19 reference genome using STAR version 2.4.2a[144] using the GENCODE v19 annotations[145]. Detailed procedures of sample collection, RNA isolation, mRNA-seq, and quality control were described in Raulerson et al.[29]. Raulerson et al. estimated the proportions of subcutaneous adipose tissue, whole blood, skeletal muscle tissue, and lymphocytes for each of the 550 samples[29]. They found the cis-eQTL results using samples with $>50 \%$ subcutaneous adipose ( $n=434$ ) tissue had the most significant variant-gene pairs, the most significant cis-eQTL variants, and the strongest associations for known eQTLs for KLF14, ADIPOQ, and CDH13, compared to those using the full sample set ( $n=550$ ) or using samples with adipose tissue proportion $>75 \%$ ( $n=387$ ). They decided to use the 434 samples with $>50 \%$ subcutaneous adipose tissue (ADIPOQ expression levels $\geq 150$ CPM adjusted for TMM) for cis-eQTL detection. In the current study, we further excluded eight of the 434 samples that overlapped with FUSION samples and included the remaining 426 samples from METSIM-1 in analysis.

The second subset (METSIM-2) had 420 surgical biopsy samples. Poly(A)-selected RNA samples were prepared using the Sciclone G3 NGS and NGSx Workstation. RNA samples were sequenced using the Illumina NovaSeq 6000 S4XP at the High Throughput Sequencing Core at the University of North Carolina at Chapel Hill. RNA-seq generated 150bp paired-end reads with an average sequencing depth of 42.6 million reads per sample. RNA-seq reads were aligned to the hg19 reference genome using STAR version 2.7.2a[144] using the GENCODE v19 annotations[145]. Detailed procedures of sample collection, RNA isolation, mRNA-seq, and quality control were described (Brotman et al., manuscript in preparation).

### 3.2.3 GTEx v8 release sample collection, genotype and RNA-seq data

GTEx v8 release collected 663 subcutaneous adipose tissue biopsies from the lower legs of post-mortem donors by surgical incision and performed RNA-seq on these samples. Of the 663 samples, 581 samples had genotype data from whole-genome sequencing (WGS). WGS-based genotyping was performed using Illumina HiSeq 2000 to a median depth of $32 \times$, as previously described[96]. Poly(A)-selected RNA samples were prepared
using the Illumina TruSeqTM unstranded RNA-seq protocol and sequenced using HiSeq 2000 or HiSeq 2500 machines. RNA-seq generated 76 bp paired-end reads with a median coverage of about 83 million reads. Detailed procedures of RNA sequencing and quality control have been reported[96], [97]. As the gene expression and genotype data in the GTEx v8 release were in NCBI build GRCh38, while the other studies used NCBI build GRCh37, we processed the GTEx v8 data to match the other studies. For genotype data, we lifted over the GTEx v8 VCF from GRCh38 to GRCh37 using a reference file with the GRCh38 variants and corresponding GRCh37 variant positions. We replaced the GRCh38 variant information with the GRCh37 variant position in the VCF. We removed variants that were not able to be lifted over. We matched genes in the gene expression files between GTEx v8 and other studies by ENSEMBL gene IDs.

### 3.2.4 FUSION sample collection, genotype and RNA-seq data

FUSION collected 296 subcutaneous adipose tissue biopsies from 331 Finnish participants. The biopsies were taken from an area 5 to 10 cm lateral of the umbilicus by a surgical scalpel. Genotypes was measured using HumanOmni2.5-4v1_H or InfiniumOmni2-5Exome-8v1-3 BeadChip arrays. Detailed genotyping and imputation procedures using the HRC panel[68] have been described previously[26], [27] and in chapter 2. Poly(A)selected RNA samples were prepared using the Illumina TruSeq directional mRNA-seq library protocol and sequenced on HiSeq sequencing machines. RNA-seq generated 100bp paired-end reads with a depth of $>80$ million reads per sample. Detailed procedures have been described previously[26], [27] and in chapter 2. RNA-seq data were aligned to the human reference genome GRCh37 using STAR v2.5.3a[144] using the GENCODE v19 annotations[145]. Array genotypes were imputed to the HRC reference panel. The biopsy and experimental characteristics were summarized in Table3.3.1.

### 3.2.5 Quality control filtering of genes and samples

We developed a harmonized protocol from gene expression level quantification to withinstudy cis-eQTL mapping to minimize bias introduced by different analysis procedures across studies. For each study, we used the QTLtools quan function[79] to quantify the
gene expression levels. We retained genes with five or more counts per million (CPMs) in $\geq 25 \%$ of individuals in each study. To normalize for library size, we adjusted read counts for each gene for trimmed mean of $M$ values(TMM)[147]. We inverse-normalized the TMM-normalised gene CPMs and used them in downstream analyses. To exclude samples with high blood contamination, we filtered out samples that likely had a low percentage of adipocytes, the characteristic cell type of adipose[148]. The previous publication based on the METSIM-1 samples[29] found that the cis-eQTL results using samples with adipose tissue proportions $>50 \%(\mathrm{n}=434)$ had the most significant variant-gene pairs, the most significant cis-eQTL variants, and the strongest associations for known eQTLs for KLF14, ADIPOQ, and CDH13, compared to those using the full sample set ( $\mathrm{n}=550$ ) or using samples with adipose tissue proportion $>75 \%(n=387)$. The 434 samples with adipose tissue proportion > 50\% had ADIPOQ (an adipocyte-specific gene[149]) expression levels > 150 CPM adjusted for TMM. Therefore, for the present study we removed samples with $\leq 150$ CPM adjusted for TMM for ADIPOQ expression levels from each group. We filtered genetic variants for imputation $R^{2} \geq 0.5$ and minor allele frequency (MAF) $\geq$ 0.01 in each study.

### 3.2.6 PEER factor analysis

To account for unknown biological and technical factors that may contribute to the gene expression levels, we performed factor analysis of gene expression levels using PEER v1.0[77] and included the estimated PEER factors as covariates in QTL mapping. To facilitate future examinations of BMI effects on eQTL detection, we adjusted for BMI from inverse normalized gene expression levels, and then inverse normalized the BMI-adjusted residuals. We used the inverse normalized BMI-adjusted residual gene expression levels to generate PEER factors. To detect cis-eQTLs, we tested for associations between the expression level of a gene and variants in the cis region (1Mb) for the gene using QTLtools[79]. we used a linear regression model with an additive genetic effect, adjusting for BMI and a specified number of PEER factors. To select the number of PEER factors that optimized cis-eQTL discovery, we generated PEER factors from zero to 100 with an increment of ten PEER factors, and compared proportion of genes with $\geq 1$ eQTL across
models with $0,10,20$, to 100 PEER factors. We define genes with $\geq 1$ eQTL as eGenes. We used as covariates the largest number of PEER factors that resulted in $\geq 1 \%$ increase in the number of eGenes than the previous number of PEER factors.

### 3.2.7 cis-eQTL analysis

Finally, we performed cis-eQTL detection within each study using the number of PEER factors that optimized cis-eQTL discovery. We tested for cis-eQTLs among the genetic variants within 1 Mb from the transcription start site (TSS) of a gene using the APEX store function[150], assuming an additive model of inheritance. For each variant-gene pair, we used a linear regression model to test for the association between the inverse-normalized gene expression levels and the variant dosages, adjusting for PEER factors, with and without additional adjustment for BMI. The eQTL results presented in the thesis are from the model with the adjustment for BMI.

For the use of conditional eQTL detection within each study or in a meta-analysis, we generated score statistic vectors of variant-gene associations and variance-covariance matrices between variants in a 2 Mb -region around the TSS of a gene using the APEX store function[150].

### 3.2.8 Comparison of the conditional eQTL meta-analysis results obtained using the APEX conditional eQTL meta-analysis function and GCTA-COJO to those obtained using individual-level data for ten genes

To select software for genome-wide conditional eQTL meta-analysis, I compared the APEX conditional eQTL meta-analysis function[150], GCTA-COJO[125] and an individual-level data approach. I performed a comparison for ten genes on chromosome 22 in the metaanalysis of FUSION and GTEx v7, for which I had access to the individual-level data. The ten genes were randomly selected from genes with $\geq 2$ eQTLs from a preliminary conditional-eQTL meta-analysis of TwinsUK, METSIM-1, and FUSION studies. For each analysis, I used a p-value $\leq 2.5 \times 10^{-6}$ as the threshold for inclusion for each variant in the model (a Bonferroni correction for testing 20,000 genes).

### 3.2.8.1 Analysis using the conditional eQTL meta-analysis function of APEX

I performed the single-variant eQTL mapping within each study using the single-variant eQTL mapping function of APEX[150] to generate the score statistics of marginal associations and variance-covariance matrices. Then I applied the conditional eQTL metaanalysis function of APEX to these marginal associations and variance-covariance matrices to identify conditional independent eQTLs for each gene.

### 3.2.8.2 Analysis using GCTA-COJO

I performed single-variant eQTL meta-analysis of FUSION and GTEx v7 data using the single-variant eQTL mapping meta-analysis function of APEX. Then I provided GCTACOJO with the summary statistics (effect size, standard error, and p-value) of the singlevariant eQTL meta-analysis results and HRC imputed genotypes of 10K randomly-selected unrelated UK Biobank (UKB) samples as a reference.

### 3.2.8.3 Analysis using individual-level data approach (gold standard)

As shown in Figure3.2.1, for each gene 1) I performed single-variant eQTL mapping within each study using FastQTL[151]; 2) I conducted a single-variant meta-analysis using the inverse-variance approach in METAL[152]; 3) I determined if the lead variant had a p-value less than the cut-off of $2.5 \times 10^{-6}$; 4) I included the dosage values of the lead variant as a covariate and performed a second round of single-variant eQTL mapping within each study to obtain the summary statistics of conditional associations; 5) I meta-analyzed the conditional associations using the inverse variance approach in METAL; 6) I repeated this process (steps 3 and 5) until no more variants passed the cut-off of $p$-value $\leq 2.5 \times 10^{-6}$.

I compared the number of eQTLs detected for each gene and the lead variant for each eQTL obtained using APEX or GCTA-COJO to those obtained using the individual-level data approach.


Figure 3.2.1. Workflow of conditional eQTL meta-analysis using individual-level data

### 3.2.9 Comparison of the conditional eQTL meta-analysis results obtained using the conditional eQTL meta-analysis function of APEX and GCTA-COJO on 538 chromosome 20 genes

To further compare conditional eQTL meta-analysis results obtained using the conditional eQTL meta-analysis function of APEX[150] and GCTA-COJO[125] for a larger set of genes and a meta-analysis of more studies, I separately applied them to detect conditional eQTLs for all 538 genes on chromosome 20 in a meta-analysis of three studies (TwinsUK, METSIM1, and FUSION). I performed the analyses in the same way as described in section Comparison of the conditional eQTL meta-analysis results obtained using the APEX conditional eQTL meta-analysis function and GCTA-COJO to those obtained using individual-level data for ten genes. For the analysis with GCTA-COJO, we experimented with three reference panels, 10k samples from the larger METSIM cohort (almost the whole cohort), 10k and 20 K randomly-selected unrelated samples from the UK Biobank(UKB). All of the three reference panels were imputed to the HRC reference panel. I used a p-value $\leq 2.5 \times 10^{-6}$ as the threshold for inclusion for each variant in the model (a Bonferroni correction for testing 20,000 genes).

### 3.2.10 Genome-wide conditional eQTL meta-analysis

I performed genome-wide conditional eQTL meta-analysis of TwinsUK, METSIM-1, METSIM2, GTEx v8, and FUSION using the conditional eQTL meta-analysis function of APEX.

Part 1 Iterative conditional analysis to identify potentially independent eQTL signals: I applied a forward selection process (Figure3.2.2) to each of the tested genes in parallel. For a given gene, in the first iteration, 1) I calculated the meta-analysis $p$-value for every variant in the cis region without conditioning on other variants. 2) I combined the meta-analysis unconditional p-values of all the variants tested in the first-round using a pvalue combination method ACAT[153], [154] to calculate a gene-based p-value (denoted as ACAT p-value) to approximately account for the number of tested variants[150] and for the subsequent use in determining significant independent eQTLs in Part2. The null hypothesis of an ACAT p-value is that no remaining variant is associated with the gene expression level. 3) If the variant with the most significant meta-analysis p-value (lead variant) had a p-value $\leq 0.05$, I included the lead variant in the conditioning eQTL variant list for the gene. The goal of using a lenient $p$-value threshold $(\leq 0.05)$ is to make sure every gene that has a chance to have a significant ACAT-pvalue in the next round is included (see below for verification).

In the subsequent rounds, to avoid collinearity between the tested variant and the previously selected variant(s), I calculated the variance inflation factor (VIF) for each tested variant with the previously selected variant(s). As VIF > 10 indicates a high correlation, I tested variants with VIF $\leq 10$. For each tested variant, I calculated the meta-analysis conditional $p$-value conditioning on the previously selected variant(s). If the meta-analysis conditional $p$-variant of the lead variant $\leq 0.05$, I added the lead variant to the eQTL list for the given gene. I computed the gene-based p-value using the ACAT method based on the meta-analysis conditional p-values of all tested variants. I continued the rounds until no gene had a variant with meta-analysis conditional $p$-value $\leq 0.05$.

Part 2 Determination of number of independent eQTLs signals for each gene using the ACAT-pvalues:


Figure 3.2.2. The forward-selection process in APEX used to identify conditional eQTLs for each gene in single-study analysis and meta-analysis.

After the forward selection process was completed for every gene, I determined how many eQTLs were significant for each gene (Figure3.2.3). To determine whether the primary eQTL of a gene was significant, I calculated the FDR with the Benjamini-Hochberg procedure based on the first round ACAT p-values (ACAT p-values of meta-analysis unconditional p-values for each gene). The primary eQTL of a given gene was considered significant if the first round ACAT p-value was $\leq 1 \%$ FDR. Next, for genes with significant primary eQTL signals, I calculated FDR using the second round ACTA p-values (ACAT p-values of meta-analysis $p$-values conditioning on the variants selected in the first iteration). The $2^{\text {nd }}$ eQTL of a given gene was considered significant if the corresponding second round ACAT $p$-value $\leq 1 \%$ FDR. I repeated this process for each round until no gene was significant in the round. I verified that no gene would be selected to continue to the next stage by the threshold of ACAT $p$-value $\leq 1 \%$ FDR if the lead variant in the current round has meta-analysis p -value $>0.001$.

After I identified eGenes and their independent eQTLs, I isolated each conditional eQTL association for the use of colocalization analysis by carrying out "all-but-one" conditional

Calculate FDR based on the ACAT p-values calculated in the first iteration (ACAT pvalues of meta-analysis unconditional $p$-values)

## Determine

 $1{ }^{\text {st }}$ eQTLs$\left.\left\lvert\, \begin{array}{lll}\text { If the ACAT p-value of a given } \\ \text { gene } \leq 1 \% \text { FDR }\end{array} \quad \begin{array}{l}\text { No } \\ \text { Yes }\end{array} \quad \begin{array}{l}\text { This gene does not have a } \\ \text { 1st eQTL and is not } \\ \text { considered for having } \\ \text { conditional eQTLs }\end{array}\right.\right]$

| Determine significant | This gene is included to the set of genes being considered for having a $n^{\text {th }}(n \geq 2)$ eQTL; Calculated FDR using the ACTA $p$-values calculated in the $\mathrm{n}^{\text {th }}$ iteration (ACAT $p$-values of meta-analysis $p$-values conditioning on previously selected variants). |  |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & (n+1)^{\mathrm{th}}(n \geq 2) \\ & \text { eQTLs } \end{aligned}$ | If the ACAT $p$-value of a give gene $\leq 1 \%$ FDR <br> Yes | No | This gene does not have a $\mathrm{n}^{\text {th }}$ eQTL and is not considered for having $(\mathrm{n}+1)^{\text {th }}$ eQTL |

Figure 3.2.3. Post forward-selection procedure to determine significant conditional eQTLs using the ATAC-pvalues.
analyses using the APEX $R$ interface. For each independent eQTL of a gene with $\geq$ 2 eQTLs, I calculated the meta-analysis effect sizes and p-values conditioning on the lead variants of all of the other independent eQTLs. In this way, we generated summary statistics for each independent eQTL, conditioning on all of the other independent eQTLs for a gene (denoted as "all-but-one" conditional analysis). For example, for a gene with three independent eQTLs, three "all-but-one" conditional analyses were done. The first analysis conditioned on the lead variants of the $2^{\text {nd }}$ and $3^{\text {rd }}$ eQTLs, the second analysis conditioned on the lead variants of the $1^{\text {st }}$ and $3^{\text {rd }}$ eQTLs, and the third analysis conditioned on the lead variants of the $1^{\text {st }}$ and $2^{\text {nd }}$ eQTLs.

### 3.2.11 Colocalization analysis between genetic associations for cardiometabolic diseases and eQTLs for gene expression levels in subcutaneous adipose tissue

I downloaded the GWAS summary statistics for seven cardiometabolic traits: T2D[33], BMI[155], waist-hip ratio (WHR)[155], BMI-adjusted waist-hip ratio (WHRadjBMI)[155], Coronary artery disease (CAD) [156], and fasting glucose and fasting insulin[104]. I used
coloc2[115] to quantify the probability that the genetic associations for GWAS traits and eQTL shared causal variants. For a GWAS signal-eQTL signal pair where the two signals are obtained from two different datasets of unrelated individuals, coloc2 assumes 1) the two signals are derived from the same ancestry, and 2) each signal has a single causal variant. Coloc2 first fine maps each signal and then integrates over the two posterior distributions to concurrently calculate the posterior probabilities of five hypotheses $(\mathrm{HO}$, no association signal in either the GWAS or eQTL; H1, only the GWAS has an association signal; H 2 , only the eQTL has an association signal; H 3 , both datasets have an association signal, but they are not the same; H4, the GWAS and eQTL associations signals are colocalized).

I considered a GWAS signal and an eQTL signal to be colocalized if PP4 $>0.8$. I performed colocalization analysis for genes present in at least one study and had $\geq 1$ eQTL. For genes with 1 eQTL, I extracted summary statistics for variants located within 1 Mb flanking the lead GWAS variants from the downloaded marginal GWAS associations and from marginal eQTL associations to test for colocalization. For genes with $\geq 2$ eQTLs, I extracted eQTL summary statistics from the "all-but-one" conditional analysis for each conditional eQTL. I applied the same colocalization analysis to each GWAS locus-conditional eQTL pair.

### 3.2.12 Colocalization between the separated WHRadjBMI GWAS locus near ZNF664 and meta-analysis eQTL

For the WHRadjBMI GWAS locus near ZNF664, I explored whether using the conditional summary statistics for the GWAS associations will enable the identification of colocalization between additional eQTLs and the GWAS signals. Two distinct GWAS signals were found in the WHRadjBMI locus near ZNF664[157], represented by rs863750 and rs7133378 ( $R^{2}=0.016, D^{\prime}=0.15$ in European population), respectively. I separately computed the approximate conditional summary statistics for each signal, conditioning on the other using GCTA-COJO[125]. Using the summary statistics of the conditional GWAS associations and conditional eQTL associations, I tested for colocalization for each GWAS signal-conditional eQTL pair using coloc2[115], [158].

### 3.3 Results

### 3.3.1 Sample characteristics

I performed cis-eQTL meta-analysis in subcutaneous adipose tissue, using genotype and RNA-seq based gene expression level data from four studies: TwinsUK, METSIM, GTEx v8 release (hereafter referred to as GTEx), and FUSION. METSIM had the first batch of 426 samples collected using needle biopsy (METSIM-1), and the second batch of 420 samples collected using surgical biopsy (METSIM-2). As METSIM-1 and METSIM-2 samples had different tissue biopsy procedures and were sequenced in different sequencing centers, they were included as two separate groups of samples in the meta-analysis. The biopsy and experimental characteristics are shown in Table3.3.1. GTEx and FUSION had both males and female samples, while TwinsUK only had female samples and METSIM only had male samples. All of the samples in TwinsUK, METSIM and FUSION studies were of European ancestry. Of the 581 GTEx samples that had both genotype and gene expression data, 479 ( $82.4 \%$ ) were of European ancestry, 71 (12.2\%) were of African American ancestry, and 31 (5.3\%) were of Asian ancestry. As most of our samples were of European ancestry, I performed one meta-analysis including only samples of European ancestry (TwinsUK, METSIM, FUSION, and GTEx European) and a separate metaanalysis including samples of mixed ancestry individuals (TwinsUK, METISIM, FUSION, and all GTEx). The sample demographic characteristics are summarized in Table3.3.2.

| Study | Biopsy site | Technique | Genotyping | Imputation |
| :--- | :--- | :--- | :--- | :--- |
| TwinsUK | Sub-umbilical area | Punch biopsy | Array | HRC |
| METSIM-1 | Near-umbilicus area | Needle biopsy | Array | HRC |
| METSIM-2 |  | Surgical scalpel | Array | HRC |
| GTEx | Lower leg | Surgical incision | WGS | No imputation |
| FUSION | Lateral of the umbilicus | Surgical scalpel | Array | HRC |

Table 3.3.1. Biopsy and experimental characteristics of participating studies. WGS: Whole-genome sequencing. HRC: the Haplotype Reference Consortium panel.

| Study | Sample size | Ancestry | Sex | Age(years, 1st-3rd quantiles) |
| :--- | :--- | :--- | :--- | :--- |
| TwinsUK | 722 | European | Female | $59[52-65]$ |
| METSIM-1 | 426 | Finnish | Male | $54[51-59]$ |
| METSIM-2 | 420 | Finnish | Male |  |
| GTEx-Euro | 407 | European | Both | $53.4[21-70]$ |
| GTEx-all | 495 | European,African, Asian | Both |  |
| FUSION | 280 | Finnish | both | $60[55-65]$ |

Table 3.3.2. Demographic characteristics of participating studies

### 3.3.2 Comparison of the conditional eQTL meta-analysis results obtained using the conditional eQTL meta-analysis function of APEX and GCTA-COJO to

 those obtained using the individual-level data approachWe aimed to combine the conditional eQTL associations from individual studies via metaanalysis to improve power for eQTL discovery. Software that can be used for conditional eQTL meta-analysis include the conditional eQTL meta-analysis function of APEX[150] and GCTA-COJO[125]. APEX uses score statistic vectors of marginal eQTL associations and variance-covariance matrices between variants from individual studies to perform conditional eQTL meta-analysis. GCTA-COJO uses the summary statistics of combined marginal variant-GWAS trait associations and an external reference panel to perform approximate conditional analysis for phenotypic GWAS study. GCTA-COJO has the potential to be used for approximate conditional analysis of eQTL associations by treating the expression level of a gene as a quantitative GWAS trait.

To evaluate the conditional eQTL associations obtained from APEX and those obtained from GCTA-COJO, I separately compared their results with those obtained using a goldstandard approach. The gold-standard approach to perform conditional eQTL detection in a meta-analysis without access to individual-level data is to perform sequential conditional eQTL detection within each study using the lead variants selected from the previous metaanalysis rounds (denoted as individual-level data approach). This is a laborious process and has to be conducted up to several times for each gene to complete the sequential conditional analysis. Therefore, I detected conditional eQTLs with the individual-level data approach for ten genes on chromosome 22, using FUSION and GTEx v7 release data that I had access to. The ten genes were randomly selected genes with $\geq 2$ eQTLs
from a preliminary conditional-eQTL meta-analysis of TwinsUK, METSIM-1, and FUSION studies. Using the individual-level data approach, I detected 1 eQTL for one gene, 3 eQTLs for 5 genes, 4 eQTLs for 2 genes, and 5 eQTLs for 2 genes in the meta-analysis of FUSION and GTEx v7.

For the same ten genes, I performed conditional eQTL meta-analysis using APEX and GCTA-COJO separately. Comparing the APEX results to those from the individual-level data approach, for nine of the ten genes, the two approaches agreed in both the number of eQTL signals and the lead eQTL variants (the same variant or in high LD (min $\mathrm{R}^{2}=0.93$ ) (Table3.3.3). For one (PI4KAP2) gene, APEX detected one more signal (rs138649538) than using the individual-level data, which was slightly more significant than the p-value threshold of $2.5 \times 10^{-6}$. The p-values from the two approaches were consistent overall, with very significant (small) p-values displayed a larger discrepancy. Of the 34 variantgene pairs, 28 ( $82.4 \%$ ) had p -values in the same order of magnitude, three differed in one order of magnitude, two differed in two orders of magnitude, and one differed in three orders of magnitude.

As $96 \%$ of our samples were of European ancestry, I used 10k randomly-selected unrelated samples from UKB as a reference panel for GCTA-COJO. Comparing the GCTACOJO results to those from individual-level data approach, for the ten genes, the number of conditionally independent eQTLs detected by GCTA-COJO (6 to 21 eQTLs) were much larger than the individual-level data approach (1 to 5 eQTLs); although the lead variants of the primary eQTLs were the same, none of the secondary eQTL was the same or in high $L D\left(R^{2}\right.$ threshold $\left.=0.8\right)$ with those detected by the individual-level data approach.

| Gene | Lead eQTL varaint |  |  | Conditional p-values |  | Ratio between $p$-values |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Individual-level data approach | APEX | LD R ${ }^{2}$ | Individual-level data approach | APEX |  |
| TUBGCP6 | rs112983849 | rs112983849 | Same | $3.24 \mathrm{E}-09$ | 3.18E-09 | 1.02 |
| TBC1D22A | rs801640 | rs801640 | Same | $1.38 \mathrm{E}-46$ | $1.38 \mathrm{E}-46$ | 1.00 |
|  | rs15646 | rs15646 | Same | $7.01 \mathrm{E}-07$ | $1.67 \mathrm{E}-07$ | 4.19 |
|  | rs12389 | rs2295441 | 0.93 | $3.49 \mathrm{E}-08$ | $3.06 \mathrm{E}-08$ | 1.14 |
| CDC42EP1 | rs9610795 | rs9610795 | Same | $6.04 \mathrm{E}-17$ | $1.19 \mathrm{E}-17$ | 5.09 |
|  | rs7291467 | rs7291467 | Same | $3.58 \mathrm{E}-07$ | $1.71 \mathrm{E}-07$ | 2.09 |
|  | rs4821677 | rs7290515 | 1 | 2.03E-06 | $1.74 \mathrm{E}-06$ | 1.16 |
| MMP11 | rs9624318 | rs9624318 | Same | $2.27 \mathrm{E}-11$ | $7.73 \mathrm{E}-11$ | 0.29 |
|  | rs5751789 | rs5751789 | Same | 2.19E-06 | 1.97E-06 | 1.11 |
|  | rs62239011 | rs62239011 | Same | $2.42 \mathrm{E}-06$ | 2.50E-06 | 0.97 |
| AP000347.4 | rs7289879 | rs 10222270 | 1 | $5.27 \mathrm{E}-40$ | $2.76 \mathrm{E}-39$ | 0.19 |
|  | rs5759963 | rs11090280 | 1 | $1.26 \mathrm{E}-16$ | $8.31 \mathrm{E}-16$ | 0.15 |
|  | rs61479247 | rs61479247 | Same | $8.52 \mathrm{E}-07$ | $2.10 \mathrm{E}-06$ | 0.41 |
| C1QTNF6 | rs739040 | rs739040 | Same | $2.22 \mathrm{E}-13$ | 3.16E-13 | 0.70 |
|  | rs62235065 | rs62235065 | Same | 2.03E-06 | $2.13 \mathrm{E}-06$ | 0.95 |
|  | rs10854698 | rs10854698 | Same | $1.59 \mathrm{E}-06$ | $2.49 \mathrm{E}-06$ | 0.64 |
| PRODH | rs367766 | rs367766 | Same | $5.40 \mathrm{E}-36$ | 3.51E-34 | 0.02 |
|  | rs8137125 | rs8137125 | Same | $4.66 \mathrm{E}-15$ | $3.31 \mathrm{E}-15$ | 1.41 |
|  | rs759404 | rs759404 | Same | $8.41 \mathrm{E}-08$ | $1.19 \mathrm{E}-07$ | 0.70 |
|  | rs111404325 | rs11913840 | 1 | $4.60 \mathrm{E}-07$ | $3.11 \mathrm{E}-07$ | 1.48 |
| FAM118A | rs104664 | rs104664 | Same | 7.15E-136 | 2.24E-133 | 0.003 |
|  | rs738176 | rs738176 | Same | 3.92E-33 | $2.60 \mathrm{E}-33$ | 1.51 |
|  | rs58667 | rs58667 | Same | $3.36 \mathrm{E}-06$ | $2.76 \mathrm{E}-06$ | 1.22 |
|  | rs2294202 | rs2294202 | Same | $7.28 \mathrm{E}-06$ | $1.31 \mathrm{E}-06$ | 5.56 |
| SERHL | rs5751306 | rs5751306 | Same | $1.85 \mathrm{E}-26$ | $8.42 \mathrm{E}-26$ | 0.22 |
|  | rs137055 | rs 137055 | Same | $1.03 \mathrm{E}-09$ | $4.04 \mathrm{E}-09$ | 0.25 |
|  | rs5758768 | rs5758768 | Same | $4.07 \mathrm{E}-08$ | $6.77 \mathrm{E}-08$ | 0.60 |
|  | rs143108908 | rs143108908 | Same | $1.36 \mathrm{E}-06$ | $2.36 \mathrm{E}-06$ | 0.58 |
|  | rs8139383 | rs8139383 | Same | $3.61 \mathrm{E}-07$ | $6.22 \mathrm{E}-07$ | 0.58 |
| PI4KAP2 | rs861787 | rs861787 | Same | $4.30 \mathrm{E}-18$ | $4.92 \mathrm{E}-18$ | 0.87 |
|  | rs861848 | rs861848 | Same | $9.03 \mathrm{E}-14$ | $1.08 \mathrm{E}-14$ | 8.37 |
|  | rs178047 | rs2072516 | 1 | $5.34 \mathrm{E}-11$ | $5.41 \mathrm{E}-11$ | 0.99 |
|  | rs464694 | rs464694 | Same | $2.23 \mathrm{E}-07$ | $8.79 \mathrm{E}-07$ | 0.25 |
|  | rs465500 | rs458361 | 0.99 | 3.65E-36 | 4.25E-34 | 0.01 |

Table 3.3.3. Conditional eQTLs identified by the individual-level data approach and the conditional eQTL meta-analysis function of APEX. LD: linkage disequilibrium.

### 3.3.3 Comparison of the conditional eQTL meta-analysis results obtained using the conditional eQTL meta-analysis function of APEX and GCTA-COJO

We further compared conditional eQTL meta-analysis results obtained using the conditional eQTL meta-analysis function of APEX or GCTA-COJO for a larger set of genes (all 538 genes on chromosome 20) and a meta-analysis of three studies (TwinsUK, METSIM1, and FUSION). GCTA-COJO uses an external reference panel to estimate the LD correlation between genetic variants across samples in meta-analysis participating studies. Therefore, the sample size of the reference panel and the genetic similarity of the reference panel to the participant studies were critical for GCTA-COJO. Of the 1428 biopsy donors across the three studies (TwinsUK, METSIM-1, and FUSION), half were of Finnish ancestry, half were of a broader European ancestry. We ran GCTA-COJO with three reference panels: 10K array-genotyped METSIM samples, 10K and 20K randomly selected UK Biobank (UKB) samples. The 10K METSIM samples are a representation of Finnish ancestry, and the 10 K or 20 K UKB samples are a broader representation of European ancestry.

Of the 538 genes on chromosome 20, APEX identified 0 eQTL for 107 (19.8\%) genes, 1 eQTL for 295 (54.8\%) genes, 2 eQTLs for 90 (16.7\%) genes, and 3 to 5 eQTLs for 46 (8.5\%) genes (Table3.3.4). Using a reference panel of 10K HRC-imputed METSIM samples, GCTA-COJO identified 0 eQTL for 114 (21.1\%) genes, 1 eQTL for 2 ( $0.37 \%$ ) genes, 2 eQTLs for 1 ( $0.19 \%$ ) gene, 3 to 5 eQTLs 27 (5.02\%) for genes and 6 to 37 eQTLs for 394 (73.2\%) genes (Figure3.3.1). Similarly, using HRC-imputed genotypes of 10K or 20K UKB, GCTA-COJO identified 6 to 47 eQTLs for 402 ( $74.7 \%$ ) and 400 ( $74.3 \%$ ) genes respectively (Figure3.3.1). The results from the 538 gene analysis suggest that GCTA-COJO may have provided many spurious conditional eQTLs.

| Number of independent eQTLs | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Number of genes | 107 | 295 | 90 | 39 | 6 | 1 |
| Percent of tested genes (\%) | 19.8 | 54.8 | 16.7 | 7.2 | 1.1 | 0.2 |

Table 3.3.4. Number and percent of genes with $n(0 \leq n \leq 5)$ eQTLs detected by using the conditional eQTL meta-analysis function of APEX. Variants were considered to be an eQTL if it had $p$ $\leq 0.05 / 20,000=2.5 \times 10^{-6}$ with a given gene .


Figure 3.3.1. Number of genes with $n(1 \leq n \leq 47)$ eQTL detected by GCTA-COJO using different reference panels for LD estimation. I identified conditional eQTLs for all 538 chromosome 20 genes, by providing GCTA-COJO the summary statistics of marginal eQTL associations and an external reference panel. I conducted the same analysis with three reference panels, 10k samples from the larger METSIM cohort, 10k and 20K randomly selected unrelated samples from the UK Biobank (UKB). Variants were considered to be an eQTL if it had $p \leq 0.05 / 20,000=2.5 \times 10^{-6}$ with a given gene.

### 3.3.4 Genome-wide conditional eQTL analysis in individual studies and meta-analysis

I performed genome-wide conditional eQTL analysis for each individual study using the single-study conditional eQTL analysis function of APEX and for meta-analysis using the conditional eQTL meta-analysis function of APEX. In each individual study, I tested genes that had $\geq 5$ CPMs in $\geq 25 \%$ samples ( $22.3 \mathrm{~K}-28.7 \mathrm{~K}$ per study). A total of 30,604 genes were present in at least one study, and 19,108 of the genes were present in the intersection of all studies, 2165 genes were present only in TwinsUK, METSIM-1, METSIM-2, and FUSION, and 1812 genes were present only in METSIM-1, METSIM-2, GTEx, and FUSION (Figure 3.3.2).

The proportions of genes with zero to ten eQTLs were almost identical with and without the non-European individuals in the meta-analysis (Figure3.3.3). Of the 30,604 genes present in at least one study (Figure3.3.3A), I identified $\geq 1$ eQTL for $39.3 \%-49 \%$ of genes in individual studies, and for $63.9 \%$ of genes in the meta-analysis of European individuals. I


Figure 3.3.2. Number of genes present in different combination of studies. RNA-seq based gene expression data from TwinsUK, METSIM-1, METSIM-2, GTEx v8, FUSION were used in the metaanalysis. The blue bars on the left show the number of genes tested in a study. The black bars show the number of genes present in a given combination of studies, denoted by the dots under the x -axis.
identified exactly one eQTL for 28.8\% - 39.1\% of genes in individual studies, and 30.4\% of genes in the meta-analysis of European individuals. I identified $\geq 2$ eQTLs for $8.0 \%-$ $13.8 \%$ of genes in individual studies, and $33.6 \%$ of genes in the meta-analysis of European individuals. Compared to TwinsUK, the individual study with the largest sample size, the meta-analysis of European individuals increased the proportion of genes with $\geq 1$ eQTL from $49 \%$ to $63.9 \%$, and increased the proportion of genes with $\geq 2$ eQTLs from $13.5 \%$ to $33.6 \%$.

I stratified the results by whether the genes were in the intersection of all studies or in a subset of the studies. Of the 19108 genes present in all studies (Figure3.3.3B), I identified $\geq 1$ eQTL for $43.2 \%-54.4 \%$ of genes in individual studies, and $\geq 1$ eQTL for $80.3 \%$ of genes in the meta-analysis. I identified exactly one eQTL for $34.4 \%-39.1 \%$ of genes in individual studies, and $33.7 \%$ of genes in the meta-analysis. I identified $\geq 2$ eQTLs for $8.8 \%-15.3 \%$ of genes in individual studies and $46.6 \%$ of genes in the meta-analysis. Compared to TwinsUK, the meta-analysis increased the proportion of genes with $\geq 1$ from $52.8 \%$ to $80.3 \%$, and increased the proportion of genes with $\geq 2$ eQTLs from $15.0 \%$ to
46.6\%. Of the 19108 genes, meta-analysis identified eQTLs for 1794 genes for which individual studies did not identify any eQTL, and identified more eQTLs for 6192 of the 19108 genes. However, meta-analysis identified fewer eQTLs for 487 of the 19108 genes.

Of the genes not present in all studies (Figure3.3.3C), I identified $\geq 1$ eQTL for $23.3 \%$ $-31.1 \%$ of genes in individual studies, and $\geq 1$ eQTL for $33.7 \%$ of genes in the metaanalysis. I identified exactly one eQTL for $16.3 \%-24.6 \%$ of genes in individual studies, and $22.8 \%$ of genes in the meta-analysis. I identified $\geq 2$ eQTLs for $3.8 \%-6.7 \%$ of genes in individual studies and 10.9\% of genes in the meta-analysis.


Figure 3.3.3. Proportion of tested genes with $(1 \leq N \leq 10)$ eQTLs. eQTL detection was performed for genes in the union set of studies (A), for genes in the intersection of studies (B), and for genes in a subset of studies (C). The x-axis denotes the number of conditional eQTLs, and the y-axis denotes the percent of tested genes with a given number of eQTLs.

### 3.3.5 Colocalization between adipose eQTLs identified in the meta-analysis and GWAS loci for cardiometabolic traits

Excessive accumulation and malfunction of subcutaneous adipose tissue may play a crucial role in the development of cardiometabolic diseases. Therefore, we sought to identify subcutaneous adipose tissue cis-eQTLs that shared potential causal variants with genetic associations for seven cardiometabolic diseases and related traits: T2D, BMI, WHR, WHRadjBMI, CAD, fasting glucose, and fasting insulin by performing colocalization analysis. Colocalization analysis requires that the GWAS study and eQTL study are from the same underlying population and have same LD patterns across samples. As the majority of participants of the GWAS studies used for the colocalization analysis and of the present
eQTL meta-analysis were of European ancestry, I used the results from individuals of European ancestry for the remaining analysis.

I accessed the evidence for colocalization between the GWAS variants of cardiometabolic disease and related traits and subcutaneous adipose tissue eQTLs identified in the metaanalysis using coloc2[115], [158]. Coloc2 is a Baysian method that estimates the posterior probability for five hypotheses. If the hypotheses H4 (both GWAS and eQTL had association signals and they share the same causal variant) had a posterior probability (PP4) $\geq$ 0.8 , an eQTL was considered to be colocalized with a GWAS variant.

I performed colocalization analysis for 19,569 genes present in at least one study and had $\geq 1$ eQTL. I first tested for colocalization between GWAS variants and eQTLs from 9,289 genes with exactly one eQTL, using the summary statistics of marginal variant-gene associations. eQTLs of 162 genes were colocalized with at least one GWAS locus, and eQTLs of 44 genes were colocalized with GWAS loci of more than one trait. Of the 162 colocalized genes, 20 genes were only identified by meta-analysis.

I next tested for colocalization between GWAS variants and the eQTLs for 10,280 genes with $\geq 2$ eQTL detected in the meta-analysis, using conditional eQTL associations. eQTLs of 355 genes were colocalized with at least one GWAS locus, eQTLs of 100 genes were colocalized with GWAS loci of more than one trait. Of the 355 genes, eQTLs of eight genes were identified only in the meta-analysis. Stratifying the colocalization results from genes with $\geq 2$ eQTL by primary eQTLs and secondary eQTLs, I observed that 171 primary eQTLs were colocalized with 159 GWAS loci; 221 secondary eQTLs were colocalized with 193 GWAS loci.

Taking the colocalization results from genes with exactly one eQTL and with $\geq 2$ eQTLs together (Supplementary Table3.7.1), I identified colocalization for 61 T2D loci, 115 BMI loci, 110 WHR loci, 132 WHRadjBMI loci, four CAD loci, and four fasting glucose loci. A total of 517 genes had eQTLs colocalized with GWAS signals. Of the 517 genes, 334 genes had primary eQTL colocalized with at least one GWAS signal, 202 genes had secondary eQTLs colocalized with at least one GWAS signal. The number of genes with primary or

|  | Primary eQTL signals |  | Secondary eQTL signals |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Colocalized GWAS loci | Colocalized genes | Colocalized GWAS loci | Colocalized genes |
| T2D | 47 | 66 | 25 | 31 |
| BMI | 75 | 111 | 62 | 71 |
| WHR | 73 | 114 | 62 | 84 |
| WHRadjBMI | 94 | 140 | 63 | 83 |
| CAD | 2 | 6 | 2 | 2 |
| Fasting glucose | 3 | 4 | 1 | 1 |
| Fasting insulin | 0 | 0 | 0 | 0 |

Table 3.3.5. Number of genes with primary or secondary eQTLs colocalized with each of the seven cardiometabolic disease and traits.
secondary eQTLs colocalized with GWAS traits are shown in Table3.3.5.
(A)


Figure 3.3.4. T2D GWAS locus rs2972144 is colocalized with the primary eQTL for IRS1, colored by 1000G Phase 3 European LD. (A) Marginal association plot for T2D meta-analysis from Mahajan et al. at the rs2972144 locus ( $p$-value $=2.80 \times 10^{-45}$ ); (B) Marginal association plot for IRS1 expression level in the adipose eQTL meta-analysis. The GWAS variant rs2972144, in high LD $\left(R^{2}=0.97\right.$ and $\left.D^{\prime}=0.99\right)$ with the lead eQTL variant for IRS1 rs2138157, had strong association with IRS1 expression level in the meta-analysis ( p -value $=1.04 \times 10^{-83}$ ).

The colocalization analysis identified genes that have clear links to the disease mechanisms. As an example, the primary eQTL of IRS1 (lead variant rs2138157, conditional p-value $=1.04 \times 10^{-83}$, PP4 $=0.96$ ) was colocalized with the T2D GWAS signal (lead variant rs2972144 GWAS p-value $\left.=2.80 \times 10^{-45}\right)($ Figure3.3.4), consistent with the previous colocalization evidence between the same GWAS locus and same IRS1 eQTL[29]. rs2972144 and rs2138157 were in high LD (1000G EURO $R^{2}=0.97, D^{\prime}=0.99$ ). rs2138157 had directionally consistent effects on IRS1 across studies. There was only a single GWAS signal near IRS1 and a second eQTL for IRS1 revealed in the meta-analysis was not colocalized with the GWAS signal. The T2D risk allele rs2972144-G was associated with a lower expression level of IRS1. The IRS1 protein is a substrate for the insulin receptor and other tyrosine kinases. Reduced IRS1, caused by chronic insulin exposure, contributed to chronic insulin resistance in neonatal rat ventricular cardiomyocytes[159] and IRS1 protein degradation impaired glucose uptake in the adipose tissue of T2D mice[160].

We observed one instance where distinct GWAS signals at the same locus colocalized with independent eQTLs for the same gene. The GWAS locus for WHRadjBMI with lead variant rs863750 has a complex LD structure and encompasses many genes. Ying et al. dissected the variant-WHRadjBMI associations in this region into two GWAS signals, represented by rs863750 and rs7133378, respectively[157] (Figure 3.3.5). rs863750 and rs7133378 are located 95 kb away and are in low linkage disequilibrium $\left(R^{2}=0.016, D{ }^{\prime}=0.15\right.$ in 1000G Euro). Ying et al.[157] and Raulerson et al.[29] found that the rs863750 WHRadjBMI signal was colocalized with the eQTL of ZNF664. From the initial colocalization analysis with the marginal GWAS associations (unseparated signals), I found many eQTL signals colocalized with the marginal GWAS associations at this locus. These colocalized eQTLs appeared by visual inspection to colocalize with the one of the two WHRadjBMI GWAS signals (rs863750 and rs7133378). The rs863750 WHRadjBMI signal appeared to be colocalized with the primary eQTL for ZNF664 (rs10773049, conditional pvalue $=2.87 \times 10^{-90}, \mathrm{PP} 4=1$ ) as well as the secondary eQTLs for FAM101A (rs10773049, conditional p-value $=8.22 \times 10^{-10}$, PP4=1) and CCDC92 (rs863750, conditional p-value $=$ $\left.2.38 \times 10^{-59}, \mathrm{PP} 4=1\right)($ Table3.3.6). The rs7133378 WHRadjBMI signal appeared to be colo-
calized with the primary eQTL for FAM101A (rs7133378, conditional p-value $=2.82 \times 10^{-12}$, PP4=0.83). Although rs7133378 was also the secondary eQTLs for ZNF664 (conditional $p$-value $=4.75 \times 10^{-67}$ ), no significant colocalization was detected between them.
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Figure 3.3.5. Two distinct WHRadjBMI singals (rs863750 and rs7133378) at the locus near ZNF664, colored by 1000 Genomes (1000G) Phase 3 Euro LD. (A) Marginal association plot for singlevariant WHRadjBMI meta-analysis from Pulit et al. near ZNF664. rs863750 p-value $=4.17 \times 10^{-101}$, rs7133378 p -value $=4.0 \times 10^{-98}$; (B) Conditional association plot for WHRadjBMI conditioning on rs7133378 from approximate conditional analysis using GCTA-COJO. Conditioning on rs7133378, rs863750-WHRadjBMI association p-value $=6.40 \times 10^{-121}$; (C) Conditional association plot for WHRadjBMI conditioning on rs863750 from approximate conditional analysis using GCTA-COJO. Conditioning on rs863750, 7133378-WHRadjBMI association p-value $=9.99 \times 10^{-110}$.

As the existence of multiple signals in the GWAS locus may reduce the power for coloc2[115], [158] to detect colocalization, we explored whether using the conditional summary statistics for the GWAS associations would mitigate such impact. For the two GWAS signals at this locus (rs863750 and rs7133378), we separately computed the approximate conditional summary statistics for each signal, conditioning on the other (using GCTACOJO). The colocalization results using the separated WHRadjBMI signals found evidence for colocalization between the rs863750 WHRadjBMI signal and the primary eQTL for ZNF664 (Figure 3.3.6C) and secondary eQTLs for FAM101A (Figure 3.3.6E) and CCDC92 (Figure 3.3 .6 g ), and between the rs7133378 WHRadjBMI signal and the secondary eQTL of ZNF664 (PP4=0.99) (Figure 3.3.6D), and the primary eQTLs of FAM101A (Figure 3.3.6F), DNAH10OS (PP4=0.83) (Figure 3.3.6h) and RP11-214K3.24 (PP4=0.96) (Figure 3.3.6j). Compared to the initial colocalization results with marginal GWAS associations, the colocalization results found additional colocalization between the rs7133378 WHRadjBMI signal and the eQTLs for ZNF664, DNAH10OS and RP11-214K3.24 (Table3.3.6).

| GWAS variant | Lead eQTL variant | gene | eQTL rank* | total number of eQTLs | eQTL associations in the joint model $\dagger$ |  | $\mathrm{R}^{2}$ | D' | PP.H4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | beta | P |  |  | Marginal GWAS | Conditional GWAS |
| rs863750 | rs10773049 | ZNF664 | 1 | 8 | 0.28 | 2.87E-90 | 1.00 | 1.00 | 1.00 | 1.00 |
| rs863750 | rs10773049 | FAM101A | 2 | 2 | 0.11 | $8.22 \mathrm{E}-10$ | 1.00 | 1.00 | 1.00 | 1.00 |
| rs863750 | rs863750 | CCDC92 | 3 | 7 | -0.27 | $2.38 \mathrm{E}-59$ | 1.00 | 1.00 | 1.00 | 1.00 |
| rs7133378 | rs952632 | ZNF664 | 2 | 8 | 0.22 | $4.75 \mathrm{E}-67$ | 0.88 | 0.97 | 0.51 | 0.99 |
| rs7133378 | rs7133378 | FAM101A | 1 | 2 | 0.14 | $2.82 \mathrm{E}-12$ | 1.00 | 1.00 | 0.83 | 0.95 |
| rs7133378 | rs10846580 | DNAH100S | 1 | 3 | 0.26 | $1.19 \mathrm{E}-36$ | 0.90 | 0.99 | 0.00 | 0.83 |
| rs7133378 | rs4765562 | RP11-214K3.24 | 1 | 1 | 0.29 | $2.83 \mathrm{E}-16$ | 0.89 | 0.99 | 0.00 | 0.96 |

Table 3.3.6. Primary and secondary eQTLs colocalized with the two-signal (rs863750 and rs7133378) WHRadjBMI GWAS locus nearZNF664. *eQTL_rank: the order of the variants being selected as an eQTL. †Joint model: all selected QTL variants are included in the model. For example, the model for ZNF664 had eight eQTL variants. $\mathrm{R}^{2}$ and D': Between the GWAS variant and the eQTL variant, estimated using 1000 Genomes Phase 3 European LD.
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Figure 3.3.6. A two-signal WHRadjBMI locus (rs863750 and rs7133378) is colocalized with eQTLs of three and four genes correspondingly, colored by 1000G Phase 3 European LD.(A) Regional association plot for WHRadjBMI conditioning on rs7133378 from approximate conditional analysis using GCTA-COJO; (B) Regional association plot for WHRadjBMI conditioning on rs863750; (C) Residual eQTL associations for ZNF664 after accounting for the other seven eQTLs except for the eQTL (rs10773049) that colocalized with the GWAS signal rs863750. Lead eQTL variant rs10773049 is in high LD with rs863750 ( $R^{2}=1.00$ and $D^{\prime}=1$ ); (D) Residual eQTL associations with ZNF664 after accounting for the other seven eQTLs, representing the conditional association of eQTL rs952632. rs952632 colocalized with the GWAS signal rs7133378 ( $\mathrm{R}^{2}=0.88$ and $D^{\prime}=0.97$ ); (E) Residual eQTL associations with FAM101A after accounting for the primary eQTL of FAM101A (rs7133378), representing the conditional association of the secondary eQTL (rs10773049) that colocalized with the GWAS signal rs863750; (F) Residual eQTL associations with FAM101A after accounting for the secondary eQTL of FAM101A (rs10773049), representing the conditional association of the primary eQTL (rs7133378); (G) Residual eQTL associations with CCDC92 after accounting for the other six eQTLs except for the eQTL rs863750; (H) Residual eQTL associations with DNAH10OS after accounting for the other two eQTLs, representing the conditional association of eQTL rs10846580 that colocalized with the GWAS signal rs86375 ( $\mathrm{R}^{2}=0.90$ and $\mathrm{D}^{\prime}=0.99$ ); (I) eQTL associations with RP11-214K3.24. RP11-214K3.24 eQTL rs4765562 colocalized with the GWAS signal rs7133378 ( $R^{2}=0.89$ and $D^{\prime}=0.99$ ).

Both the rs863750 and rs7133378 WHRadjBMI signals are associated with multiple other GWAS traits. rs863750-C allele is associated with higher BMI[155] and HDL[161], [162] as well as lower WHR[155] and triglyceride[163], [164]. rs7133378-A allele is associated with higher BMI[155], lower WHR[155], and higher reticulocyte count[165]. rs863750-C was associated with higher expression of both ZNF644, CCDC92 and FAM101A. rs7133378A allele was associated with the higher expression of FAM101A, ZNF664, DNAH10OS and RP11-214K3.24. rs863750 is an intronic variant within FAM101A, and rs7133378 is an intronic variant within DNAH10OS and CCDC92. Our knowledge is limited about the functions of these four genes. ZNF664 is predicted to be a transcription factor. CCDC92 is a coiled-coil domain protein interacting with proteins at the centriole-ciliary interface[166].

Our colocalization results revealed significant colocalization for 517 of 19,569 genes that had $\geq 1$ eQTL. Of the 1794 genes that I identified eQTLs only in meta-analysis (not in single-study analyses), 28 genes were found to have eQTLs colocalized with a GWAS variant. One example was that WHRadjBMI loci rs3892816 (GWAS meta-analysis p-value= $4.0 \times 10^{-13}$ )[155] was colocalized the eQTL of EXOC3L1 rs11552322 (eQTL meta-analysis $p$-value $=8.1 \times 10^{-8}, \mathrm{PP} 4=0.90$ ). rs3892816 and rs 11552322 were in high LD ( $\mathrm{R}^{2}=0.861$ and $D^{\prime}=0.96$ ) (Figure3.3.7). We did not identify any eQTLs for EXOC3L1 within each individual study, but identified one eQTL (rs11552322) in the meta-analysis. rs3892816-T, the only GWAS signal in this locus, was associated with higher WHRadjBMI and a lower expression level of EXOC3L1. EXOC3L1 encodes a protein of the exocyst complex, which functions as a tether of secretory vesicles to the plasma membrane to facilitate molecular trafficking[167], [168].
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Figure 3.3.7. WHRadjBMI GWAS locus rs3892816 was colocalized with the eQTL for EXOC3L1, colored by 1000 Genomes (1000G) Phase 3 European LD. (A) Marginal association plot for WHRadjBMI meta-analysis from Pulit et al. at the rs3892816 locus ( p -value $=4.0 \times 10^{-13}$ ); ( B ) Marginal association plot for EXOC3L1 expression level in the adipose eQTL meta-analysis. The GWAS variant rs3892816, in high LD ( $R^{2}=0.861$ and $D^{\prime}=0.96$ ) with the lead eQTL variant for EXOC3L1 rs11552322, were found to be associated with EXOC3L1 expression level in the metaanalysis $p$-value $=8.1 \times 10^{-8}$.

We observed that a GWAS locus was colocalized with eQTLs of more than one gene for 130 GWAS loci. The GWAS variant that colocalized with the largest number of genes (seven) was the BMI GWAS locus rs7498665. rs7498665 colocalized with eQTL for seven genes, four protein-coding genes (SH2B1,ATP2A1, ATXN2L, EIF3C), and three antisense RNA RP11-24N18.1, RP11-22P6.2, RP11-1348G14.5 (Figure3.3.8). The BMI increasing allele rs7498665-G was associated with lower expression of SH2B1, RP1124N18.1, RP11-22P6.2, RP11-1348G14.5 and ATXN2L, and higher expression of ATP2A1 and EIF3C. In the meta-analysis, I observed ten eQTLs for EIF3C, three eQTLs for ATXN2L, and one eQTL for the other five genes. rs7498665 has genome-wide significant associations ( $p$-value $<5 \times 10^{-8}$ ) with obesity[169], waist circumference[170], waist-hip ratio[155], height[171], weight[172], visceral adipose tissue measure[173] and T2D [174], [175]. rs7498665 is a missense variant (Thr484Ala, 1000G EUR MAF=0.26) of SH2B1[176], [177], which encodes a member of the SH2-domain containing mediators family. SH2B1 protein mediates activation of various kinases and mediates leptin, enhances insulin, and TrkA, TrkB and TrkC signaling[178].
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Figure 3.3.8. BMI GWAS locus rs7498665 is colocalized with eQTLs for seven genes, colored by 1000G Phase 3 European LD. (A). Marginal association plot for BMI meta-analysis from Pulit et al. at the rs 7498665 locus. p-value $=1.14 \times 10^{-66}$; (B) Marginal association plot for SH2B1 expression level in the adipose eQTL meta-analysis; (C) Residual eQTL associations with ATXN2L after accounting for the other two eQTLs, representing the conditional association of eQTL rs62036658 that colocalized with the GWAS signal rs7498665 ( $R^{2}=0.95$ and $D^{\prime}=1.00$ ); ( $D$ ) Marginal association plot for RP11-24N18.1 expression level in the adipose eQTL meta-analysis; (E) Regional association plot for RP11-22P6.2 expression level in the adipose eQTL meta-analysis; (F) Regional association plot for ATP2A1 expression level in the adipose eQTL meta-analysis; (G) Marginal association plot for RP11-1348G14.5 expression level in the adipose eQTL meta-analysis; (H) Residual eQTL associations with EIF3C after accounting for the other nine eQTLs, representing the conditional association of eQTL rs7189927 that colocalized with the GWAS signal rs7498665 ( $\mathrm{R}^{2}=0.85$ and $D^{\prime}=0.99$ ).

### 3.4 Discussion

I performed a cis-eQTL meta-anaylsis in subcutaneous adipose tissue of 2256 individuals of European ancestry from TwinsUK, METSIM, GTEx, and FUSION studies and identified conditionally independent eQTLs on a per gene basis. Integrating the conditional eQTL results with the GWAS signals for seven cardiometabolic traits: T2D, Body mass index, Waist-hip ratio, BMI adjusted waist-hip ratio, Coronary artery disease, fasting glucose and fasting insulin, I identified 517 genes that had eQTLs colocalized with GWAS signals.

To select a software for conditional eQTL meta-analysis across the genome, I first compared the conditional eQTL results obtained using the conditional eQTL meta-analysis function of APEX[150] and GCTA-COJO[125] to those obtained using the individual-level data approach (gold standard) for ten genes. Conditional eQTLs identified by APEX were consistent with those identified by the individual-level data approach in both the number of eQTLs and lead variants except that APEX detected one more eQTL with p-value slightly more significant than the p-value threshold for PI4KAP2. The p-values generated by APEX and the individual-level data approach were overall consistent, with individual-level data approach tend to result in smaller p-values for very significant (small) p-values. This discrepancy may in part be due to the probability distributions used to calculate p-values. APEX uses the $t$ distribution to calculate meta-analysis $p$-values. The individual-level data uses the inverse-variance based approach in METAL to calculate the meta-analysis p-values, where the $z$ distribution is used. As the $t$ distribution has thicker tails than the the z-distribution and takes into account of the degree of freedom, the small p-values from the tails of $t$ distribution are larger than those from the tails of the $z$-distribution. For these ten genes, GCTA-COJO identified six to 21 eQTLs and none of the secondary eQTLs was consistent with the individual-level data approach. The results from the comparison with the individual-level data approach suggested that APEX provided results closer to the individual-level data approach, compared to GCTA-COJO. To be able to further evaluate the consistency of the eQTLs identified by APEX and the individual-level data approach, we need to do comparisons on more genes. Second, I compared the conditional eQTL results from APEX and from GCTA-COJO on all genes on chromosome 20.

APEX detected one to five eQTL signals per gene. Regardless of the reference panel used, GCTA detected a large number (up to 47) of conditionally independent eQTLs per gene, suggesting potentially spurious eQTLs were identified. Given our results and the fact that GCTA-COJO has not been used in dissecting marginal eQTL associations into independent eQTLs, although it has been widely used in dissecting marginal GWAS associations into independent signals[33], [100], [179], [180], we recommend caution using GCTA-COJO for conditional eQTL detection.

One possible explanation for the large numbers of eQTLs detected by GCTA-COJO was that GCTA-COJO estimated LD within the study sample using an external reference panel. GCTA-COJO has almost exclusively been used to estimate LD for phenotypic GWA studies where the sample sizes are at the scale of tens of thousands of people. A better estimation is achieved when the reference panel is large ( $\geq 5 \mathrm{~K}$ )[125] and genetically similar to GWAS participants. Here, we need to estimate LD between genetic variants across 2K people from which the eQTL statistics were derived. It is likely that it is less accurate to estimate LD between variants for a small sample set using the reference panel, due to the randomness intrinsic to the small sample set.

TwinsUK, METSIM, GTEx, and FUSION studies collected genotype data and measured gene expression levels using RNA-seq in subcutaneous adipose tissue samples from participants, enabling us to perform the cis-eQTL detection in each study. For the 19.1K genes in the intersection of studies, we compared the proportion of genes with $\geq 1$ eQTL (eGene discovery) in each study. METSIM-1 had the largest proportion (54.4\%) of genes with $\geq 1$ eQTL, GTEx-Euro had the smallest proportion (43.2\%). Several factors can impact the proportion of genes identified to have eQTL. For example, the discovery of genes with $\geq 1$ eQTL increases with sample sizes[31]. TwinsUK had the largest sample size(722), while FUSION had the smallest sample size (280). METSIM-1, METSIM-2 and GTEx had sample sizes of more than 400 . In addition, the cell-type heterogeneity may impact the eGene discovery. On one hand, biopsies that are more homogeneous in cell-type compositions may result in less variation in gene expression levels and thereby increase the eGene discovery. On the other hand, biopsies that are more heterogeneous in cell-type
compositions may allow for the discovery of eQTLs existing in a larger set of cell types. In our previous work[141], we estimated the adipocyte proportions of TwinsUK, METSIM-1 and FUSION samples and found that METSIM-1 had the lowest adipocyte proportions on average, which was likely due to blood contamination of needle biopsy.

We used genotype and RNA-seq based gene expression data from the five studies (TwinsUK, METSIM-1, METSIM-2, GTEx, and FUSION) and performed the largest ( $\mathrm{n}=2256$ ) subcutaneous adipose tissue cis-eQTL meta-analysis to our knowledge. For the 19.1K genes in the intersection of all studies, compared to TwinsUK which was the individual study with the largest sample size, the proportion of genes with $\geq 2$ eQTL was increased from $15.0 \%$ to $46.6 \%$, while the proportion of genes with exactly one eQTL was slightly decreased from $37.8 \%$ to $33.7 \%$. The decrease in the proportion of genes with exactly one eQTL was expected because more genes were found to have $\geq 2$ eQTLs in the meta-analysis compared to individual-study analysis. These results showed that the meta-analysis greatly increased eQTL discovery, especially secondary eQTL discovery. Furthermore, we identified 221 secondary eQTLs colocalized with GWAS loci, which we would not have identified if we had only identified primary eQTLs through the metaanalysis. GWAS variants may affect disease susceptibility by acting as either primary or secondary eQTLs. Compared to primary eQTLs, secondary eQTLs tend to reside more distally from the gene they are associated with, and more frequently found to be tissue/cell type specific eQTLs[115]. Knowing whether a GWAS variant is the primary or secondary eQTL of a gene help us understand the biological mechanisms underlying it.

In the second chapter (FUSION study analysis chapter), we used fastEnloc[83], [84] for the colocalization analysis because we had access to genotype and gene expression data from the FUSION study, which allowed us to use DAP[82] to compute the posterior probability for each independent eQTL signal. FastEnloc uses the posterior probability of each independent eQTL signal generated by DAP to test for colocalization between a GWAS signal and each independent eQTL. In addition to fastEnloc, coloc2[115] is another widely used software for colocalization analysis[29], [115], [157]. Coloc2 uses summary statistics (regression coefficients and their variance) of eQTL associations and internally converts
eQTL association p-values to posterior probabilities assuming one causal variant exists for an eQTL signal. In this chapter (adipose eQTL meta-analysis chapter), we identified primary and secondary eQTLs through conditional eQTL meta-analysis and aimed to use these eQTLs for colocalization analysis. We could not use DAP to compute posterior probabilities of meta-analysis eQTLs because we did not have access to the individual-level gene expression and genotype data from each study. Therefore, we could not use fastEnloc for colocalization analysis. However, we had summary statistics (regression coefficients and their variance) of eQTL associations from the conditional eQTL meta-analysis. We also isolated each conditional eQTL signal and obtained the summary statistics of each independent eQTL signal through the "all-but-one" analysis, which were sufficient for coloc2 to compute posterior probabilities of each independent eQTL for the subsequent colocalization analysis. For genes with $\geq 2$ eQTLs, we were still able to identify colocalization with multiple eQTLs while using coloc2 by applying the colocalization analysis to each GWAS locus-conditional eQTL pair.

In the colocalization results, we observed 130 GWAS loci, each of which colocalized with eQTLs of more than one gene. The BMI GWAS variant rs7498665 was colocalized with eQTLs for the largest number (seven) of genes. rs7498665 is a missense variant located in one of the seven genes, SH2B1[176], [177]. Several other coding variants in SH2B1 are linked to obesity[176], insulin resistance, and T2D[174], [175] in humans. A multitude of evidence suggests that SH2B1 is essential for regulating energy balance, body weight, peripheral insulin sensitivity, and glucose homeostasis[176]. In addition, rs7498665 was associated with the expression level of ATP2A1, ATXN2L, EIF3C, RP11-24N18.1, RP1122P6.2, and RP11-1348G14.5. Missense variants can also work as eQTLs[31], besides leading to changes in amino acid makeup and the function of the encoded protein. It is possible that the BMI GWAS variant rs7498665 not only changes the amino acid of the SH2B1 protein but also affects the expression level of SH2B1 and the other six genes. Although no other eQTL was identified for SH2B1, the possibility that another variant in high LD with rs7498665 is the causal variant responsible for the changes in gene expression levels could not be excluded. ATP2A1 encodes one of the SERCA $\mathrm{Ca}(2+)$-ATPases,
which catalyzes the hydrolysis of ATP coupled with the translocation of calcium from the cytosol to the sarcoplasmic reticulum lumen, and thus plays a fundamental role in muscular excitation and contraction[181]. ATXN2 encodes a protein involved in endocytosis, mTOR signaling, ribosomal translation, and mitochondrial function[182]. Coding and non-coding genetic variants in the ATXN2 were found to cause severe early-onset obesity in children[183]. EIF3C encodes a protein, which is part of EIF3. EIF3 is one of 12 known Eukaryotic translation initiation factors (EIFs) and is closely connected to cell growth cell cycle, and tumorigenesis. EIF3C knockdown inhibited cell proliferation and promoted apoptosis in a pancreatic cancer cell[184] and EIF3C-enhanced exosome secretion increased angiogenesis and accelerated tumor progression for human hepatocelIular carcinoma[185].

I performed colocalization analysis using the marginal GWAS associations and conditional eQTLs identified in the meta-analysis. Of all the colocalization results based on marginal GWAS signals, I observed only one instance, where the marginal WHRadjBMI signal colocalized with two conditionally independent eQTLs of a single gene FAM101A. This observation exemplified the situation where the allelic heterogeneity in the genetic control at the gene level can propagate to the phenotypic level. Two distinct WHRadjBMI signals (rs863750 and rs7133378) exist in the GWAS locus near ZNF664. The rs863750 WHRadjBM signal was found to be colocalized with the primary eQTL of ZNF664[157]. Our colocalization results suggested that the primary WHRadjBMI GWAS signal rs863750 was colocalized with the primary eQTL for ZNF664 and the secondary eQTLs for FAM101A and CCDC92. The secondary WHRadjBMI GWAS signal rs7133378 was colocalized with the primary eQTL for FAM101A. Although the secondary WHRadjBMI GWAS signal rs7133378 appeared to share the same causal variants with the eQTLs for other nearby genes in the regional association plots, the colocalization probabilities were not significant. For this two-signal (rs863750 and rs7133378) WHRadjBMI locus alone, I estimated the conditional summary statistics for the GWAS associations using the approximate conditional association analysis. Compared to the initial colocalization results with the marginal GWAS associations, the colocalization results using conditional GWAS associations iden-
tified additional colocalization between the secondary GWAS signal rs7133378 and the eQTLs for ZNF664, DNAH10OS, and RP11-214K3.24. This observation suggests that although I have identified the multiple eQTLs for the genes, if the multiple signals were not separated at multi-signal GWAS loci, it may still diminish the power to detect significant colocalizations.

For the scenario that a GWAS locus is colocalized with eQTLs of multiple genes, it is possible that these genes might work alone or in combination to confer disease risk. However, it is also possible that not all or none of them are involved in the biological mechanisms contributing to the predisposition to diseases. Colocalization analysis cannot distinguish the causal effect scenario (the same causal variant affects a gene and disease risk) from the pleiotropic effect scenario (the same causal variant affects a gene and disease risk independently) or the different causal variant in high LD scenario (different causal variants affect a gene and disease risk separately). Therefore, some or even all of the genes may not mediate the disease risk conferred by the GWAS locus. Integrating these colocalization results with other data and with functional follow-up are necessary to further elucidate the possible mechanisms driven by these genes.

The growing sample sizes in both phenotypic traits GWAS and eQTL studies will place the field in an increasingly better position to investigate the multiple regulatory effects that contribute to the variations at the gene and phenotype level. Compared to colocalization analysis based on marginal associations for both GWAS and eQTL associations or dissected signals for either one of them, future colocalization analysis based on clearly dissected signals for both GWAS and eQTL associations will have stronger power and will likely lead to a more complete characterization of the functional impact of GWAS variants. This improved knowledge will help translate the associations into causative mechanisms and thereby develop therapeutic drugs and approaches.

### 3.5 My contributions

The work is a joint project with TwinsUK and METSIM groups to combine RNA-seq based eQTL associations from TwinsUK, METSIM, GTEx and FUSION via meta-analysis. Dr.

Julia Moustafa performed PEER factor analysis, generated score statistics and variancecovariance matrices for conditional eQTL meta-analysis using APEX for TwinsUK. Sarah Brotman performed PEER factor analysis, generated score statistics and variance-covariance matrices for METSIM and GTEx. I performed PEER factor analysis, generated score statistics and variance-covariance matrices for FUSION. I compared the conditional eQTLs detected for ten genes in the meta-analysis of FUSION and GTEx v7 data by using APEX or GCTA-COJO to those by using individual-level data. I also compared the conditional eQTL results obtained using APEX and GCTA-COJO for 538 chromosome 20 gene in the meta-analysis of three studies (TwinsUK, METSIM-1, and FUSION). I performed genomewide conditional analyses in individual studies and in meta-analysis using APEX. I performed colocalization analysis for the seven cardiometabolic diseases and traits. I wrote all the texts with the guidance of Dr. Laura Scott and created all figures.

### 3.6 Supplementary figures



Figure 3.6.1. Cumulative proportion of tested genes with $(1 \leq N \leq 10)$ eQTLs. eQTL detection was performed for genes in the union set of studies (A), for genes in the intersection of studies (B), and for genes in a subset of studies (C). The x-axis denotes the number of conditional eQTLs, and the $y$-axis denotes the percent of tested genes with a given number of eQTLs.

### 3.7 Supplementary Tables

Table 3.7.1. Significant colocalization between cardiometabolic disease trait GWAS loci and eQTLs identified in meta-analysis (PP4 > 0.95)

| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T2D | rs2581782 | 0.97 | -0.035 | 4.60E-08 | -0.58 | 2.65E-187 | RFT1 | 1 | 1 |
| T2D | rs508419 | 0.98 | -0.079 | 1.20E-25 | 0.46 | 1.23E-70 | ANK1 | 1 | 1 |
| T2D | rs1049481 | 0.99 | 0.045 | 6.70E-12 | 0.16 | 3.15E-43 | CALR | 1 | 1 |
| T2D | rs2943647 | 0.97 | -0.094 | 2.80E-45 | -0.21 | 6.29E-33 | RP11-395N3.2 | 1 | 1 |
| T2D | rs2421016 | 0.98 | -0.046 | 2.50E-13 | -0.10 | $1.60 \mathrm{E}-28$ | PLEKHA1 | 1 | 1 |
| T2D | rs76895963 | 1.00 | 0.48 | 5.30E-70 | 0.64 | $9.12 \mathrm{E}-23$ | RP11-264F23.3 | 1 | 1 |
| T2D | rs3768321 | 0.99 | 0.085 | 1.30E-26 | -0.17 | $6.56 \mathrm{E}-20$ | RP11-69E11.8 | 1 | 1 |
| T2D | rs2242517 | 0.99 | 0.045 | 4.40E-12 | -0.07 | $4.49 \mathrm{E}-13$ | CTC-425F1.4 | 1 | 1 |
| T2D | rs76895963 | 1.00 | 0.48 | 5.30E-70 | 0.56 | $3.24 \mathrm{E}-12$ | RP11-264F23.4 | 1 | 1 |
| T2D | rs2581787 | 0.95 | 0.036 | 3.00E-08 | -0.18 | $2.07 \mathrm{E}-11$ | RP11-894J14.5 | 1 | 1 |
| T2D | rs3742305 | 0.98 | 0.041 | 1.70E-08 | -0.08 | $7.27 \mathrm{E}-11$ | HMGB1 | 1 | 1 |
| T2D | rs62271373 | 1.00 | 0.088 | 1.00E-09 | -0.17 | $2.26 \mathrm{E}-10$ | TSC22D2 | 1 | 1 |
| T2D | rs2972144 | 0.97 | -0.094 | 7.90E-46 | -0.13 | $3.28 \mathrm{E}-09$ | RP11-395N3.1 | 1 | 1 |
| T2D | rs7124681 | 0.97 | 0.037 | 6.40E-09 | 0.04 | $3.35 \mathrm{E}-07$ | NDUFS3 | 1 | 1 |
| T2D | rs516946 | 0.98 | -0.08 | 4.70E-26 | 0.13 | $4.34 \mathrm{E}-07$ | RP11-930P14.1 | 1 | 1 |
| T2D | rs4977213 | 0.98 | -0.051 | 4.40E-14 | 0.05 | 3.02E-06 | DGAT1 | 1 | 1 |
| T2D | rs1061810 | 0.96 | 0.05 | 8.50E-13 | -0.72 | 0 | HSD17B12 | 1 | 3 |
| T2D | rs764729 | 0.95 | -0.047 | 1.10E-10 | -0.89 | 4.99E-193 | ITGB6 | 1 | 2 |
| T2D | rs2723064 | 0.96 | 0.051 | 3.90E-15 | -0.42 | $5.10 \mathrm{E}-112$ | CEP68 | 1 | 2 |
| T2D | rs2972146 | 0.96 | 0.094 | 2.80E-45 | -0.30 | $1.04 \mathrm{E}-83$ | IRS1 | 1 | 2 |
| T2D | rs11926707 | 0.98 | -0.038 | 1.50E-08 | -0.23 | $1.62 \mathrm{E}-66$ | PTH1R | 1 | 2 |
| T2D | rs1061810 | 0.96 | 0.05 | 8.50E-13 | -0.36 | $3.28 \mathrm{E}-65$ | RP11-613D13.5 | 1 | 2 |
| T2D | rs2925979 | 1.00 | 0.053 | 2.10E-14 | -0.22 | 1.81E-51 | CMIP | 1 | 3 |
| T2D | rs76895963 | 1.00 | 0.48 | 5.30E-70 | 0.88 | $2.96 \mathrm{E}-48$ | CCND2 | 1 | 2 |
| T2D | rs7679066 | 0.99 | 0.038 | 4.60E-08 | -0.17 | 3.91E-48 | DCAF16 | 1 | 2 |
| T2D | rs11688682 | 1.00 | -0.058 | 1.40E-14 | -0.27 | 1.19E-41 | INHBB | 1 | 2 |
| T2D | rs849135 | 1.00 | -0.092 | 6.70E-48 | 0.20 | $1.25 \mathrm{E}-40$ | JAZF1 | 1 | 3 |
| T2D | rs4729854 | 0.98 | 0.037 | 3.30E-08 | -0.32 | $1.00 \mathrm{E}-29$ | RASA4B | 3 | 7 |
| T2D | rs3776706 | 0.96 | -0.053 | 6.00E-13 | -0.20 | $1.57 \mathrm{E}-24$ | FST | 1 | 2 |
| T2D | rs649961 | 0.99 | 0.038 | 1.30E-09 | 0.22 | $2.02 \mathrm{E}-23$ | SLC12A8 | 1 | 2 |
| T2D | rs2453056 | 0.97 | 0.073 | 3.10E-14 | -0.59 | $3.59 \mathrm{E}-23$ | RP5-104218.7 | 2 | 2 |
| T2D | rs3768321 | 1.00 | 0.085 | 1.30E-26 | -0.25 | $2.45 \mathrm{E}-21$ | PABPC4 | 1 | 4 |
| T2D | rs1493694 | 0.97 | 0.084 | 2.10E-16 | 0.28 | $6.37 \mathrm{E}-21$ | RP5-104218.7 | 1 | 2 |
| T2D | rs650558 | 0.98 | 0.051 | 9.10E-12 | 0.24 | $3.12 \mathrm{E}-16$ | HSD17B1P1 | 2 | 2 |
| T2D | rs11688682 | 1.00 | -0.058 | 1.40E-14 | -0.26 | $4.16 \mathrm{E}-15$ | AC073257.2 | 2 | 2 |
| T2D | rs9860221 | 0.99 | 0.055 | 9.20E-15 | 0.13 | 1.07E-14 | ADAMTS9 | 1 | 2 |
| T2D | rs11072553 | 0.98 | -0.046 | 1.00E-09 | -0.09 | $7.45 \mathrm{E}-13$ | IMP3 | 2 | 2 |
| T2D | rs11709077 | 0.96 | -0.11 | 1.60E-27 | -0.16 | $1.70 \mathrm{E}-12$ | TIMP4 | 3 | 3 |
| T2D | rs3747207 | 0.98 | 0.049 | 2.10E-10 | 0.13 | $9.32 \mathrm{E}-12$ | PNPLA3 | 1 | 2 |
| T2D | rs35186585 | 1.00 | -0.046 | 1.50E-09 | -0.17 | $1.69 \mathrm{E}-11$ | HSD17B12 | 3 | 3 |
| T2D | rs4729854 | 0.97 | 0.037 | $3.30 \mathrm{E}-08$ | -0.24 | 2.23E-11 | POLR2J2 | 10 | 10 |
| T2D | rs10228495 | 0.98 | 0.036 | 2.50E-08 | -0.18 | $5.54 \mathrm{E}-11$ | RP11-514P8.8 | 6 | 10 |
| T2D | rs10157145 | 0.97 | -0.036 | 1.10E-08 | -0.10 | $2.03 \mathrm{E}-10$ | NUAK2 | 2 | 2 |
| T2D | rs55966194 | 0.99 | 0.047 | 7.00E-11 | -0.17 | $2.45 \mathrm{E}-09$ | EYA2 | 3 | 4 |
| T2D | rs13389219 | 1.00 | -0.061 | 2.00E-20 | -0.14 | $2.51 \mathrm{E}-09$ | GRB14 | 2 | 4 |
| T2D | rs4102217 | 0.96 | 0.061 | 8.00E-14 | 0.09 | $7.90 \mathrm{E}-08$ | LTBP3 | 4 | 4 |
| T2D | rs55966194 | 0.99 | 0.047 | 7.00E-11 | -0.29 | $5.00 \mathrm{E}-07$ | RP5-1050K3.3 | 1 | 2 |
| T2D | rs3797580 | 0.95 | 0.053 | 2.10E-15 | -0.12 | $1.38 \mathrm{E}-06$ | POC5 | 2 | 2 |
| T2D | rs7640294 | 0.95 | 0.036 | 3.00E-08 | -0.08 | $4.30 \mathrm{E}-06$ | TMEM110 | 4 | 5 |
| T2D | rs11709077 | 0.95 | -0.11 | 1.60E-27 | -0.12 | $2.27 \mathrm{E}-05$ | SYN2 | 4 | 4 |
| BMI | rs3888190 | 0.96 | 0.0284 | 1.57E-66 | -0.28 | $1.38 \mathrm{E}-148$ | SH2B1 | 1 | 1 |
| BMI | rs2232015 | 0.98 | -0.0123 | 9.02E-12 | -0.46 | 2.07E-144 | PRMT6 | 1 | 1 |
| BMI | rs17207196 | 1.00 | -0.022 | 1.58E-36 | 0.37 | 1.70E-133 | POM121C | 1 | 1 |
| BMI | rs17207196 | 1.00 | -0.022 | 1.58E-36 | -0.44 | $9.79 \mathrm{E}-79$ | AC018720.10 | 1 | 1 |
| BMI | rs6463489 | 0.96 | 0.0167 | 2.50E-10 | -0.44 | $4.51 \mathrm{E}-73$ | FBXL18 | 1 | 1 |
| BMI | rs6079138 | 0.98 | -0.0107 | 4.74E-10 | -0.19 | $9.01 \mathrm{E}-73$ | NSFL1C | 1 | 1 |

Table 3.7.1 continued from previous page

| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BMI | rs34517439 | 1.00 | 0.0391 | 3.40E-39 | -0.24 | 3.16E-40 | FUBP1 | 1 | 1 |
| BMI | rs984222 | 0.98 | 0.0123 | 8.76E-14 | 0.17 | 7.51E-31 | TBX15 | 1 | 1 |
| BMI | rs7133378 | 1.00 | 0.0127 | 2.93E-13 | 0.27 | $9.19 \mathrm{E}-31$ | RP11-380L11.4 | 1 | 1 |
| BMI | rs13240600 | 0.98 | 0.018 | 7.90E-16 | -0.12 | $2.00 \mathrm{E}-27$ | CPSF4 | 1 | 1 |
| BMI | rs1784460 | 0.96 | 0.0138 | 2.46E-15 | -0.48 | $5.65 \mathrm{E}-26$ | RP11-11011.14 | 1 | 1 |
| BMI | rs7928810 | 0.98 | 0.0117 | 1.96E-12 | 0.18 | $6.14 \mathrm{E}-25$ | NCR3LG1 | 1 | 1 |
| BMI | rs34720381 | 1.00 | 0.0229 | 7.89E-12 | 0.14 | $2.88 \mathrm{E}-22$ | PRRC2C | 1 | 1 |
| BMI | rs10788797 | 0.96 | -0.0194 | 5.25E-14 | -0.31 | $1.57 \mathrm{E}-18$ | BNIPL | 1 | 1 |
| BMI | rs12022461 | 0.95 | -0.0167 | 9.78E-14 | -0.12 | $4.47 \mathrm{E}-15$ | S100PBP | 1 | 1 |
| BMI | rs3811125 | 0.99 | -0.0152 | 9.42E-13 | 0.31 | $2.10 \mathrm{E}-14$ | RP11-440G5.2 | 1 | 1 |
| BMI | rs7871866 | 0.97 | 0.0179 | 7.56E-14 | 0.20 | $1.43 \mathrm{E}-13$ | RP11-339B21.13 | 1 | 1 |
| BMI | rs9379827 | 0.98 | -0.0134 | $4.44 \mathrm{E}-12$ | -0.20 | 1.75E-13 | HIST1H2BD | 1 | 1 |
| BMI | rs2260051 | 0.97 | -0.0184 | 6.50E-22 | 0.06 | 8.17E-13 | AIF1 | 1 | 1 |
| BMI | rs879620 | 1.00 | 0.0226 | 8.45E-39 | -0.29 | $1.02 \mathrm{E}-11$ | RP11-462G12.2 | 1 | 1 |
| BMI | rs1045411 | 0.98 | -0.0139 | 6.66E-14 | -0.08 | $9.65 \mathrm{E}-11$ | HMGB1 | 1 | 1 |
| BMI | rs12714199 | 0.97 | -0.0141 | 3.22E-16 | -0.05 | $1.21 \mathrm{E}-10$ | KDM3A | 1 | 1 |
| BMI | rs2246012 | 0.99 | -0.0161 | 1.15E-13 | -0.20 | $3.54 \mathrm{E}-10$ | ARG1 | 1 | 1 |
| BMI | rs10668 | 0.97 | -0.0117 | 1.40E-11 | 0.11 | $1.55 \mathrm{E}-08$ | MYLK-AS1 | 1 | 1 |
| BMI | rs2681781 | 0.96 | -0.0235 | 8.47E-48 | 0.23 | $2.74 \mathrm{E}-08$ | CTD-2330K9.3 | 1 | 1 |
| BMI | rs12692596 | 1.00 | 0.012 | 1.03E-12 | 0.06 | $3.45 \mathrm{E}-08$ | RBMS1 | 1 | 1 |
| BMI | rs979012 | 0.99 | -0.0186 | 1.03E-27 | 0.11 | $1.72 \mathrm{E}-07$ | BMP2 | 1 | 1 |
| BMI | rs4911382 | 0.96 | 0.0127 | 1.69E-13 | 0.04 | $1.72 \mathrm{E}-07$ | RALY | 1 | 1 |
| BMI | rs6265 | 0.98 | -0.0413 | 7.40E-89 | -0.15 | $1.89 \mathrm{E}-07$ | BDNF | 1 | 1 |
| BMI | rs7124681 | 0.99 | 0.0257 | 3.96E-55 | 0.04 | $3.35 \mathrm{E}-07$ | NDUFS3 | 1 | 1 |
| BMI | rs3957285 | 0.98 | 0.015 | $2.46 \mathrm{E}-18$ | -0.09 | $5.76 \mathrm{E}-06$ | CTB-31020.2 | 1 | 1 |
| BMI | rs17207196 | 1.00 | -0.022 | 1.58E-36 | 0.63 | 4.16E-164 | STAG3L1 | 1 | 2 |
| BMI | rs7127212 | 0.95 | 0.0135 | 4.16E-15 | 0.27 | 2.65E-128 | HMBS | 1 | 3 |
| BMI | rs983583 | 0.99 | -0.012 | 6.39E-12 | -0.27 | $7.61 \mathrm{E}-107$ | YWHAZ | 1 | 3 |
| BMI | rs863750 | 1.00 | -0.0112 | 1.12E-11 | -0.28 | $1.44 \mathrm{E}-90$ | ZNF664 | 1 | 8 |
| BMI | rs1700138 | 0.96 | 0.0108 | 3.99E-09 | 0.33 | $2.76 \mathrm{E}-72$ | MMP16 | 1 | 3 |
| BMI | rs12597511 | 0.99 | -0.0209 | 2.85E-34 | -0.25 | 1.07E-59 | KAT8 | 1 | 2 |
| BMI | rs863750 | 1.00 | -0.0112 | 1.12E-11 | -0.27 | $2.38 \mathrm{E}-59$ | CCDC92 | 3 | 7 |
| BMI | rs7523023 | 0.96 | -0.0115 | 1.29E-09 | -0.12 | $3.47 \mathrm{E}-59$ | EDEM3 | 1 | 2 |
| BMI | rs62491456 | 0.96 | 0.0197 | 1.29E-09 | 0.21 | $1.45 \mathrm{E}-43$ | JHDM1D | 1 | 3 |
| BMI | rs849135 | 1.00 | 0.0106 | 4.74E-11 | 0.20 | $1.25 \mathrm{E}-40$ | JAZF1 | 1 | 3 |
| BMI | rs17175624 | 0.99 | 0.0118 | 1.37E-09 | 0.16 | $3.18 \mathrm{E}-38$ | FGFR1 | 1 | 3 |
| BMI | rs17207196 | 0.96 | -0.022 | 1.58E-36 | 0.33 | $3.52 \mathrm{E}-36$ | PMS2P3 | 1 | 3 |
| BMI | rs2245368 | 0.98 | -0.0238 | 1.72E-25 | -0.36 | $3.70 \mathrm{E}-29$ | UPK3BP1 | 1 | 3 |
| BMI | rs2966431 | 0.96 | 0.0161 | 1.27E-09 | 0.26 | $4.64 \mathrm{E}-22$ | AC092171.4 | 2 | 4 |
| BMI | rs10497870 | 0.97 | 0.0121 | 1.97E-13 | -0.10 | $1.20 \mathrm{E}-20$ | CARF | 1 | 2 |
| BMI | rs12282785 | 0.98 | -0.0157 | 1.43E-11 | 0.21 | $2.61 \mathrm{E}-20$ | RP11-21L23.2 | 1 | 3 |
| BMI | rs2516739 | 1.00 | -0.0153 | 4.38E-14 | 0.10 | $4.20 \mathrm{E}-18$ | TSC2 | 2 | 3 |
| BMI | rs3738476 | 0.97 | -0.0195 | $3.35 \mathrm{E}-14$ | -0.17 | $4.43 \mathrm{E}-17$ | PRUNE | 1 | 2 |
| BMI | rs799451 | 0.99 | 0.0129 | 1.03E-13 | 0.08 | $4.61 \mathrm{E}-17$ | ZMIZ2 | 2 | 2 |
| BMI | rs6050446 | 0.97 | -0.0346 | 3.17E-13 | 0.22 | $8.42 \mathrm{E}-17$ | ENTPD6 | 3 | 9 |
| BMI | rs4889606 | 0.95 | 0.0209 | 2.90E-36 | -0.13 | $6.05 \mathrm{E}-16$ | RP11-196G11.1 | 3 | 4 |
| BMI | rs11781016 | 0.96 | 0.0104 | 7.82E-10 | 0.06 | $1.50 \mathrm{E}-15$ | CPNE3 | 2 | 3 |
| BMI | rs7133378 | 1.00 | 0.0127 | 2.93E-13 | 0.28 | $2.42 \mathrm{E}-15$ | DNAH10 | 1 | 4 |
| BMI | rs7133378 | 1.00 | 0.0127 | 2.93E-13 | 0.21 | $3.68 \mathrm{E}-15$ | RP11-380L11.3 | 2 | 3 |
| BMI | rs4616635 | 0.99 | -0.0106 | 2.20E-09 | 0.14 | $5.90 \mathrm{E}-15$ | ADAMTS9 | 1 | 2 |
| BMI | rs6512302 | 1.00 | 0.0134 | 1.52E-11 | 0.05 | $2.19 \mathrm{E}-13$ | TCEA2 | 2 | 2 |
| BMI | rs905938 | 0.97 | -0.0143 | 1.71E-14 | -0.10 | 1.56E-12 | ZBTB7B | 2 | 2 |
| BMI | rs17207196 | 0.97 | -0.022 | 1.58E-36 | 0.19 | $2.79 \mathrm{E}-11$ | TRIM73 | 1 | 4 |
| BMI | rs5771118 | 1.00 | -0.013 | 2.56E-09 | -0.09 | $3.66 \mathrm{E}-11$ | PLXNB2 | 2 | 4 |
| BMI | rs3923783 | 0.99 | -0.0222 | 4.12E-23 | 0.14 | $4.56 \mathrm{E}-11$ | RTN4RL1 | 2 | 4 |
| BMI | rs73683491 | 0.98 | 0.0214 | 1.59E-10 | 0.13 | $3.02 \mathrm{E}-10$ | SKAP2 | 2 | 2 |
| BMI | rs2710323 | 0.98 | -0.0141 | $3.65 \mathrm{E}-18$ | -0.07 | $4.75 \mathrm{E}-10$ | StAB1 | 2 | 2 |
| BMI | rs10773049 | 1.00 | -0.0113 | 9.36E-12 | 0.11 | $8.22 \mathrm{E}-10$ | FAM101A | 2 | 2 |
| BMI | rs11236924 | 0.98 | -0.0157 | 1.70E-11 | 0.13 | $2.23 \mathrm{E}-09$ | TSKU | 3 | 3 |
| BMI | rs2297674 | 0.96 | 0.0123 | 4.93E-12 | 0.08 | $2.98 \mathrm{E}-09$ | COL16A1 | 2 | 4 |
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| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BMI | rs3808477 | 0.98 | -0.0182 | $8.73 \mathrm{E}-22$ | 0.09 | 4.80E-09 | TRPS1 | 2 | 2 |
| BMI | rs998584 | 1.00 | -0.013 | $8.10 \mathrm{E}-15$ | -0.06 | 6.07E-09 | VEGFA | 3 | 3 |
| BMI | rs9818870 | 0.98 | -0.0137 | $1.14 \mathrm{E}-09$ | -0.08 | $2.22 \mathrm{E}-08$ | MRAS | 2 | 3 |
| BMI | rs3750944 | 1.00 | -0.0103 | $4.74 \mathrm{E}-09$ | 0.08 | $4.39 \mathrm{E}-08$ | FAM160A2 | 2 | 2 |
| BMI | rs11227313 | 0.99 | 0.0188 | $4.45 \mathrm{E}-21$ | 0.08 | $7.58 \mathrm{E}-08$ | AP001266.1 | 2 | 3 |
| BMI | rs10773049 | 0.95 | -0.0113 | $9.36 \mathrm{E}-12$ | 0.14 | $8.65 \mathrm{E}-08$ | RP11-380L11.3 | 3 | 3 |
| BMI | rs1652376 | 1.00 | -0.0203 | 6.27E-33 | 0.12 | $1.11 \mathrm{E}-07$ | NPC1 | 3 | 3 |
| BMI | rs12282785 | 0.95 | -0.0157 | $1.43 \mathrm{E}-11$ | 0.14 | $1.16 \mathrm{E}-07$ | RP11-21L23.3 | 2 | 2 |
| BMI | rs3782224 | 0.99 | -0.0115 | $4.24 \mathrm{E}-10$ | 0.16 | $1.55 \mathrm{E}-07$ | CHFR | 2 | 2 |
| BMI | rs7138803 | 0.95 | 0.0297 | $3.10 \mathrm{E}-71$ | -0.10 | 5.53E-07 | FAIM2 | 3 | 3 |
| BMI | rs905938 | 0.97 | -0.0143 | $1.71 \mathrm{E}-14$ | -0.13 | $7.94 \mathrm{E}-07$ | DCST1 | 2 | 2 |
| BMI | rs761423 | 0.96 | 0.0105 | $6.51 \mathrm{E}-10$ | -0.14 | $1.45 \mathrm{E}-06$ | MST1L | 1 | 9 |
| BMI | rs879620 | 0.98 | 0.0226 | 8.45E-39 | -0.12 | $4.08 \mathrm{E}-06$ | RP11-462G12.1 | 2 | 3 |
| BMI | rs1000940 | 0.97 | -0.0152 | 7.80E-18 | 0.08 | $5.22 \mathrm{E}-06$ | SCIMP | 3 | 3 |
| BMI | rs6451675 | 0.98 | -0.014 | $2.54 \mathrm{E}-14$ | -0.12 | $6.04 \mathrm{E}-06$ | NIM1 | 2 | 2 |
| BMI | rs6720868 | 0.95 | 0.0154 | 1.82E-17 | -0.04 | $1.79 \mathrm{E}-05$ | TRIP12 | 2 | 2 |
| BMI | rs17207196 | 0.97 | -0.022 | $1.58 \mathrm{E}-36$ | -0.06 | $3.60 \mathrm{E}-05$ | NCF1 | 3 | 3 |
| WHR | rs34696 | 0.96 | -0.0112 | $3.97 \mathrm{E}-10$ | 0.68 | 5.72E-159 | MAST4-AS1 | 1 | 1 |
| WHR | rs2232015 | 0.97 | -0.0115 | $9.59 \mathrm{E}-10$ | -0.46 | 2.07E-144 | PRMT6 | 1 | 1 |
| WHR | rs1051684 | 0.96 | 0.0136 | 1.04E-12 | 0.23 | $4.50 \mathrm{E}-61$ | CD79B | 1 | 1 |
| WHR | rs761391 | 0.95 | -0.0114 | $4.69 \mathrm{E}-10$ | -0.29 | $2.94 \mathrm{E}-36$ | RP11-132M7.3 | 1 | 1 |
| WHR | rs2280600 | 0.96 | 0.0152 | $4.32 \mathrm{E}-11$ | -0.12 | $2.71 \mathrm{E}-27$ | CPSF4 | 1 | 1 |
| WHR | rs1784460 | 0.97 | 0.014 | $1.34 \mathrm{E}-14$ | -0.48 | 5.65E-26 | RP11-11011.14 | 1 | 1 |
| WHR | rs17264866 | 0.99 | -0.0145 | $7.78 \mathrm{E}-12$ | -0.15 | 1.45E-19 | RP11-69E11.8 | 1 | 1 |
| WHR | rs6983481 | 1.00 | -0.0187 | $2.54 \mathrm{E}-19$ | -0.19 | 7.65E-16 | STC1 | 1 | 1 |
| WHR | rs12001634 | 0.98 | -0.0121 | $3.33 \mathrm{E}-09$ | 0.28 | 5.73E-14 | RP11-440G5.2 | 1 | 1 |
| WHR | rs36232 | 0.98 | -0.0162 | $4.60 \mathrm{E}-13$ | -0.23 | $9.01 \mathrm{E}-14$ | RAB26 | 1 | 1 |
| WHR | rs2236744 | 0.97 | 0.0111 | $4.46 \mathrm{E}-10$ | 0.11 | $1.15 \mathrm{E}-11$ | PCK1 | 1 | 1 |
| WHR | rs1534696 | 1.00 | -0.0226 | 3.67E-39 | 0.06 | 4.91E-11 | HNRNPA2B1 | 1 | 1 |
| WHR | rs1360485 | 0.99 | 0.0152 | $2.01 \mathrm{E}-16$ | 0.08 | $7.70 \mathrm{E}-11$ | HMGB1 | 1 | 1 |
| WHR | rs34322 | 1.00 | 0.0104 | 4.60E-09 | -0.06 | $1.31 \mathrm{E}-10$ | CDKN1B | 1 | 1 |
| WHR | rs62271373 | 1.00 | 0.032 | 7.35E-14 | -0.17 | $2.26 \mathrm{E}-10$ | TSC22D2 | 1 | 1 |
| WHR | rs2509967 | 0.96 | -0.0154 | $1.02 \mathrm{E}-16$ | -0.08 | $1.63 \mathrm{E}-09$ | MTA2 | 1 | 1 |
| WHR | rs2301453 | 0.97 | -0.0224 | $2.21 \mathrm{E}-40$ | 0.08 | $2.68 \mathrm{E}-08$ | DNM3OS | 1 | 1 |
| WHR | rs979012 | 0.99 | 0.0116 | $7.86 \mathrm{E}-11$ | 0.11 | $1.72 \mathrm{E}-07$ | BMP2 | 1 | 1 |
| WHR | rs11150580 | 0.96 | 0.0172 | $6.46 \mathrm{E}-21$ | -0.03 | $2.53 \mathrm{E}-07$ | TMEM219 | 1 | 1 |
| WHR | rs9905140 | 0.98 | 0.0114 | $3.87 \mathrm{E}-11$ | 0.08 | $1.47 \mathrm{E}-05$ | C17orf82 | 1 | 1 |
| WHR | rs1534696 | 1.00 | -0.0226 | 3.67E-39 | 0.86 | $2.43 \mathrm{E}-256$ | SNX10 | 2 | 2 |
| WHR | rs56271783 | 1.00 | 0.0441 | 8.85E-20 | -0.71 | 5.27E-228 | VEGFB | 1 | 2 |
| WHR | rs72868727 | 0.95 | 0.025 | $6.29 \mathrm{E}-12$ | -0.76 | $6.68 \mathrm{E}-130$ | RNF157 | 1 | 4 |
| WHR | rs8103017 | 1.00 | -0.0165 | $2.24 \mathrm{E}-14$ | 0.36 | $6.71 \mathrm{E}-128$ | SSC5D | 1 | 2 |
| WHR | rs1789882 | 1.00 | 0.016 | $9.97 \mathrm{E}-12$ | 0.51 | $2.00 \mathrm{E}-127$ | ADH1A | 1 | 3 |
| WHR | rs11051005 | 0.98 | 0.013 | $2.61 \mathrm{E}-11$ | -0.31 | 2.70E-105 | IPO8 | 1 | 2 |
| WHR | rs72801474 | 1.00 | -0.0262 | $3.03 \mathrm{E}-14$ | -0.58 | $3.87 \mathrm{E}-97$ | HSPA4 | 1 | 2 |
| WHR | rs55747707 | 1.00 | -0.0154 | $3.40 \mathrm{E}-11$ | 0.42 | $9.30 \mathrm{E}-92$ | MLXIPL | 1 | 2 |
| WHR | rs863750 | 1.00 | 0.0259 | $6.20 \mathrm{E}-51$ | -0.28 | $1.44 \mathrm{E}-90$ | ZNF664 | 1 | 8 |
| WHR | rs13333747 | 0.97 | 0.018 | $1.42 \mathrm{E}-12$ | -0.25 | $3.08 \mathrm{E}-84$ | PKD1 | 1 | 2 |
| WHR | rs805770 | 1.00 | 0.0178 | $3.42 \mathrm{E}-22$ | 0.23 | $9.94 \mathrm{E}-66$ | GPCPD1 | 1 | 3 |
| WHR | rs4444402 | 0.96 | -0.0131 | $5.19 \mathrm{E}-10$ | 0.24 | 1.17E-61 | LRRC45 | 1 | 2 |
| WHR | rs11150580 | 0.97 | 0.0172 | $6.46 \mathrm{E}-21$ | -0.15 | $3.83 \mathrm{E}-61$ | DOC2A | 1 | 2 |
| WHR | rs863750 | 1.00 | 0.0259 | $6.20 \mathrm{E}-51$ | -0.27 | $2.38 \mathrm{E}-59$ | CCDC92 | 3 | 7 |
| WHR | rs2167750 | 0.98 | 0.0199 | $6.47 \mathrm{E}-29$ | 0.20 | $6.91 \mathrm{E}-58$ | FAM13A | 2 | 3 |
| WHR | rs1534696 | 1.00 | -0.0226 | 3.67E-39 | 0.21 | $3.01 \mathrm{E}-57$ | СВ $\times 3$ | 1 | 3 |
| WHR | rs72959041 | 1.00 | 0.126 | 4.56E-183 | 0.71 | $2.10 \mathrm{E}-54$ | RSPO3 | 1 | 2 |
| WHR | rs1482852 | 0.99 | 0.0269 | 2.07E-53 | 0.27 | 7.51E-54 | LINC00886 | 4 | 4 |
| WHR | rs2925979 | 1.00 | 0.0215 | $1.62 \mathrm{E}-31$ | -0.22 | $1.81 \mathrm{E}-51$ | CMIP | 1 | 3 |
| WHR | rs13316065 | 0.99 | 0.017 | $1.34 \mathrm{E}-20$ | -0.29 | 7.78E-47 | RNF123 | 1 | 2 |
| WHR | rs28451064 | 1.00 | 0.0177 | $4.23 \mathrm{E}-09$ | -0.38 | $1.28 \mathrm{E}-41$ | LINC00310 | 1 | 2 |
| WHR | rs4883198 | 0.99 | -0.0136 | $1.80 \mathrm{E}-11$ | -0.33 | $1.68 \mathrm{E}-41$ | PHC1 | 1 | 3 |
| WHR | rs4738141 | 0.97 | -0.02 | $7.34 \mathrm{E}-25$ | 0.45 | $7.38 \mathrm{E}-41$ | EYA1 | 1 | 3 |
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| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WHR | rs17175624 | 0.98 | 0.0143 | 9.12E-13 | 0.16 | 3.18E-38 | FGFR1 | 1 | 3 |
| WHR | rs1534696 | 1.00 | -0.0226 | 3.67E-39 | 0.34 | 2.32E-37 | AC004540.4 | 1 | 3 |
| WHR | rs11664106 | 1.00 | 0.02 | $8.69 \mathrm{E}-22$ | 0.13 | 3.81E-33 | EMILIN2 | 1 | 2 |
| WHR | rs15285 | 0.96 | -0.0117 | 1.62E-09 | 0.15 | 3.55E-32 | LPL | 1 | 6 |
| WHR | rs10891539 | 0.96 | -0.0111 | $4.44 \mathrm{E}-10$ | 0.25 | 1.28E-27 | ANKK1 | 2 | 2 |
| WHR | rs2167750 | 0.99 | 0.0199 | 6.47E-29 | 0.13 | 3.87E-25 | FAM13A-AS1 | 2 | 3 |
| WHR | rs3776706 | 0.95 | 0.0155 | 3.27E-14 | -0.20 | 1.57E-24 | FST | 1 | 2 |
| WHR | rs4727695 | 0.97 | 0.0215 | $1.85 \mathrm{E}-13$ | 0.28 | 1.72E-24 | LAMB1 | 2 | 2 |
| WHR | rs28451064 | 1.00 | 0.0177 | 4.23E-09 | -0.24 | $2.36 \mathrm{E}-21$ | MRPS6 | 1 | 3 |
| WHR | rs3768321 | 1.00 | 0.0163 | 5.53E-11 | -0.25 | $2.45 \mathrm{E}-21$ | PABPC4 | 1 | 4 |
| WHR | rs3128759 | 0.98 | 0.0223 | 1.39E-28 | 0.52 | $2.47 \mathrm{E}-21$ | AL645922.1 | 1 | 3 |
| WHR | rs7350438 | 0.98 | -0.0111 | 1.66E-09 | 0.17 | 2.06E-20 | NET1 | 1 | 3 |
| WHR | rs2745353 | 0.99 | 0.0349 | 2.84E-95 | 0.19 | 2.28E-19 | RSPO3 | 2 | 2 |
| WHR | rs501351 | 0.97 | -0.0152 | $4.87 \mathrm{E}-14$ | 0.21 | 6.52E-18 | SLC37A4 | 3 | 5 |
| WHR | rs4738141 | 0.99 | -0.02 | 7.34E-25 | 0.36 | 6.75E-17 | RP11-1102P16.1 | 1 | 2 |
| WHR | rs1534696 | 1.00 | -0.0226 | 3.67E-39 | 0.20 | $2.68 \mathrm{E}-16$ | AC004540.5 | 5 | 5 |
| WHR | rs650558 | 1.00 | 0.0177 | $9.91 \mathrm{E}-15$ | 0.24 | 3.12E-16 | HSD17B1P1 | 2 | 2 |
| WHR | rs28451064 | 0.99 | 0.0177 | 4.23E-09 | -0.23 | 3.22E-16 | AP000320.7 | 1 | 2 |
| WHR | rs1752169 | 0.98 | 0.0123 | 6.82E-10 | 0.13 | 4.92E-16 | DENND1A | 1 | 2 |
| WHR | rs2294239 | 0.99 | 0.02 | 3.17E-31 | 0.12 | 9.68E-16 | ZNRF3 | 1 | 2 |
| WHR | rs11051005 | 0.95 | 0.013 | $2.61 \mathrm{E}-11$ | 0.27 | 2.07E-15 | RP11-77122.2 | 1 | 2 |
| WHR | rs4077074 | 0.97 | 0.0132 | 5.00E-11 | 0.08 | $3.57 \mathrm{E}-15$ | RAC3 | 2 | 3 |
| WHR | rs56113850 | 0.99 | -0.0119 | 1.68E-09 | 0.23 | 4.82E-15 | CYP2A6 | 1 | 4 |
| WHR | rs4616635 | 0.99 | 0.0279 | 6.68E-52 | 0.14 | 5.90E-15 | ADAMTS9 | 1 | 2 |
| WHR | rs11208660 | 1.00 | 0.023 | 2.64E-14 | -0.20 | 4.33E-14 | LEPR | 4 | 6 |
| WHR | rs1482852 | 0.97 | 0.0269 | 2.07E-53 | 0.10 | 7.07E-14 | SSR3 | 2 | 3 |
| WHR | rs905938 | 1.00 | 0.0126 | 7.83E-11 | -0.17 | 1.62E-13 | RP11-307C12.11 | 3 | 3 |
| WHR | rs905938 | 1.00 | 0.0126 | 7.83E-11 | -0.10 | 1.56E-12 | zвтв7в | 2 | 2 |
| WHR | rs12437696 | 0.96 | 0.0118 | 2.07E-09 | 0.20 | $9.71 \mathrm{E}-12$ | C150rf57 | 3 | 3 |
| WHR | rs805770 | 1.00 | 0.0178 | $3.42 \mathrm{E}-22$ | 0.14 | $4.98 \mathrm{E}-11$ | C20orf196 | 3 | 4 |
| WHR | rs11187537 | 0.99 | 0.013 | 1.73E-10 | 0.13 | 7.53E-11 | FFAR4 | 2 | 2 |
| WHR | rs59043281 | 1.00 | -0.019 | $5.88 \mathrm{E}-15$ | -0.13 | $2.33 \mathrm{E}-10$ | MIR4435-1HG | 2 | 2 |
| WHR | rs3094621 | 0.98 | 0.0194 | $4.80 \mathrm{E}-13$ | -0.31 | $3.46 \mathrm{E}-10$ | HLA-G | 5 | 5 |
| WHR | rs10773049 | 1.00 | 0.0259 | 7.72E-51 | 0.11 | 8.22E-10 | FAM101A | 2 | 2 |
| WHR | rs4894803 | 1.00 | 0.0149 | $3.74 \mathrm{E}-16$ | 0.05 | 1.28E-09 | FNDC3B | 3 | 3 |
| WHR | rs10891290 | 0.99 | 0.0199 | 2.05E-27 | -0.18 | 1.30E-09 | PPP2R1B | 2 | 5 |
| WHR | rs1572993 | 0.98 | 0.0128 | 7.19E-13 | -0.09 | $1.71 \mathrm{E}-09$ | NUAK2 | 2 | 2 |
| WHR | rs9897538 | 0.97 | 0.0161 | 1.53E-19 | 0.11 | 1.92E-09 | KCNJ2 | 1 | 2 |
| WHR | rs3814614 | 0.99 | 0.0108 | 9.93E-10 | -0.11 | 2.07E-09 | GRID1 | 2 | 2 |
| WHR | rs11133377 | 0.99 | 0.0143 | 8.92E-13 | 0.07 | 2.48E-09 | CLOCK | 2 | 2 |
| WHR | rs10184004 | 1.00 | -0.0228 | 1.61E-40 | -0.14 | 2.87E-09 | GRB14 | 2 | 4 |
| WHR | rs1345203 | 1.00 | 0.0187 | $3.07 \mathrm{E}-15$ | -0.13 | $3.54 \mathrm{E}-09$ | BCL2L11 | 2 | 2 |
| WHR | rs7213608 | 1.00 | -0.0171 | 6.95E-19 | 0.13 | 5.70E-09 | KCNJ12 | 1 | 2 |
| WHR | rs998584 | 1.00 | 0.0351 | 7.42E-92 | -0.06 | 6.07E-09 | VEGFA | 3 | 3 |
| WHR | rs1482852 | 0.99 | 0.0269 | 2.07E-53 | 0.15 | 1.00E-08 | LEKR1 | 2 | 3 |
| WHR | rs9400239 | 0.98 | -0.0134 | $1.50 \mathrm{E}-13$ | 0.18 | $1.64 \mathrm{E}-08$ | LINC00222 | 1 | 2 |
| WHR | rs10096191 | 0.98 | -0.0328 | 9.16E-23 | 0.33 | 1.92E-08 | EYA1 | 3 | 3 |
| WHR | rs2298632 | 1.00 | -0.0144 | 3.49E-17 | -0.07 | 2.53E-08 | ZNF436 | 2 | 2 |
| WHR | rs3775061 | 0.97 | 0.0128 | 2.04E-11 | 0.07 | 3.06E-08 | HTT | 2 | 3 |
| WHR | rs1482852 | 0.99 | 0.0269 | 2.07E-53 | 0.07 | 4.31E-08 | RP11-305K5.1 | 3 | 4 |
| WHR | rs863750 | 0.97 | 0.0259 | 6.20E-51 | -0.14 | 8.42E-08 | RP11-380L11.3 | 3 | 3 |
| WHR | rs4471313 | 0.99 | 0.0266 | 6.60E-43 | -0.10 | 1.83E-07 | PRRX1 | 3 | 3 |
| WHR | rs6448429 | 0.99 | 0.0236 | 4.79E-19 | 0.08 | 2.33E-07 | RBPJ | 2 | 2 |
| WHR | rs6800707 | 0.98 | -0.0187 | $6.11 \mathrm{E}-16$ | -0.10 | 2.64E-07 | NISCH | 2 | 2 |
| WHR | rs905938 | 0.99 | 0.0126 | 7.83E-11 | -0.06 | 3.08E-07 | ADAM15 | 2 | 2 |
| WHR | rs2008514 | 0.96 | 0.017 | 8.56E-23 | 0.22 | 4.90E-07 | EIF3C | 1 | 10 |
| WHR | rs2112347 | 0.99 | 0.015 | 8.41E-18 | -0.12 | 5.32E-07 | POC5 | 2 | 2 |
| WHR | rs7138803 | 0.95 | 0.0125 | 1.09E-12 | -0.10 | 5.53E-07 | FAIM2 | 3 | 3 |
| WHR | rs905938 | 1.00 | 0.0126 | 7.83E-11 | -0.13 | 7.94E-07 | DCST1 | 2 | 2 |
| WHR | rs55747707 | 0.97 | -0.0154 | $3.40 \mathrm{E}-11$ | 0.11 | 5.81E-06 | STX1A | 2 | 2 |
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| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WHR | rs62063287 | 0.96 | -0.0242 | $2.79 \mathrm{E}-23$ | -0.09 | 6.26E-06 | NSF | 2 | 2 |
| WHR | rs2301453 | 0.96 | -0.0224 | $2.21 \mathrm{E}-40$ | -0.10 | $1.06 \mathrm{E}-05$ | PIGC | 2 | 4 |
| WHR | rs9370243 | 0.97 | 0.0198 | $1.13 \mathrm{E}-09$ | 0.27 | $1.10 \mathrm{E}-05$ | MLIP-IT1 | 2 | 2 |
| WHR | rs1482852 | 0.95 | 0.0269 | 2.07E-53 | 0.04 | $2.81 \mathrm{E}-05$ | CCNL1 | 2 | 2 |
| WHRadiBMI | rs7740107 | 0.95 | 0.0177 | $3.78 \mathrm{E}-18$ | -0.42 | 2.14E-146 | L3MBTL3 | 1 | 1 |
| WHRadjBMI | rs1061093 | 0.99 | 0.02 | $7.79 \mathrm{E}-26$ | -0.24 | $9.36 \mathrm{E}-139$ | EEF1G | 1 | 1 |
| WHRadjBMI | rs1061093 | 0.99 | 0.02 | $7.79 \mathrm{E}-26$ | -0.25 | 3.19E-129 | MIR3654 | 1 | 1 |
| WHRadiBMI | rs1051684 | 0.99 | 0.0132 | $4.39 \mathrm{E}-12$ | 0.23 | 4.50E-61 | CD79B | 1 | 1 |
| WHRadiBMI | rs6446204 | 0.97 | -0.0207 | $1.16 \mathrm{E}-24$ | -0.20 | $1.47 \mathrm{E}-57$ | PRKAR2A | 1 | 1 |
| WHRadjBMI | rs1547149 | 1.00 | -0.0123 | $6.55 \mathrm{E}-11$ | -0.28 | $1.26 \mathrm{E}-32$ | FGF9 | 1 | 1 |
| WHRadiBMI | rs4362930 | 0.98 | -0.0137 | $1.36 \mathrm{E}-13$ | 0.17 | $1.32 \mathrm{E}-27$ | AC012613.2 | 1 | 1 |
| WHRadiBMI | rs17766692 | 0.99 | 0.0243 | $1.14 \mathrm{E}-09$ | -0.29 | $1.71 \mathrm{E}-26$ | C19orf80 | 1 | 1 |
| WHRadiBMI | rs8887 | 1.00 | -0.0109 | $3.22 \mathrm{E}-09$ | 0.09 | $2.22 \mathrm{E}-26$ | HDGFRP2 | 1 | 1 |
| WHRadjBMI | rs7975576 | 0.97 | -0.0149 | $2.87 \mathrm{E}-13$ | -0.15 | $4.48 \mathrm{E}-26$ | RIC8B | 1 | 1 |
| WHRadjBMI | rs7928810 | 0.99 | -0.0113 | $1.41 \mathrm{E}-10$ | 0.18 | $6.14 \mathrm{E}-25$ | NCR3LG1 | 1 | 1 |
| WHRadiBMI | rs2277339 | 1.00 | -0.0224 | $2.35 \mathrm{E}-14$ | -0.30 | $3.85 \mathrm{E}-22$ | PRIM1 | 1 | 1 |
| WHRadjBMI | rs889129 | 0.99 | -0.0198 | $9.32 \mathrm{E}-12$ | 0.18 | $8.54 \mathrm{E}-20$ | CTD-2553C6.1 | 1 | 1 |
| WHRadiBMI | rs9644033 | 0.99 | 0.0222 | $3.40 \mathrm{E}-26$ | -0.19 | $2.04 \mathrm{E}-15$ | STC1 | 1 | 1 |
| WHRadiBMI | rs6861681 | 0.95 | 0.0275 | $4.18 \mathrm{E}-49$ | 0.28 | $1.34 \mathrm{E}-14$ | NSG2 | 1 | 1 |
| WHRadjBMI | rs6861681 | 0.95 | 0.0275 | $4.18 \mathrm{E}-49$ | 0.07 | $4.24 \mathrm{E}-14$ | CPEB4 | 1 | 1 |
| WHRadiBMI | rs28610092 | 0.97 | 0.0158 | 1.62E-09 | 0.22 | $4.38 \mathrm{E}-13$ | RAB26 | 1 | 1 |
| WHRadiBMI | rs12774134 | 0.95 | -0.0188 | 1.99E-12 | 0.42 | $5.77 \mathrm{E}-13$ | U8 | 1 | 1 |
| WHRadjBMI | rs12450700 | 0.99 | 0.0131 | $1.37 \mathrm{E}-12$ | -0.13 | $1.09 \mathrm{E}-11$ | PITPNC1 | 1 | 1 |
| WHRadjBMI | rs9579574 | 0.99 | -0.0115 | $3.64 \mathrm{E}-09$ | 0.08 | $6.36 \mathrm{E}-11$ | HMGB1 | 1 | 1 |
| WHRadjBMI | rs62271373 | 1.00 | 0.0408 | $3.44 \mathrm{E}-21$ | -0.17 | $2.26 \mathrm{E}-10$ | TSC22D2 | 1 | 1 |
| WHRadjBMI | rs3989103 | 0.95 | -0.0183 | $3.71 \mathrm{E}-18$ | -0.22 | $4.54 \mathrm{E}-10$ | RP11-148021.4 | 1 | 1 |
| WHRadiBMI | rs2509903 | 0.96 | -0.0178 | $3.41 \mathrm{E}-13$ | 0.10 | $5.09 \mathrm{E}-10$ | ACVR1C | 1 | 1 |
| WHRadjBMI | rs714515 | 0.97 | -0.0276 | $6.49 \mathrm{E}-59$ | 0.08 | $1.62 \mathrm{E}-08$ | DNM3OS | 1 | 1 |
| WHRadiBMI | rs668459 | 0.96 | -0.0228 | 1.77E-39 | 0.10 | $4.46 \mathrm{E}-08$ | CITED2 | 1 | 1 |
| WHRadiBMI | rs2165241 | 0.96 | -0.0128 | 7.82E-13 | 0.07 | $1.56 \mathrm{E}-07$ | LOXL1 | 1 | 1 |
| WHRadjBMI | rs2145272 | 0.99 | -0.0247 | $3.95 \mathrm{E}-43$ | 0.11 | $2.35 \mathrm{E}-07$ | BMP2 | 1 | 1 |
| WHRadiBMI | rs757608 | 0.98 | 0.0194 | $1.10 \mathrm{E}-26$ | 0.09 | $1.15 \mathrm{E}-05$ | C17orf82 | 1 | 1 |
| WHRadjBMI | rs35565646 | 1.00 | 0.0181 | 7.17E-12 | 1.39 | 0 | DISP2 | 1 | 3 |
| WHRadiBMI | rs56271783 | 1.00 | 0.059 | 1.21E-33 | -0.71 | 5.27E-228 | VEGFB | 1 | 2 |
| WHRadiBMI | rs2250127 | 1.00 | -0.0161 | $1.58 \mathrm{E}-14$ | -0.58 | $1.48 \mathrm{E}-147$ | CTC-228N24.3 | 1 | 2 |
| WHRadjBMI | rs357438 | 1.00 | -0.0114 | $3.79 \mathrm{E}-09$ | 0.42 | $3.98 \mathrm{E}-147$ | TRIM24 | 1 | 2 |
| WHRadjBMI | rs8103017 | 1.00 | -0.0196 | $2.98 \mathrm{E}-19$ | 0.36 | $6.71 \mathrm{E}-128$ | SSC5D | 1 | 2 |
| WHRadjBMI | rs11051005 | 0.98 | 0.0159 | $6.41 \mathrm{E}-16$ | -0.31 | 2.70E-105 | IPO8 | 1 | 2 |
| WHRadiBMI | rs12913300 | 0.99 | 0.0181 | 7.17E-12 | 1.03 | $3.16 \mathrm{E}-99$ | RP11-64K12.4 | 1 | 3 |
| WHRadjBMI | rs72801474 | 1.00 | -0.0295 | $2.37 \mathrm{E}-17$ | -0.58 | $3.87 \mathrm{E}-97$ | HSPA4 | 1 | 2 |
| WHRadiBMI | rs55747707 | 0.99 | -0.0244 | $3.05 \mathrm{E}-25$ | 0.42 | 9.30E-92 | MLXIPL | 1 | 2 |
| WHRadiBMI | rs863750 | 1.00 | 0.0373 | 4.17E-101 | -0.28 | $1.44 \mathrm{E}-90$ | ZNF664 | 1 | 8 |
| WHRadjBMI | rs4362930 | 0.98 | -0.0137 | $1.36 \mathrm{E}-13$ | 0.31 | $1.57 \mathrm{E}-87$ | ABLIM3 | 1 | 2 |
| WHRadiBMI | rs2293413 | 0.97 | 0.0105 | $4.98 \mathrm{E}-09$ | -0.26 | $9.50 \mathrm{E}-84$ | ITGA7 | 1 | 2 |
| WHRadiBMI | rs805770 | 1.00 | 0.0222 | $1.33 \mathrm{E}-33$ | 0.23 | $9.94 \mathrm{E}-66$ | GPCPD1 | 1 | 3 |
| WHRadiBMI | rs1045241 | 1.00 | -0.0185 | $3.51 \mathrm{E}-22$ | 0.24 | $1.24 \mathrm{E}-65$ | TNFAIP8 | 1 | 2 |
| WHRadjBMI | rs4704389 | 0.99 | 0.0123 | $1.74 \mathrm{E}-12$ | -0.30 | 2.82E-61 | PDE8B | 1 | 5 |
| WHRadiBMI | rs863750 | 1.00 | 0.0373 | 4.17E-101 | -0.27 | $2.38 \mathrm{E}-59$ | CCDC92 | 3 | 7 |
| WHRadiBMI | rs2167750 | 0.96 | 0.0274 | 5.53E-53 | 0.20 | 6.91E-58 | FAM13A | 2 | 3 |
| WHRadiBMI | rs4974081 | 0.98 | 0.0206 | $1.33 \mathrm{E}-24$ | -0.23 | $3.06 \mathrm{E}-57$ | QRICH1 | 1 | 2 |
| WHRadiBMI | rs900400 | 0.99 | 0.029 | $9.06 \mathrm{E}-57$ | 0.28 | $1.89 \mathrm{E}-54$ | LINC00886 | 4 | 4 |
| WHRadjBMI | rs72959041 | 1.00 | 0.1624 | 2.08E-293 | 0.71 | $2.10 \mathrm{E}-54$ | RSPO3 | 1 | 2 |
| WHRadjBMI | rs2925979 | 1.00 | 0.0265 | 7.33E-46 | -0.22 | $1.81 \mathrm{E}-51$ | CMIP | 1 | 3 |
| WHRadiBMI | rs28451064 | 1.00 | 0.018 | $2.87 \mathrm{E}-09$ | -0.38 | $1.28 \mathrm{E}-41$ | LINC00310 | 1 | 2 |
| WHRadiBMI | rs4883198 | 0.99 | -0.0182 | $4.32 \mathrm{E}-19$ | -0.33 | $1.68 \mathrm{E}-41$ | PHC1 | 1 | 3 |
| WHRadjBMI | rs7102 | 1.00 | -0.0115 | $1.38 \mathrm{E}-10$ | -0.27 | $3.39 \mathrm{E}-41$ | CTD-3088G3.8 | 1 | 4 |
| WHRadiBMI | rs917191 | 1.00 | 0.0138 | $5.11 \mathrm{E}-14$ | 0.15 | $9.78 \mathrm{E}-41$ | SEMA3C | 1 | 2 |
| WHRadiBMI | rs1057119 | 1.00 | 0.0134 | $9.17 \mathrm{E}-10$ | 0.21 | $1.08 \mathrm{E}-36$ | HOMEZ | 1 | 2 |
| WHRadjBMI | rs8054299 | 0.96 | 0.0146 | $5.79 \mathrm{E}-14$ | -0.18 | 5.16E-36 | AKTIP | 1 | 2 |
| WHRadjBMI | rs4285804 | 0.99 | 0.0109 | $3.29 \mathrm{E}-10$ | 0.15 | 6.73E-36 | TRIM8 | 1 | 2 |

Table 3.7.1 continued from previous page

| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WHRadjBMI | rs4704389 | 0.99 | 0.0123 | $1.74 \mathrm{E}-12$ | -0.20 | 9.96E-36 | WDR41 | 2 | 8 |
| WHRadjBMI | rs12913300 | 0.99 | 0.0181 | $7.17 \mathrm{E}-12$ | 0.83 | 1.28E-35 | RP11-64K12.10 | 1 | 2 |
| WHRadjBMI | rs11664106 | 1.00 | 0.0282 | 5.90E-41 | 0.13 | 3.81E-33 | EMILIN2 | 1 | 2 |
| WHRadjBMI | rs13198178 | 1.00 | 0.0308 | $1.16 \mathrm{E}-16$ | -0.21 | $4.31 \mathrm{E}-29$ | TFEB | 2 | 3 |
| WHRadjBMI | rs78058190 | 1.00 | 0.0357 | $4.27 \mathrm{E}-12$ | 0.77 | 1.31E-28 | WNT6 | 1 | 2 |
| WHRadjBMI | rs146182298 | 0.97 | 0.0314 | $1.45 \mathrm{E}-09$ | -0.35 | 2.16E-28 | NID2 | 1 | 2 |
| WHRadjBMI | rs7235010 | 0.98 | 0.0186 | 5.65E-19 | -0.22 | 1.32E-27 | CABLES1 | 1 | 3 |
| WHRadjBMI | rs2167750 | 0.97 | 0.0274 | 5.53E-53 | 0.13 | 3.87E-25 | FAM13A-AS1 | 2 | 3 |
| WHRadjBMI | rs11766345 | 0.98 | -0.0309 | $1.49 \mathrm{E}-23$ | 0.29 | 6.45E-25 | LAMB1 | 2 | 2 |
| WHRadjBMI | rs7726234 | 0.98 | 0.0107 | $3.16 \mathrm{E}-09$ | -0.18 | 3.29E-24 | REEP2 | 2 | 2 |
| WHRadjBMI | rs11636147 | 0.95 | -0.0149 | $1.59 \mathrm{E}-10$ | -0.24 | $4.91 \mathrm{E}-23$ | IVD | 4 | 6 |
| WHRadjBMI | rs28451064 | 1.00 | 0.018 | 2.87E-09 | -0.24 | 2.36E-21 | MRPS6 | 1 | 3 |
| WHRadjBMI | rs9435732 | 0.99 | -0.0128 | $2.57 \mathrm{E}-11$ | -0.19 | 3.96E-21 | MFAP2 | 1 | 2 |
| WHRadjBMI | rs351385 | 0.99 | 0.0133 | $2.40 \mathrm{E}-13$ | 0.13 | $4.67 \mathrm{E}-20$ | PPP2R5A | 1 | 2 |
| WHRadjBMI | rs1936807 | 0.99 | -0.0408 | $5.39 \mathrm{E}-126$ | 0.19 | 3.89E-19 | RSPO3 | 2 | 2 |
| WHRadjBMI | rs12325636 | 0.97 | -0.0123 | $4.56 \mathrm{E}-09$ | 0.17 | 4.44E-17 | ZNF200 | 1 | 2 |
| WHRadjBMI | rs12679556 | 0.99 | -0.0254 | 6.06E-39 | 0.36 | $8.04 \mathrm{E}-17$ | RP11-1102P16.1 | 1 | 2 |
| WHRadjBMI | rs28451064 | 0.99 | 0.018 | $2.87 \mathrm{E}-09$ | -0.23 | $3.22 \mathrm{E}-16$ | AP000320.7 | 1 | 2 |
| WHRadjBMI | rs2294239 | 0.99 | 0.0243 | $4.04 \mathrm{E}-44$ | 0.12 | $9.68 \mathrm{E}-16$ | ZNRF3 | 1 | 2 |
| WHRadjBMI | rs11051005 | 0.95 | 0.0159 | $6.41 \mathrm{E}-16$ | 0.27 | 2.07E-15 | RP11-77122.2 | 1 | 2 |
| WHRadjBMI | rs4450871 | 1.00 | 0.0166 | $3.23 \mathrm{E}-18$ | 0.13 | $1.05 \mathrm{E}-14$ | MSX1 | 1 | 4 |
| WHRadjBMI | rs10049088 | 0.98 | -0.029 | $1.45 \mathrm{E}-59$ | 0.11 | 1.05E-14 | SSR3 | 2 | 3 |
| WHRadjBMI | rs2371767 | 0.98 | -0.0402 | $1.00 \mathrm{E}-100$ | 0.14 | 1.20E-14 | ADAMTS9 | 1 | 2 |
| WHRadjBMI | rs905938 | 1.00 | 0.0243 | $1.35 \mathrm{E}-35$ | -0.17 | $1.62 \mathrm{E}-13$ | RP11-307C12.11 | 3 | 3 |
| WHRadjBMI | rs4704389 | 0.95 | 0.0123 | $1.74 \mathrm{E}-12$ | -0.15 | 2.99E-13 | ZBED3-AS1 | 5 | 7 |
| WHRadjBMI | rs2373078 | 1.00 | 0.0215 | 1.11E-13 | 0.18 | $4.81 \mathrm{E}-13$ | AC007563.5 | 1 | 4 |
| WHRadjBMI | rs2373078 | 1.00 | 0.0215 | 1.11E-13 | 0.20 | 7.45E-13 | IGFBP5 | 2 | 3 |
| WHRadjBMI | rs905938 | 1.00 | 0.0243 | $1.35 \mathrm{E}-35$ | -0.10 | 1.56E-12 | ZBTB7B | 2 | 2 |
| WHRadjBMI | rs13324341 | 1.00 | 0.0176 | $4.08 \mathrm{E}-14$ | 0.17 | 4.60E-11 | MRAS | 3 | 3 |
| WHRadjBMI | rs11187533 | 0.99 | 0.016 | $5.34 \mathrm{E}-15$ | 0.13 | 7.42E-11 | FFAR4 | 2 | 2 |
| WHRadjBMI | rs7246865 | 0.96 | 0.0142 | $2.86 \mathrm{E}-13$ | -0.06 | $9.27 \mathrm{E}-11$ | MYO9B | 2 | 2 |
| WHRadjBMI | rs10418336 | 0.97 | -0.0327 | $7.45 \mathrm{E}-13$ | -0.19 | 1.03E-10 | NFIX | 1 | 2 |
| WHRadjBMI | rs3094621 | 0.99 | 0.0292 | $6.35 \mathrm{E}-27$ | -0.31 | $3.46 \mathrm{E}-10$ | HLA-G | 5 | 5 |
| WHRadjBMI | rs863750 | 1.00 | 0.0373 | 4.17E-101 | -0.11 | $8.40 \mathrm{E}-10$ | FAM101A | 2 | 2 |
| WHRadjBMI | rs2747398 | 0.99 | -0.0187 | $2.78 \mathrm{E}-25$ | -0.09 | $9.33 \mathrm{E}-10$ | TSHZ2 | 3 | 4 |
| WHRadjBMI | rs1345203 | 1.00 | 0.0264 | $2.23 \mathrm{E}-28$ | -0.12 | 1.08E-09 | MIR4435-1HG | 2 | 2 |
| WHRadjBMI | rs10502148 | 1.00 | -0.023 | $5.87 \mathrm{E}-36$ | -0.18 | 1.19E-09 | PPP2R1B | 2 | 5 |
| WHRadjBMI | rs4894803 | 1.00 | 0.0149 | $6.17 \mathrm{E}-16$ | 0.05 | $1.28 \mathrm{E}-09$ | FNDC3B | 3 | 3 |
| WHRadjBMI | rs2276824 | 0.99 | 0.0222 | $8.90 \mathrm{E}-38$ | -0.07 | 1.33E-09 | STAB1 | 2 | 2 |
| WHRadjBMI | rs1396514 | 0.97 | -0.0226 | $1.01 \mathrm{E}-39$ | 0.11 | 2.16E-09 | KCNJ2 | 1 | 2 |
| WHRadjBMI | rs1128249 | 1.00 | -0.0324 | $2.45 \mathrm{E}-77$ | -0.14 | 2.62E-09 | GRB14 | 2 | 4 |
| WHRadjBMI | rs2343813 | 0.98 | 0.0192 | $8.62 \mathrm{E}-10$ | -0.09 | $3.08 \mathrm{E}-09$ | NDST1 | 3 | 3 |
| WHRadjBMI | rs1345203 | 1.00 | 0.0264 | $2.23 \mathrm{E}-28$ | -0.13 | 3.54E-09 | BCL2L11 | 2 | 2 |
| WHRadjBMI | rs7213608 | 1.00 | -0.0115 | $3.15 \mathrm{E}-09$ | 0.13 | 5.70E-09 | KCNJ12 | 1 | 2 |
| WHRadjBMI | rs55779591 | 0.99 | -0.014 | $3.97 \mathrm{E}-11$ | 0.12 | 5.76E-09 | NBPF1 | 4 | 10 |
| WHRadjBMI | rs998584 | 1.00 | 0.0487 | 1.22E-170 | -0.06 | $6.07 \mathrm{E}-09$ | VEGFA | 3 | 3 |
| WHRadjBMI | rs10049088 | 0.98 | -0.029 | 1.45E-59 | 0.16 | 7.63E-09 | LEKR1 | 2 | 3 |
| WHRadjBMI | rs910382 | 0.99 | -0.0187 | $2.76 \mathrm{E}-25$ | -0.11 | 9.99E-09 | RP4-678D15.1 | 2 | 3 |
| WHRadjBMI | rs10100423 | 0.99 | -0.0418 | $5.91 \mathrm{E}-34$ | 0.32 | $1.28 \mathrm{E}-08$ | EYA1 | 3 | 3 |
| WHRadjBMI | rs7678138 | 0.95 | 0.0181 | $1.74 \mathrm{E}-09$ | 0.08 | $1.59 \mathrm{E}-08$ | USP53 | 3 | 3 |
| WHRadjBMI | rs9848655 | 0.98 | 0.0187 | $1.61 \mathrm{E}-15$ | -0.08 | $1.89 \mathrm{E}-08$ | MRAS | 2 | 3 |
| WHRadjBMI | rs2298632 | 1.00 | -0.0155 | $4.96 \mathrm{E}-19$ | -0.07 | $2.53 \mathrm{E}-08$ | ZNF436 | 2 | 2 |
| WHRadjBMI | rs863750 | 0.97 | 0.0373 | 4.17E-101 | -0.14 | $8.42 \mathrm{E}-08$ | RP11-380L11.3 | 3 | 3 |
| WHRadjBMI | rs1883711 | 0.96 | 0.0493 | $1.31 \mathrm{E}-17$ | -0.18 | 8.89E-08 | MAFB | 2 | 2 |
| WHRadjBMI | rs12774134 | 0.95 | -0.0188 | $1.99 \mathrm{E}-12$ | -0.09 | $9.37 \mathrm{E}-08$ | AKR1C1 | 2 | 3 |
| WHRadjBMI | rs1138714 | 0.97 | 0.0148 | $3.41 \mathrm{E}-16$ | 0.06 | $1.01 \mathrm{E}-07$ | TALDO1 | 2 | 2 |
| WHRadjBMI | rs8003238 | 0.99 | 0.0127 | $2.61 \mathrm{E}-12$ | -0.12 | $2.08 \mathrm{E}-07$ | C14orf64 | 2 | 3 |
| WHRadjBMI | rs10919388 | 0.99 | -0.0333 | $9.71 \mathrm{E}-66$ | -0.10 | $2.89 \mathrm{E}-07$ | PRRX1 | 3 | 3 |
| WHRadjBMI | rs905938 | 0.99 | 0.0243 | $1.35 \mathrm{E}-35$ | -0.06 | $3.08 \mathrm{E}-07$ | ADAM15 | 2 | 2 |
| WHRadjBMI | rs3851294 | 0.97 | -0.0257 | 9.03E-17 | 0.19 | $3.70 \mathrm{E}-07$ | TMCC2 | 2 | 2 |
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| Trait | GWAS SNP | PP.H4.abf | GWAS Beta | GWAS p | eQTL beta | eQTL p | Symbol | eQTL_rank | Total eQTL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WHRadjBMI | rs910382 | 0.99 | -0.0187 | $2.76 \mathrm{E}-25$ | -0.10 | 4.37E-07 | AL354993.1 | 3 | 3 |
| WHRadjBMI | rs1482853 | 0.95 | -0.0291 | $9.25 \mathrm{E}-57$ | 0.07 | 4.83E-07 | RP11-305K5.1 | 3 | 4 |
| WHRadjBMI | rs905938 | 1.00 | 0.0243 | $1.35 \mathrm{E}-35$ | -0.13 | 7.94E-07 | DCST1 | 2 | 2 |
| WHRadjBMI | rs10074193 | 0.99 | -0.0146 | 2.33E-09 | -0.10 | 8.57E-07 | C1QTNF3 | 2 | 2 |
| WHRadjBMI | rs2915407 | 0.97 | 0.0169 | $4.07 \mathrm{E}-13$ | 0.09 | $1.65 \mathrm{E}-06$ | RRAS2 | 2 | 2 |
| WHRadjBMI | rs62466318 | 0.98 | -0.0236 | 7.98E-24 | 0.11 | 5.06E-06 | STX1A | 2 | 2 |
| WHRadjBMI | rs9678859 | 0.98 | 0.0188 | 7.97E-16 | -0.12 | $5.34 \mathrm{E}-06$ | AFF3 | 5 | 5 |
| WHRadjBMI | rs750460 | 0.96 | -0.013 | $4.81 \mathrm{E}-13$ | 0.09 | 7.95E-06 | LOXL1-AS1 | 3 | 3 |
| WHRadjBMI | rs714515 | 0.96 | -0.0276 | 6.49E-59 | -0.10 | 8.28E-06 | PIGC | 2 | 4 |
| WHRadjBMI | rs11231144 | 0.95 | -0.02 | $4.25 \mathrm{E}-26$ | 0.04 | $2.08 \mathrm{E}-05$ | AHNAK | 3 | 3 |
| WHRadjBMI | rs1482853 | 0.96 | -0.0291 | $9.25 \mathrm{E}-57$ | 0.04 | $2.67 \mathrm{E}-05$ | CCNL1 | 2 | 2 |
| CAD | rs3918226 | 1.00 | -0.133315 | 1.69E-09 | -0.18 | $2.18 \mathrm{E}-12$ | NOS3 | 1 | 1 |
| CAD | rs3918226 | 1.00 | -0.133315 | 1.69E-09 | -0.19 | $2.43 \mathrm{E}-09$ | ATG9B | 1 | 1 |
| CAD | rs28451064 | 1.00 | -0.127571 | $1.33 \mathrm{E}-15$ | -0.38 | $1.28 \mathrm{E}-41$ | LINC00310 | 1 | 2 |
| CAD | rs7528419 | 1.00 | 0.11453 | 1.97E-23 | 0.23 | $6.58 \mathrm{E}-27$ | PSRC1 | 2 | 2 |
| CAD | rs28451064 | 1.00 | -0.127571 | 1.33E-15 | -0.24 | $2.36 \mathrm{E}-21$ | MRPS6 | 1 | 3 |
| CAD | rs28451064 | 0.99 | -0.127571 | 1.33E-15 | -0.23 | $3.22 \mathrm{E}-16$ | AP000320.7 | 1 | 2 |
| CAD | rs11065979 | 0.97 | -0.068556 | $1.93 \mathrm{E}-10$ | -0.07 | $2.21 \mathrm{E}-05$ | ACAD10 | 2 | 2 |
| f_glucose | NA | 0.98 | -0.025 | $3.08 \mathrm{E}-09$ | 0.34 | 7.60E-42 | PACSIN3 | 1 | 2 |
| f_glucose | NA | 0.97 | -0.079 | $1.26 \mathrm{E}-68$ | 0.13 | $4.07 \mathrm{E}-11$ | SMCO4 | 2 | 2 |

## Chapter 4

## Discussion and Future Directions

GWAS has led to the discovery of numerous genetic regions that contribute to the genetic predisposition to diseases. As of 2020 July, genetic variants associated with 4466 diseases or traits from 4054 research papers[18] have been collected in the NHGRI-EBI GWAS catalog. However, the growing list of disease-associated genetic variants is only the essential first step toward curing complex diseases by developing drugs and therapeutic treatments that target their genetic causes. More than $90 \%$ of the discovered GWAS variants lie in non-coding regions, making it challenging to identify the underlying genes and the mechanisms of action[186].

Type 2 diabetes (T2D) is a complex disease with high and increasing prevalence worldwide, presenting a tremendous clinical, economic, and social burden[56]. In chapter 2, I presented my work as part of the FUSION tissue biopsy study group, where I used multiple types of molecular profiling data to identify genes and DNA methylation (DNAme) sites that were potentially involved in T2D pathophysiology. Here, I review key findings from this project, and suggest directions for future research on T2D genetics and related molecular traits.

In chapter 2, I detected QTLs for mRNA and miRNA expression and DNA methylation levels and observed that the lead variants for mRNA and miRNA QTLs had lower minor allele frequencies than the total set of tested variants; this trend was more pronounced
for miRNAs. This observation indicated that purifying selection may act more strongly on the genetic variants influencing miRNA levels than mRNA levels. I also identified eight mRNAs and 116 DNAme sites in skeletal muscle tissue, 14 mRNAs and 105 DNAme sites in subcutaneous adipose tissue with QTLs that colocalized with T2D GWAS signals, suggesting which mRNAs and DNAme sites these GWAS signals may work through to affect susceptibility to T2D. For BMI, relative fat mass, waist, fasting serum insulin, HOMA, fasting serum $C$ peptide, fasting serum $C$ peptide 30 min , significantly more mRNAs were associated in both muscle and adipose than expected by chance (Fisher's exact test $\mathrm{p} \leq$ $1.04 \times 10^{-3}$ ). These mRNAs with significant associations in both tissues may be part of the biological processes causing or responding to physiological trait levels in the same or different cell types in both tissues.

We found evidence for INHBB underlying the T2D GWAS loci rs11688682 from both colocalization and physiological trait-mRNA association analyses. T2D risk allele rs11688682G was associated with a higher expression level of INHBB and lower methylation levels of cg14231073 and cg15344192 in skeletal muscle and subcutaneous adipose tissues. INHBB expression level was positively correlated with insulin resistance indices in subcutaneous adipose tissue. The luciferase assay conducted by our collaborators also confirmed that T2D risk allele rs11688682-G increased transcriptional activity in preadipocytes and adipocytes. The multiple lines of evidence suggested that T2D risk allele rs11688682-G may confer disease risks by upregulating INHBB expression level.

### 4.0.1 Use of single-cell molecular profiling technology to study molecular and cellular mechanisms

Although leveraging bulk tissue molecular profiling data provided valuable insights into the molecular traits potentially involved in T2D pathophysiology, it did not allow us to distinguish between tissue-level and cell type-level regulatory mechanisms. Tissue biopsies contain a mixture of cell types, including constituent cell types of the tissue of interest and cells from the blood supply and adjacent tissues. The molecular profile of a bulk tissue biopsy is a snapshot of the aggregated effects over all cell types present. This cell-type heterogeneity involved in bulk data can obscure cell-type specific mechanisms
and confound bulk-level analyses. Therefore, while molecular profiling of skeletal muscle and subcutaneous adipose tissue biopsies provided valuable insights into molecular sites potentially involved in T2D pathophysiology, it did not allow us to distinguish between tissue-level and cell type-level regulatory mechanisms.

For example, the conditionally independent eQTLs we identified for a given gene may reflect multiple genetic loci regulating this gene in one cell type or reflect different genetic loci regulating this gene in different cell types in one tissue. To adjust for variability likely caused by cell-type heterogeneity and other technical confounding factors, a typical approach in the cis-QTL analysis is to adjust for a large number of inferred hidden covariates, such as PEER factors[77]. Hidden covariates capture sources of shared variation across many molecular traits, and therefore generally do not capture cis-QTLs, which typically affect only a small number of genes. Unlike cis-QTLs, physiological traits often have a widespread impact on molecular traits, and are likely to be captured by hidden factor covariates. Therefore, addressing the cell-type heterogeneity is more challenging for the physiological-molecular trait association analysis than cis-QTL analysis.

Another approach is to use cell-type deconvolution methods. Adjusting for the cell-type heterogeneity leveraging cell-type deconvolution methods helps ameliorate its impact on analyses. However, as we and others observed, the deconvolution performance depends heavily on the reference panel and is biased toward known cell types[187], and therefore provides a limited ability in distinguishing regulatory effects manifesting in different cell types.

The rapidly evolving single-cell transcriptomic and epigenomic sequencing technologies[188] make it possible to simultaneously estimate cellular composition and molecular trait level in a cell-type specific way. Analysis based on single-cell technology is better positioned to investigate genetic regulatory effects in specific cell types and compare between cell types. Single-cell molecular profiling technology is poised to become a mainstream approach to understand cell-type-specific molecular mechanisms in the next few years[189].

### 4.0.2 Experimental follow-ups are necessary to fully understand the biological mechanisms behind GWAS loci

Previous studies[29], [31], [157] and the present study showed that using statistical analysis to integrate QTL with GWAS findings was valuable in narrowing the search for effector molecular traits to a few likely candidates. However, the integration approach does not guarantee the nominated molecular traits to be part of the causal disease pathway. Experimental follow-ups to validate and detail the roles of the nominated molecular traits are necessary to fully understand the links from genotypes to phenotypes. Rapid technological advancements in this area provide many types of experiments to test certain hypotheses of interest. For example, allelic differences in transcriptional activity can be validated using a reporter assay. In chapter 2, our collaborator used reporter assay and confirmed the T2D risk allele rs11688682-G increased transcriptional activity in preadipocytes and adipocytes, providing additional evidence supporting that rs11688682-G may confer disease risks by upregulating INHBB expression level. Massive parallel reporter assays, which allow for evaluating the effects of thousands of variants in a single experiment, have been widely used in in-vitro expression systems[190], cell cultures[191], and live animals[192]. Allele-specific protein-DNA interactions can be validated using electrophoretic mobility shift assay, which also has the capability to be conducted in a high-throughput manner[193]. Genome editing technology such as CRISPR/Cas9 enables the precise manipulation of specific mutations. A particularly informative study design is to apply environmental perturbations to model cell lines or induced pluripotent stem cells (iPSCs) that have been edited with the CRISPR/Cas9 technology, followed by collecting multiomic molecular profiling and measuring cell physiology at different time points[194], [195]. Such study design generates a dynamic landscape of the changes at the molecular and physiological levels[194]. In-depth knowledge acquired from biological experiments will greatly expedite translating the genetic associations into causative mechanisms for complex diseases and eventually inform therapeutic strategies.

In chapter 3, I generated a catalog of conditionally independent eQTLs associated with subcutaneous adipose tissue gene expression levels, using RNA-seq based gene expres-
sion profiling and genotype data from TwinsUK, METSIM, GTEx, and FUSION studies. Of the 19,108 genes present in all studies, individual studies identified exactly one eQTL for $34.4 \%-39.1 \%$ of the genes and $\geq 2$ eQTLs for $8.0 \%-15.3 \%$ of the genes; meta-analysis identified exactly one eQTL for $33.7 \%$ of the genes and $\geq 2$ eQTLs for $46.6 \%$ of the genes. The more powerful meta-analysis enabled the detection of many conditionally independent eQTLs, leading to a larger increase in the proportion of genes with $\geq 1$ eQTL compared to the proportion of genes with one eQTL. Using this eQTL resource with conditional independent eQTLs per gene, we identified colocalization for 61 T2D loci, 115 BMI loci, 110 WHR loci, 132 WHRadjBMI loci, four CAD loci, and four fasting glucose loci, providing hypotheses for molecular mechanisms underlying these GWAS loci.

### 4.0.3 Dissecting both GWAS and eQTL associations to independent signals, instead of eQTL associations alone, may lead to a more powerful colocalization analysis

In the analysis of identifying GWAS loci that colocalized with secondary eQTLs of subcutaneous adipose tissue gene expression levels, we observed one instance suggesting that more colocalization may be identified if the GWAS signals had been dissected into conditionally independent signals. A WHRadjBMI locus near ZNF664 had two distinct GWAS loci, the primary (rs863750) and secondary (rs7133378) GWAS signals[157]. The initial colocalization results using the marginal GWAS associations showed that rs863750 was colocalized with the primary eQTL of ZNF664 and the secondary eQTLs of CCDC92 and FAM101A; rs7133378 was colocalized with the eQTLs of FAM101A. Although the initial marginal GWAS colocalization results suggested insignificant probabilities for colocalization between the secondary GWAS signal (rs7133378) and other adjacent genes except for FAM101A, rs7133378 appeared to overlap with eQTLs of a few adjacent genes in the regional association plots. It was suggested that the power of colocalization tests with coloc2 would be improved for multi-signal GWAS loci if conditional summary statistics were supplied[157]. We experimented with this approach and observed high colocalization probabilities between rs7133378 and eQTLs of ZNF664, DNAH10OS and RP11214K3.24. This result suggested that besides dissecting eQTLs into multiple signals, colo-
calization analysis would be more powerful if studies could dissect GWAS signals into multiple signals and provide conditional summary statistics to the scientific community.

### 4.0.4 Lack of ethnic diversity in existing large-scale QTL studies

We improved the power to identify eQTL in subcutaneous adipose tissue through the use of meta-analysis, but we did not improve the ancestry diversity of the eQTL resources. This lack of ancestry diversity issue was noticed earlier in phenotypic GWAS discoveries. For many years, non-European populations were heavily underrepresented in GWAS discoveries[196], [197], which contributed to the low performance of the predictive value of polygenic risk score (PRS)[198] and reduced the applicability of commercial genetic tests in non-European individuals[199]. Increased attention to this issue and international efforts to address it have led to the publication of more multi-ancestry GWAS studies[200][203]. Human tissue QTL studies, which emerged later than GWAS, however, have received less attention and efforts to improve population diversity. Most published QTL studies, especially the large-scale ones, are also heavily concentrated in the European population, leaving other ancestries underrepresented in the eQTL catalogs[204], [205]. For example, $85 \%$ of samples in GTEx were from European individuals. This lack of diversity impedes our ability to fully understand the genetic regulatory architecture of molecular traits. The limited population diversity of QTL discoveries also has direct consequences for colocalization analysis. Often, the only QTL studies available are those using samples of European ancestry, even when the GWAS discoveries were from a mixed ancestry or non-European population. In practice, the mismatch in LD structure between samples used for GWAS studies and QTL studies usually results in a diminished power to infer molecular traits that likely influence disease susceptibility[206], which in turn will hamper our ability to discover the biological underpinning for GWAS loci.
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## A Versatile Toolkit for Molecular QTL Mapping and Meta-analysis at Scale
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#### Abstract

Molecular QTLs (xQTLs) are widely studied to identify functional variation and possible mechanisms underlying genetic associations with diseases. Larger xQTL sample sizes are critical to help identify causal variants, improve predictive models, and increase power to detect rare associations. This will require scalable and accurate methods for analysis of tens of thousands of molecular traits in large cohorts, and/or from summary statistics in meta-analysis, both of which are currently lacking. We developed APEX (All-in-one Package for Efficient XqtI analysis), an efficient toolkit for xQTL mapping and meta-analysis that provides (a) highly optimized linear mixed models to account for relatedness and shared variation across molecular traits; (b) rapid factor analysis to infer latent technical and biological variables from molecular trait data; (c) fast and accurate trait-level omnibus tests that incorporate prior functional weights to increase statistical power; and (d) compact summary data files for flexible and accurate joint analysis of multiple variants (e.g., joint/conditional regression or Bayesian fine-mapping) without individual-level data in meta-analysis. We applied the methods to data from three LCL eQTL studies and the UK Biobank. APEX is open source: https://corbinq.github.io/apex.


## Introduction

Human genetics studies have identified tens of thousands of molecular QTLs- genetic loci associated with differences in molecular quantitative traits- including mRNA (eQTL), microRNA (miQTL), or protein (pQTL) expression, metabolite (metQTL), methylation (mQTL) levels[207], [208]. By mapping DNA sequence variation to heritable differences in the transcriptome and epigenome, xQTL studies have provided important insights into genome function and gene regulation ([209]-[211]). xQTLs are also of interest in genome-wide association studies (GWAS) as possible biological antecedents of genetic associations with complex traits and diseases[212]-[215]. Integrative analyses of xQTL and GWAS data have provided insight into the biological mechanisms underlying GWAS associations, and helped identify causal disease genes and therapeutic targets[216]-[218].

Larger xQTL studies are crucial to identify causal variants driving xQTL association signals, detect low-frequency and rare xQTL variants, and more accurately predict expression or methylation levels from genotype data. The next generation of $x$ QTL studies will require scalable methods for association analysis in large multi-ethnic cohorts, accurate methods for downstream statistical analysis (e.g., Bayesian finemapping and colocalization analysis) from summary statistics in meta-analysis, and integrative methods to utilize prior knowledge of genome function. We developed APEX, a toolkit for scalable xQTL association analysis and meta-analysis, to address these challenges.

Molecular trait data suffers from a high degree of technical and biological variation, which can both mask and confound cis and trans genetic associations[77], [219]-[221]. Latent variable models such as PEER[220] and dimension reduction techniques such as principal component analysis (PCA)[79], [222] are often used to infer unobserved common sources of technical and biological variation in xQTL studies. PEER is particularly effective in $x$ QTL analysis, but computationally demanding. In APEX, we implemented simple, efficient algorithms for high-dimensional factor analysis using early stopping for regularization[223]. We found that this approach is nearly as fast as PCA and far faster than PEER, while yielding equal or greater numbers of cis discoveries than either method.

Linear mixed models (LMM) are widely used to account for population structure and cryptic familial relatedness in genome-wide association studies (GWAS), and can additionally account for shared technical and biological variation across molecular traits in xQTL studies[222]. However, despite multiple existing LMM methods for xQTL analysis[222], [224], ordinary least squares (OLS) is often used in practice for its greater computational efficiency. Even family-based eQTL studies often use a two-stage approach in which LMM residuals are used as response variables in OLS[45], [146], which may reduce statistical power[225]. In APEX, we developed efficient algorithms for LMM association analysis to account for population structure, relatedness, and technical variation with tens of thousands of traits, which are accurate for small samples and scale linearly in sample size.

Permutation tests are the current standard to calculate trait-level $x$ QTL omnibus tests and account for correlations between tests statistics across variants and traits in xQTL discovery[31], [79], [151]. This approach is burdensome for large sample sizes, and does not readily capitalize prior knowledge of variant functionality. The aggregated Cauchy association test (ACAT) is a recently-developed method to combine p-values under arbitrary dependence structures[153], [154]. We applied ACAT to aggregate xQTL test statistics for each molecular trait, which scales linearly in the number of variants and independent of sample size. Unlike permutation tests, which implicitly assign equal prior weight to all variants, ACAT can incorporate functional prior weights between variants and molecular traits. We found that simply weighting by the chromosomal distance between each variant and transcription start site (TSS)[226] substantially increased xQTL discoveries.

While dozens of xQTL studies have been conducted[208], meta-analysis is hampered by difficulties sharing human genomic data. Marginal variant-trait associations can be metaanalyzed using regression slopes and standard errors or z-scores alone. However, these statistics are not sufficient for analyses that involve the joint effects of multiple variants, such as joint and conditional analysis[125], [227], Bayesian fine-mapping[82], [228]-[230], aggregation tests[227], [231], [232], and colocalization analysis[83]. Multiple-variant analysis further requires variance-covariance or linkage disequilibrium (LD) matrices, which characterize the joint distribution of single-variant xQTL association statistics. In GWAS,
proxy LD from a genotype reference panel is often used for multiple-variant analysis from summary statistics, but this is problematic for small or ancestrally heterogenous samples[125], [229], both of which are common in omics studies[31], [208], [209], [221]. Indeed, previous xQTL meta-analyses have generally analyzed only marginal variant-trait associations[54], [55], [233]. In APEX, we developed compact xQTL summary association data formats for accurate multiple-variant analysis in meta-analysis without individual-level data.

## Results

## Software development

We developed APEX (All-in-one Package for Efficient Xqtl analysis), a software toolkit for scalable xQTL mapping and meta-analysis. Core running modes for molecular trait preprocessing, cis and trans association analysis, and xQTL meta-analysis are summarized in Figure 1 (Figure5.0.1) (see Methods and Supplementary Materials for further details). APEX is a command-line tool implemented in C++, supports multi-threading to expedite linear algebra, and provides flexible sub-setting options to facilitate parallelization across genomic regions. It uses the Eigen[234] and Spectra[235] C++ libraries for linear algebra, and HTSlib to process indexed BED, BCF, and VCF files[236]. Precompiled Linux binaries and source code are available online.

## Application to 3 lymphoblastoid cell line (LCL) eQTL data sets

We analyzed LCL eQTLs using genotype, expression, and technical covariate data from the GTEx project v8[31], Geuvadis project[211], and HapMap project[209], [237], [238](Table 1 (Table5.0.1)). GTEx ( $n=147$ ) and Geuvadis $(n=454)$ have RNA-seq LCL expression measurements and whole genome sequencing (WGS) based genotype calls. HapMap ( n $=518$ ) has array-based LCL expression measurements and array-based genotype calls, from which we imputed genotypes using the 1000 Genomes Project reference panel[239]. Data and processing procedures for each study are further described in Methods.

## Rapid factor analysis of molecular traits for xQTL analysis

We inferred hidden covariates from gene expression measurements in each study using PEER[220], expression principal component (ePC) analysis[79], and expression factor analysis (eFA)[223]. For each method, we varied the number of hidden covariates from 1 to 100. eFA and PEER explicitly model shared and unique variances for each trait, whereas ePCs capture maximal variance across all traits[240]. Conceptually, ePC can be viewed as a special case of eFA in which all traits are assumed to have equal unique variance (unexplained by common factors). Further details are given in Methods and Supplementary Materials.

We used APEX to perform cis-eQTL analysis in each study modeling the hidden factor covariates as either fixed effects using ordinary least squares (OLS) or random effects using restricted maximum likelihood (REML)[219] (Figure 2 (Figure5.0.2)). ePC and eFA covariates were calculated directly in APEX, and PEER factors were calculated using the PEER R package[220]. For each method and data set, we varied the number of inferred covariates between 1 and 100. Across the studies, APEX eFA was 86 to 5033 times faster than PEER for models with >50 common factors (and 30 to 779 times faster for 20 to 50 factors), and provided equal or greater numbers of cis discoveries in each of the 3 data sets (Figure 2, panel A). Random-effect eFA provided the greatest number of discoveries in each of the 3 data sets, and fixed-effect or random-effect ePCs generally yielded the smallest numbers of discoveries.

To assess Type I error rates for fixed-effect and random-effect models with ePC or eFA covariates, we simulated 100 expression data sets under the null hypothesis in the Geuvadis study. We used the empirical covariance between expression and observed covariates (not inferred from expression) and empirical variance matrix of expression residuals (projecting out observed covariates) to simulate expression under the null hypothesis matching the observed covariance structure (Supplementary Figures 1-2). With each simulated expression matrix, we re-calculated the inferred covariates (eFA or ePC) and performed cis-eQTL analysis modeling the inferred covariates as either fixed or random effects. As-
sociation tests from all configurations (fixed-effect or random-effect models with between 1 and 100 inferred covariates) showed well-calibrated Type I error rates (Supplementary Figure 3 (Figure5.0.3)).

## Fast, scalable linear mixed models with tens of thousands of molecular traits

We assessed the computational performance and numerical concordance of APEX and standard tools for linear mixed model (LMM) association analysis: FastGWA[241], BOLTLMM[242], GMMAT[243], and GENESIS[244]. APEX uses a 3-stage approach to efficiently estimate LMM null models and association statistics with tens of thousands of traits (Supplementary Figure 4), whereas the other tools are intended for single-trait analysis. We note that each of these tools supports a variety of features not considered in our analysis here - for example, GMMAT and GENESIS support flexible generalized LMM (GLMM) for binary and other non-normal traits, and BOLT-LMM supports flexible variance partitioning. For LMM association analysis, FastGWA and BOLT-LMM use approximations for efficient analysis in large cohorts, which may be less accurate with smaller sample sizes (e.g., < 5000[245]. GENESIS, GMMAT, and APEX do not use such approximations, and APEX further uses small-sample LMM association tests (Supplementary Materials). To assess computational performance for LMM association analysis in large cohorts, we used genotype data and a sparse GRM for 10,000 individuals from the UK Biobank study, and simulated expression data for 16,329 traits with heritability drawn from a uniform distribution (Methods). Variant component estimates and single-variant association test statistics were nearly numerically equivalent between APEX, GMMAT, and GENESIS, as expected; FastGWA test statistics showed lower concordance with other methods (Supplementary Figure 5). LMM association analysis using APEX was >200-fold faster than GENESIS and GMMAT, 51.4-fold faster than BOLT-LMM, and 2.5-fold faster than FastGWA (Supplementary Table 1).

## Powerful and efficient cis-xQTL omnibus tests

We performed single-variant and gene-level cis-eQTL analysis in each study using APEX, FastQTL, and QTLtools (Figure 3). APEX and FastQTL use multiple linear regression
(MLR) to adjust for covariates by default, whereas QTLtools uses simple linear regression with expression residuals (SLR-resid). We note that QTLtools can also perform MLR by regressing out covariates from genotype files prior to association analysis. Gene-level p-values from QTLtools and FastQTL use a Beta-approximated permutation test (Beta), whereas APEX uses either ACAT with constant weights (ACAT) or ACAT with distance-to-TSS weights between each variant and gene (ACAT-dTSS). FastQTL was run using adaptive p-values with 100 to 1000 permutations; QTLtools was run with 1000 permutations.

We compared the numbers of cis-eQTL discoveries at $1 \%$ false discover rate (FDR) in each study from Beta permutation tests using FastQTL[151] or QTLtools[79], and from ACAT[153], [154] using APEX (Figure 3 panel A). Each method calculates gene-level omnibus cis-eQTL p-values (cis-eGene p-values) based on single-variant association test statistics within a 1 megabase (Mbp) window of the transcription start site (TSS). QTLtools and FastQTL use permutation tests of the minimum p-value across variants, and expedite computation by modeling the null distribution as a beta density using a fixed number of permutations[151]. In each of the three studies, ACAT and permutation-based p-values were generally concordant (Supplementary Figure 6), but ACAT yielded more cis-eGene discoveries overall and was >30x faster (Figure 3, panels A and D). We also calculated weighted ACAT test statistics, in which each variant received a weight proportional to $e^{-\gamma|d|}$ where $d$ is the number of base pairs between the variant and TSS and $\gamma=$ $1 e-5(30)$. dTSS weighting further increased the number of cis-eGene discoveries by 14 to $30 \%$ across single studies (Figure 3, panel A).

We assessed p-value calibration for ACAT (implemented in APEX) and permutation-based p-values (implemented in FastQTL and QTLtools) by simulating expression data under the null hypothesis using genotype and expression data from the Geuvadis study (Figure 3 panel B). We used the sample covariance matrices of expression and observed covariates to simulate expression traits under the observed covariance structure (Methods). Empirical Type I error rates were well-controlled for both ACAT and Beta p-values, and SLR-resid p-values were conservative (shown previously in[246]. Permutation test $p$-values from

SLR-resid were also notably conservative, which is expected because while trait residuals and genotype residuals are orthogonal to covariates, permuted trait residuals and unadjusted genotypes are not.

## Accurate multiple-variant xQTL meta-analysis from summary statistics

We assessed CPU time, memory, and storage required to create summary files for $x$ QTL meta-analysis using APEX. We generated single-variant association summary statistics (sumstat files) and adjusted LD matrices (vcov files, which store the variance-covariance of association test statistics) for each of the 3 studies using APEX (Supplementary Figures 7-8). Summary statistics files were generated across all autosomes in 0.17 to 0.33 CPU hours and required 0.42 to 0.49 Gb storage per study (Supplementary Table 2). Adjusted LD files, which included LD for all pairs of variants within sliding 2 Mbp windows, were generated across all autosomes in 32.1 to 75.3 CPU hours and required 21.5, 34.3, 119.7 GB storage for GTEx, Geuvadis, and HapMap respectively (Supplementary Table 2). HapMap, which used imputed genotype dosages, required notably more time and storage than the other studies, which used WGS-based hard-call genotypes. We also compared adjusted LD storage using RareMetalWorker (RMW)[227], a tool for rare-variant association meta-analysis, across the 3 studies. APEX was 1.5 to 2.2 -fold faster and required 4.5 to 21.5 -fold less storage than RMW (Supplementary Table 3).

Score statistics and adjusted LD (stored in APEX sumstat and vcov files) are sufficient for a wide range of analyses involving the joint effects of multiple variants, including joint and conditional analysis, Bayesian finemapping, and penalized linear regression. We used APEX sumstat and vcov files from each LCL study to perform stepwise regression analysis using APEX-meta (Figure 4 (Figure5.0.4) and Supplementary Figure 9) and Bayesian finemapping using the susieR R package[228] (Figure 5 (Figure5.0.5)) in individual studies and meta-analysis. To assess the accuracy of summary-based analyses, we also performed these analyses from individual-level data. Stepwise regression slopes and p values and fine-mapping posterior inclusion probabilities (PIPs) were nearly numerically equivalent between individual-level vs sumstat data (Pearson Rsq > 0.999; Figure 5 panel C).

To assess the accuracy of joint analysis from association summary statistics using proxy LD or unadjusted LD rather than APEX vcov files (which store adjusted LD), we performed finemapping with association summary statistics from HapMap and either (a) unadjusted LD (the correlation matrix of genotypes in HapMap, not adjusted for PCs and other covariates), or (b) proxy LD (adjusted LD from Geuvadis as a proxy for adjusted LD from HapMap). Unadjusted LD is often used for multiple-variant analysis from GWAS summary statistics (e.g., [125]), and differs from adjusted LD when genotypes are correlated with covariates (e.g., genotype PCs in multi-ethnic studies). This approach is closely related to simple linear regression with trait residuals (not adjusting genotypes for technical covariates in individual-level analysis). PIPs using proxy LD or unadjusted LD yielded substantially lower concordance with the exact PIPs that adjusted LD (Figure 5 panel C), which is expected due to the relatively small sample sizes and differences in ancestry composition between HapMap and Geuvadis. Notably, many other xQTL studies have relatively small sample size and heterogeneous ancestry composition (Supplementary Figure 10).

## Functional characterization of LCL eQTL variants and genes

We hypothesized that mRNA expression heritability is lower for genes that are more evolutionarily constrained, and that therefore eGenes detected only in meta-analysis are more constrained on average than those detected in single studies. To assess this hypothesis, we compared the loss-of-function observed/expected upper bound fraction (LOEUF), a recently developed metric of genetic constraint (smaller LOEUF suggests greater constraint)[247], across genes that were tested in all 3 studies (11,750 genes). Novel LCL eGenes (eQTL associations detected by meta-analysis, but not by individual studies) and genes with no significant signal had significantly lower LOEUF than previously-identified eGenes (Mann-Whitney $p=2.1 e-7$ and $2.2 e-16$ respectively), while the difference in LOEUF was less pronounced for novel eGenes vs genes with no detected eQTLs ( $p=$ 0.0096) (Figure 4 panel C). Moreover, genes with larger numbers of significant cis-eQTL signals (identified in stepwise regression; Methods) tend to have larger LOEUF values ( $p<2.2 \mathrm{e}-16$ ) (Figure 4 panel D). While gene length is associated with LOEUF, we observed no significant trends between gene length and eQTL signals. These results sug-
gest that larger samples sizes will be required to detect $x$ QTLs for more biologically important genes, highlighting the utility of meta-analysis.

We assessed functional enrichment of primary and secondary LCL eQTL variants identified in meta-analysis across the 3 studies. We used binomial logistic regression to identify features associated with LCL eQTL variants controlling for distance to nearest TSS and minor allele frequency (MAF) (Methods). First, we assessed enrichment of LCL eQTL variants in tissue-specific DNase I hypersensitive sites (DHSs) across 16 tissue groups[248]. LCL eQTLs showed striking enrichment in lymphoid-specific DHS compared to other tissue groups (Supplementary Figure 11 (5.0.6)). Next, we assessed overlap enrichment of LCL eQTL variants overlapping GWAS variants identified using the NHGRI-EBI GWAS Catalog[18]. Among 15 categories of GWAS traits, LCL eQTL variants showed strongest enrichment with GWAS variants for immune diseases (Supplementary Figure 12 (5.0.7)). These results suggest that LCL eQTL variants capture cell-type specific functionality, and highlight the utility of xQTL analysis in diverse tissues and cell types.

## Discussion

Future xQTL studies will be conducted in increasingly large and diverse cohorts, and are poised to capitalize on growing knowledge of functional elements in the human genome. We developed APEX to empower these studies by providing a flexible, scalable framework for cis and trans xQTL analysis and meta-analysis. APEX provides rapid high-dimensional factor analysis to infer latent technical and biological factors, efficient linear mixed model (LMM) association analysis for cis and trans xQTL mapping, procedures to incorporate prior weights in primary and secondary xQTL signal discovery, and a framework for accurate joint analysis of multiple variant effects from $x$ QTL summary data.

Our LMM framework for molecular traits extends upon previous work[219], [224] by optimizing association analysis with high-dimensional traits and structured random-effect covariance matrices. In particular, we precompute and recycle computationally expensive terms for each molecular trait and each variant, and exploit the structure of random-effect covariance matrices (low-rank or block-diagonal) to expedite linear algebra. With these
optimizations, LMM association analysis scales linearly in sample size and the number of traits, enabling rapid analysis with large xQTL cohorts. APEX also uses small-sample adjustment and avoids large-sample approximations to provide accurate p-values for smaller cohorts.

In GWAS, random effects are typically used to account for infinitesimal genetic effects or familial relatedness in LMM association analysis. In xQTL studies, random effects can also be used to model shared technical and biological variation across traits[219], [224]. Our results suggest that this strategy outperforms ordinary least squares (OLS) when using expression factor analysis covariates, but underperforms OLS when using expression PC covariates. A variety of other methods can be applied to infer hidden covariates from molecular trait data, and various other strategies (e.g., penalized regression) can be used to include these covariates in xQTL analysis. We believe this is a worthy area for further research. Here, our work provides rapid inference of latent technical and biological covariates from molecular trait data, and a flexible LMM framework to include these covariates as fixed or random effects in xQTL association analysis.

Our meta-analysis framework extends from previous eQTL meta-analysis tools[249] by enabling accurate multiple-variant analysis, including joint/conditional analysis (using APEX mode meta), Bayesian fine-mapping (using susieR[228] or DAP[250]), and colocalization analysis (using external software), from xQTL summary statistics. These methods are fundamental in a variety of applications, including predictive weight estimation (e.g., for TWAS) and integrative analysis of GWAS loci. Methods that use LD from a reference panel as a proxy for meta-analysis LD may be inaccurate when reference or meta-analysis sample size is limited (e.g., < 5000), ancestry composition differs between reference vs meta-analysis samples, or genotypes are correlated with covariates in meta-analysis. In APEX, we provide exact study-specific adjusted LD matrices (vcov files); similar strategies have been used for rare-variant association meta-analysis[227], [231], but not to our knowledge for genome-wide xQTL or fine-mapping meta-analysis. The proposed xQTL meta-analysis framework enables flexible and highly accurate multiple-variant modeling with arbitrary sample sizes, ancestry compositions, and sets of covariates.

While our applications focused on eQTL studies, APEX sumstat and vcov formats are also well-suited for GWAS of quantitative traits, which can be used, for example, in colocalization analysis of GWAS and xQTL signals. More broadly, we encourage GWAS and xQTL studies to publicly release adjusted LD data in addition to single-variant association summary statistics when possible. With streamlined tools for the analysis of such data, greater availability of sufficient statistics including LD would increase reproducibility, enhance meta-analysis, and accelerate discovery.

The statistical methods in APEX can be extended in a variety of ways, such as by (a) leveraging correlations between molecular traits across multiple tissues or cell-types, (b) modeling genetic correlations between traits of the same tissue or cell-type, or (c) supporting generalized linear models for non-normal traits. Multivariate LMMs can be used to account for the correlation structure of genetic and environmental components of molecular traits across and within tissues or cell-types. Also, zero-inflated Poisson or negative binomial generalized linear mixed models (GLMMs) may be desirable for some types of molecular trait data.

Our data applications have several limitations, including (a) analysis of only LCL eQTLs, (b) relatively small eQTL sample sizes, and (c) limited trans-eQTL analysis. Our LCL eQTL analysis revealed striking enrichment with relevant tissue-specific DHS, highlighting the utility of xQTL analysis across diverse tissues and cell types. Moreover, APEX is well suited for analysis of mRNA expression and other molecular traits across broader sets of tissues or cell types due to its computational efficiency. While the three LCL eQTL had limited sample sizes, our simulation studies using UK Biobank genotype data demonstrated that APEX is scalable to larger cohorts, with > 100-fold improvement in CPU time relative to standard tools. Finally, we note that APEX fully supports trans-eQTL analysis, as illustrated in simulation studies.

In summary, APEX provides an efficient and comprehensive framework for cis and trans xQTL mapping and meta-analysis. For xQTL studies of a single cohort, APEX provides efficient inference of latent technical and biological factors from molecular trait data[223],
which performs competitively with state-of-the-art methods in cis-eQTL analysis and orders of magnitude faster; rapid LMM association analysis with tens of thousands of molecular traits; powerful, efficient trait-level xQTL omnibus tests; and accurate multiple-variant analysis. For $x$ QTL meta-analysis, APEX provides accurate single-variant and joint multiplevariant regression analysis, and compact summary data formats for flexible and accurate multiple-variant modeling (e.g., Bayesian finemapping) without individual-level data across multiple studies.

## Online Methods

## Statistical methods implemented in APEX

## Principal components and factor analysis of molecular traits

APEX provides efficient algorithms to calculate principal components (PCA) and factor analysis (FA) of molecular traits. For PCA, we calculate $k$ PC covariates as the first $k$ left singular vectors of the truncated singular value decomposition (SVD) of the $n \times p$ normalized expression matrix $\mathbf{Y}$, which is scaled and centered so that each column (trait) has mean 0 and variance 1. The SVD is $\mathbf{Y}=\mathbf{U D V}{ }^{\top}$, and $\mathbf{U}_{(k)}=\left(\mathbf{U}_{1}, \mathbf{U}_{2}, \ldots, \mathbf{U}_{k}\right)$ are the PC covariates. When the number of traits is larger than the number of samples, we calculate $\mathbf{U}_{(k)}$ from the truncated SVD (or eigendecomposition) of $\mathbf{Y} \mathbf{Y}^{\top}$, as $\mathbf{Y} \mathbf{Y}^{\top}=\mathbf{U} \mathbf{D}^{2} \mathbf{U}^{\top}$. Otherwise, we calculate $\mathbf{U}_{(k)}=\mathbf{Y} \mathbf{V}_{(k)} \mathbf{D}_{(k)}^{-1}$, where the right singular vectors $\mathbf{V}_{(k)}$ are calculated from $\mathbf{Y}^{\top} \mathbf{Y}=\mathbf{V D}^{2} \mathbf{V}^{\top}$.

The FA model is $\mathbf{Y}=\mathbf{Z B}+\mathbf{E}$ where $\mathbf{Z}$ is the $n \times k$ matrix of common factors, $\mathbf{B}$ is the $k \times p$ matrix of factor loadings, and $\mathbf{E}$ is the $n \times p$ matrix of unique factors. The rows of $\mathbf{E}$ are independent, and each row vector is multivariate normal with covariance matrix $\Sigma=$ $\operatorname{diag}\left(\sigma_{1}^{2}, \ldots, \sigma_{p}^{2}\right)$. In APEX, we estimate the common factors $\mathbf{Z}$ using an SVD of $\mathbf{Y} \hat{\Sigma}^{-1 / 2}$, which we initialize with constant variances $\hat{\sigma}_{j}^{2}=1$ for all $j=1,2, \ldots, p$. Given the first $k$ left singular vectors $\tilde{\mathbf{U}}_{(k)}$ of $\mathbf{Y} \hat{\sigma}^{-1 / 2}$, we update the estimates as $\hat{\sigma}_{j}^{2}=\frac{1}{n-1}\left\|\left(I-\tilde{\mathbf{U}}_{(k)} \tilde{\mathbf{U}}_{(k)}^{\top}\right) \mathbf{Y}_{j}\right\|_{2}^{2}$ for each trait $j=1,2, \ldots, p$, and repeat. A similar algorithm was suggested by (62), but the underlying likelihood is unbounded if $\hat{\sigma}_{j}^{-1} \rightarrow 0$, and convergence generally fails in practice. As proposed by[223], we perform regularization by halting after a fixed number of
iterations. If the number of samples is greater than the number of traits ( $n>p$ ), we modify this approach using the $p \times k$ right singular vectors rather than the $n \times k$ left singular vectors of $\mathbf{Y} \hat{\Sigma}^{-1 / 2}$. The time complexity of this procedure is $O\left(\min (n, p)^{2} k+p n k\right)$, where $n$ is the sample size, $p$ is the number of traits, and $k$ is the number of factors. Further details are given in Supplementary Materials.

## Statistical methods for cis and trans LMM association analysis

APEX provides a scalable linear mixed model (LMM) framework to account for familial relatedness[219], [251] or technical variation[222], [224] (Supplementary Figure 4). For traits $t=1,2, \ldots, p$, we assume the model

$$
\mathbf{Y}_{t}=\mathbf{C} \alpha_{t}+\mathbf{G} \beta_{t}+\mathbf{Z} \mathbf{b}_{t}+\varepsilon_{t}
$$

where $\mathbf{Y}_{t}$ is the observed trait, $\mathbf{C}$ is the matrix of fixed-effect covariates, $\mathbf{G}$ is the matrix of genotypes, and $\mathbf{Z}$ is the matrix of random-effect covariates. To account for relatedness, $\mathbf{Z Z}{ }^{\top}=\mathbf{K}$ where $\mathbf{K}$ is a genetic relatedness matrix (GRM); and to account for technical and biological variation, $\mathbf{Z}$ is comprised of inferred factor covariates. We assume the residual $\varepsilon_{t}$ is multivariate normal distributed with mean $\mathbf{0}$ and variance $\mathbf{I} \sigma_{t}^{2}$, and the random effects are multivariate normally distributed with mean $\mathbf{0}$ and variance $\mathbf{I} \tau_{t}^{2}$.

By default, variance components are estimated by restricted maximum likelihood (REML) under the null hypothesis of no single-variant associations. APEX supports sparse[66], [252] and low-rank[253] covariance matrices for random effects, and uses specialized optimizations for each structure. We expedite computation by precomputing and saving variance component estimates and LMM residuals for each trait, and residual genotypic variance terms for each variant. While APEX precomputes LMM residuals, we note that it does not use the GRAMMAR-gamma[254] or related approximations. For trans-xQTL analysis (considering all variant-trait pairs), the time complexity of LMM estimation and association testing in APEX is $O\left(p m^{2} n+n p q+n m q\right)$ where $n$ is the sample size, $p$ the number of traits, $m$ the number of covariates, and $q$ the number of variants. Further details are provided in Supplementary Materials.

## Omnibus p-values for cis-xQTL signals

We used the aggregated Cauchy association test (ACAT)[153], [154] to calculate omnibus cis region p-values for primary and secondary signals. ACAT omnibus p-values are calculated as $p^{O}=F\left\{\sum_{i} w_{i} F^{-1}\left(p_{i}\right)\right\}$ where $F$ is the cumulative density function (CDF) of the standard Cauchy distribution, $w_{i}$ are non-negative weights with $\sum_{i} w_{i}=1$, and $p_{i}$ are $p$-values. ACAT provides valid p-values under arbitrary dependence structures, provided that $p_{i}$ are valid p -values (calibrated under the null hypothesis). When $p_{i}$ are single-variant $p$-values in the cis region, we find that ACAT p-values with constant weights are highly concordant with permutation-based p-values (Supplementary Figure 6), but much faster (Figure 3, Panel B).

## Data formats for flexible and accurate xQTL meta-analysis

APEX provides genetic association summary statistics (sumstat) and variance-covariance (vcov) data in an indexed, compressed binary format (Supplementary Figures 7-8). For fixed effects models, APEX sumstat files store the vector of score statistics $\mathbf{U}_{t}=\mathbf{G}^{\top} \mathbf{P} \mathbf{Y}_{\mathbf{t}}$ and residual sum of squares $\mathbf{Y}_{t}^{\top} \mathbf{P} \mathbf{Y}_{t}$ for each trait $t$, where $\mathbf{G}$ is the genotype matrix, $\mathbf{P}$ is a projection matrix, and $\mathbf{Y}$ is the matrix of molecular traits; APEX vcov files store the variance-covariance matrix of score statistics $\mathbf{V}=\mathbf{G}^{\top} \mathbf{P G}$ (also called adjusted LD matrix). For cis analysis, we store only score statistics for variants within a window of each molecular trait (1 Mbp by default), and adjusted LD for variants within twice the specified window size. These statistics are sufficient for a wide variety of downstream statistical analyses (for example, multiple-variant joint and conditional regression modeling, aggregation tests, Bayesian fine-mapping, and colocalization analysis), and preserve the genetic privacy of xQTL study participants. Similar strategies have been used to aggregate variants for genebased tests in rare-variant (RV) GWAS meta-analysis[227], [231], but to our knowledge no existing methods exist for efficiently sharing and combining adjusted LD for genome-wide meta-analysis of common variants in GWAS or xQTL studies. APEX summary data can be combined across multiple studies for meta-analysis in APEX mode meta for joint and conditional regression analysis, or accessed and combined through an R interface for use with other packages. Further details are given in Supplementary Materials.

## Secondary xQTL signal discovery

We implemented stepwise regression algorithms to detect multiple conditionally independent genetic association signals (Supplementary Figure 9) using either individual-level data or sumstat and vcov files. At each iteration, we evaluate signal-level significance using an omnibus $p$-value to test the null hypothesis that no remaining variants are associated with the trait, calculated as $p^{O}=F\left\{\sum_{j \in U} w_{j} F^{-1}\left(p_{j \mid S}\right)\right\}$, where $S$ and $U$ are the current sets of selected and unselected variants, $p_{j \mid S}$ is the conditional p -value for variant $j$ given selected variants $S, w_{j}$ is the weight for variant $j$ (normalized so that $\sum_{j \in U} w_{j}=1$ at iteration), and $F$ is the CDF of the standard Cauchy distribution. If $p^{O}<\alpha$, where $\alpha$ is a specified threshold, we select the most significant variant in $U$ (adding it to $S$ and removing it from $U$ ) and continue; otherwise, we retain the current set $S$ and exit. Further details and extensions are given in Supplementary Materials.

## Data sources

## LCL eQTL genotype data

Genotype data from the 1000 Genomes Project Phase 3 in NCBI build 38 were obtained from the International Genome Sample Resource (IGSR) webpage[255]. WGS-based genotype data for the GTEx project v8 were obtained from dbGaP under accession number (phg 001219.v1); variants and samples with $>15 \%$ missingness were excluded. Remaining missing genotype calls were imputed as best-guess hard call genotypes using the phasing software Eagle[256]. Genotype data from the HapMap project in NCBI build 36 from the Broad Institute webpage. This data set included 1,379,607 autosomal variants; to increase the number of variants overlapping the other studies, HapMap genotypes were imputed with the 1000 Genomes Project Phase 3 reference panel using Minimac3[69]; imputed variants were filtered with Mach-Rsq > 0.3. A final list of 10,930,386 variants, the intersection of variants across the three studies, was used for meta-analysis. Kinship matrices and genetic principal component covariates were calculated using PLINK 2[252].

|  | Sample <br> size | Genotype data | Total no. <br> variants | Expression data | Total no. <br> transcripts |
| :--- | :---: | :---: | :---: | :---: | :---: |
| GTEx v8 | 147 | WGS | $12,232,655$ | RNA-seq | 22,759 |
| Geuvadis | 454 | WGS | $31,331,216$ | RNA-seq | 17,815 |
| HapMap | 518 | Genotyped and <br> imputed | $29,539,804$ | Expression <br> microarray | 16,329 |

Table 5.0.1. Descriptive statistics for LCL eQTL data sets. Summary of LCL data sets analyzed. For HapMap, we report the number of imputed variants. For all studies, we report the number of variants before filtering. Processing and filtering procedures for each study are described in Methods.

## LCL gene expression data

RNA-seq expression data from the Geuvadis consortium, which performed RNA-seq on LCLs for a subset of samples in the 1000 Genomes Project, were obtained from the IGSR webpage[211]. RNA-seq expression data from LCLs for GTEx v8 participants were obtained from dbGaP under accession number (phe000037.v1). LCL expression microarray data for 618 individuals in the HapMap 3 study[221] were obtained from ArrayExpress[257]; Illumina probe identifiers were mapped to Ensembl gene identifiers using the illuminaHumanv2 Bioconductor $R$ package. Genes that were lowly expressed (count $\leq 5$ ) in $\geq 25 \%$ of individuals were excluded. Expression microarray measurements and RNAseq TPMs were rank-normal transformed within each study[211].

Prior to association analysis of gene expression traits, we applied two-stage rank normalization by (a) applying a rank-normal transformation to each trait, (b) calculating trait residuals by regressing out technical covariates, and (c) applying a second rank-normal transformation to these trait residuals. This procedure is performed internally in APEX for cis and trans association analysis; we also performed two-stage rank-normalization in R for analysis using external software packages (e.g., finemapping analysis).

We identified 76 individuals overlapping between the HapMap and Geuvadis studies among those with LCL expression and genotype data in each study. We removed these 76 individuals from the HapMap data sets prior to analysis (and retained them in Geuvadis) to ensure that no participants were duplicated between studies. The reported sample sizes (Table 1) reflect these exclusions. We identified no other duplicates.

## LCL eQTL study protocols and informed consent

Geuvadis protocols were approved by the 1000 Genomes Project Steering Committee and institutional review boards (IRBs) or ethics committees, and written informed consent forms were signed by all Geuvadis participants (https://www. internationalgenome . org/ about/). HapMap protocols were approved by IRBs or ethics committees by all involved institutions, and written informed consent forms were signed by all participants[258]. GTEx protocols were approval by local IRBs or ORSP by all involved institutions[259]; informed consent was provided by next of kin for all participants (all human donors in the GTEx project were deceased)[31].

## UK Biobank genotype data

Genotype data from the UK Biobank study were obtained under Application Number 52008. UK Biobank protocols were approved by the National Research Ethics Service Committee and written informed consent were signed by the participants. Marker variants were filtered by including only autosomal SNPs with genotype missingness $<1 \%$ that passed all batchwise genotype quality control steps[260] (590,606 variants after filtering). We randomly selected a multi-ethnic subset of 10,000 UK Biobank participants for analysis, among which 4,000 were Irish, 3,000 were South Asian (Indian, Pakistani, and Bangladeshi), and 3,000 were African and Caribbean (all self-reported). We generated an ancestry-adjusted sparse genetic relatedness matrix (GRM) using LD-pruned MAF > 0.01 variants in $R$ by projecting out genotype PCs from genotypes and setting GRM elements to 0 for $>4$ th degree estimated relatives (genetic correlation $<0.044$ ). LD pruning used pairwise $r^{2}<0.1$ in sliding windows of 50 SNPs moving 5 SNPs at a time.

## Data analysis and simulation procedures

## Molecular trait simulation procedures

To evaluate Type I error rates of association test statistics, we simulated expression data under the null hypothesis of no single-variant genetic associations in the Geuvadis study. We used the empirical covariance between expression and technical covariates and simulate covariance of expression residuals to simulate expression with a realistic correlation
structure (Supplementary Figures 1-2). Specifically, in each replicate, we simulated the row vector of expression across genes for participant $i$ as a multivariate normal distribution with mean $\left(\hat{\alpha}_{\mathbf{1}}, \ldots, \hat{\alpha}_{\mathbf{p}}\right)^{\top} \mathbf{C}_{i}^{\top}$ and variance $\tilde{\Sigma}$, where $\mathbf{C}_{i}$ is the $i^{\text {th }}$ row vector of from technical covariates $\mathbf{C}$ (genotype PCs, gender, batch, ethnicity indicator), $\hat{\alpha}_{\mathbf{j}}=\left(\mathbf{C}^{\top} \mathbf{C}\right)^{-1} \mathbf{C}^{\top} \mathbf{Y}_{j}$ is the estimated effects of technical covariates on gene $j$ expression $\mathbf{Y}_{j}$ (column vector), and $\tilde{\Sigma}=\frac{1}{n-1} \tilde{\mathbf{Y}} \tilde{\mathbf{Y}}^{\top}$ is the sample covariance matrix of expression residuals across genes where $\tilde{\mathbf{Y}}=\left(\mathbf{I}-\mathbf{C}\left(\mathbf{C}^{\top} \mathbf{C}\right)^{-1} \mathbf{C}^{\top}\right) \mathbf{Y}$. In each simulation replicate, we re-calculated the inferred covariates (ePC, eFA, or PEER) from the simulated expression matrix.

We simulated expression data in the UK Biobank study to assess the computational performance of linear mixed models (LMMs) for xQTL analysis in large cohorts, which will be critical to identify rare and small-effect xQTL variants and molecular traits that contribute to heritable diseases. In these experiments, we simulated each trait independently from a multivariate normal distribution with mean $\mathbf{C} \alpha$, where $\mathbf{C}$ is the matrix of genotype PCs, and variance $h^{2} \mathbf{K}+\left(1-h^{2}\right) \mathbf{I}$ where $\mathbf{K}$ is the sparse genetic relatedness matrix. We simulated the covariate effects $\alpha$ from an independent normal distribution, and pseudo-heritability parameter $h^{2}$ from a uniform distribution.

## LCL eQTL fine-mapping analysis

We performed Bayesian finemapping of gene expression traits using the susieR package with both individual-level and summary-level data[228]. For each gene, we analyzed all variants within a 1 Mbp window of the transcription start site. We used the susie::susie and susie::susie_suff_stat functions in the susieR package to finemap from individuallevel data and summary statistics respectively using the default $L=10$ maximum number of causal variants. To correct for technical covariates in individual-level analysis, we used residualized genotype and expression matrices calculated as $\tilde{\mathbf{G}}=\mathbf{P G}$ and $\tilde{\mathbf{Y}}=\mathbf{P Y}$ respectively, where $\mathbf{G}$ and $\mathbf{Y}$ are the genotype and expression matrices, $\mathbf{P}=\mathbf{I}-\mathbf{C}\left(\mathbf{C}^{\top} \mathbf{C}\right)^{-1} \mathbf{C}^{\top}$, and $\mathbf{C}$ is the matrix of technical covariates. To correct for technical covariates in summarybased analysis, we calculated the vector of score statistics for each trait $t$ as $\hat{\sigma}_{\mathbf{t}}^{-2} \mathbf{G}^{\top} \mathbf{P} \mathbf{Y}_{t}$ where $\hat{\sigma}_{\mathbf{t}}^{\mathbf{2}}=\frac{1}{n-m} \mathbf{Y}_{t}^{\top} \mathbf{P} \mathbf{Y}_{t}$, and the variance-covariance matrix either as $\mathbf{V}_{t}=\hat{\sigma}_{\mathbf{t}}^{-\mathbf{2}} \mathbf{G}^{\top} \mathbf{P G}$ (for adjusted LD) or $\mathbf{V}_{t}^{U}=\hat{\sigma}_{\mathbf{t}}^{-2} \mathbf{G}^{\top}\left(\mathbf{I}-\mathbf{1}\left(\mathbf{1}^{\top} \mathbf{1}\right)^{-1} \mathbf{1}^{\top}\right) \mathbf{G}$ (for unadjusted LD) as described in Re-
sults. To use external LD as a proxy for the variance-covariance matrix, we calculated the proxy-LD variance-covariance matrix as $\mathbf{V}_{t}^{P}=\mathbf{A}_{t}^{1 / 2} \mathbf{R}^{P} \mathbf{A}_{t}^{1 / 2}$, where $\mathbf{A}_{t}$ is a diagonal matrix with the diagonal entries of $\mathbf{V}_{t}$, and $\mathbf{R}^{P}$ is the proxy LD matrix, calculated as the sample correlation matrix of adjusted genotypes from the reference panel.

## LCL eQTL enrichment analysis

We used binomial logistic regression models to assess functional enrichment of LCL eQTLs. The mean model was specified $\operatorname{logit}\left[P\left(t_{j}=1\right)\right]=\mathbf{c}_{j}^{\top} \alpha+x_{j} \gamma$, where the outcome was defined as $t_{j}=1$ if variant $j$ is in high LD ( $r^{2}>0.8$ ) with a lead LCL eQTL variant for any gene and $t_{j}=0$ otherwise, where lead eQTL variants were identified using stepwise regression (described above). The scalar $x_{j}$ denotes the feature of interest (e.g., $x_{j}=1$ if variant $j$ overlaps a lymphoid-specific DHS and $x_{j}=0$ otherwise), and the covariate vector $\mathbf{c}_{j}$ included an intercept and cubic b-spline terms for log-transformed minor allele frequency (MAF) and distance to nearest transcription start site (TSS). We included all variants that were tested for cis association (within 1 Mbp of TSS for any tested gene).

Figures


Figure 5.0.1. APEX toolkit for molecular QTL mapping and meta-analysis. A: Mode factor provides factor analysis to infer shared technical and biological factors across traits. In QTL mapping (modes cis and trans), inferred factor covariates can be modeled as fixed effects (by appending matrix $\mathbf{F}$ to covariate matrix $\mathbf{C}$ ) or random effects (using mode Imm ). Mode Imm enables rapid linear mixed model (LMM) association analysis (in modes cis and trans) by precomputing and storing variance component estimates, LMM trait residuals, and approximate LMM genotypic variances. Mode store generates compact adjusted LD files for accurate multiple-variant analysis from summary statistics (using mode meta for meta-analysis). B: Individual-level molecular trait, genotype, and covariate data (and optional genetic relatedness matrix) are used as input for single-variant and joint/conditional association analysis across traits (APEX modes cis and trans). These data can also be used for Bayesian finemapping and colocalization analysis using external software packages. C: Each study generates summary data files (single-variant score statistics using mode cis and adjusted LD matrices using mode store) from individual-level data. These summary files can be used for single-variant and joint/conditional association meta-analysis in mode meta, or combined using the Apex2R interface to create input data for Bayesian finemapping and colocalization analysis using external packages.


Figure 5.0.2. Rapid factor analysis and linear mixed models for cis-eQTL analysis. A: Number of LCL cis-eQTL discoveries at $1 \%$ FDR as a function of the number of hidden factors ( $x$ axis) inferred using PEER, factor analysis (eFA), or principal components analysis (ePC) across 3 studies. ePC and eFA covariate effects were estimated either as fixed effects (using OLS) or random effects (using REML) in association analysis using APEX. PEER covariates effects were estimated as fixed effects. B: Total running time (CPU hours) and maximum memory usage to generate ePC, eFA, and PEER covariates across models with $5,10,20,40,60,80$, and 100 latent factors. All jobs used a single CPU core. ePC and eFA covariates were calculated using APEX; PEER covariates were calculated using the PEER R package version 1.3 with a maximum of 1000 iterations.


Figure 5.0.3. Fast and powerful cis-eQTL omnibus tests. A: ACAT and dTSS weights increase eGene discoveries. Gene-level cis-eQTL discoveries for each LCL data set at $1 \%$ FDR. Because all methods maintain calibrated Type I error rates in simulations (panel B), a larger number of discoveries suggests greater statistical power. Note that the number of tested genes varies across the three studies (Figure 4). B: Calibration of permutation-based and ACAT p-values. Q-Q plots for each method in simulations under the null hypothesis using genotype and expression data from Geuvadis. Traits were simulated using the observed correlation structure of gene expression, and expression PC covariates were re-calculated from simulated expression values in each replicate (Methods). P-values for all methods maintain calibrated or conservative Type I error rates, and SLR-resid permutation-based p-values are notably conservative. C: eQTL enrichment by dTSS. Density of chromosomal distance between top cis-eVariant and TSS across genes for each study. Cis-eVariants are strongly enriched nearer the TSS. D: CPU time and memory for eGene discovery. Analyses were run sequentially across chromosomes with 1 CPU; we report maximum memory usage and total running time across all 22 autosomes for each of the 4 methods.


Figure 5.0.4. -analysis identifies novel primary and secondary cis-eQTLs. A: Meta-analysis and dTSS weights increase eGene discoveries. eGenes detected in LCL cis-eQTL analysis across studies and meta-analysis. Colored bars show total numbers of tested genes, and outlined bars show numbers of eGenes (cis-eQTL genes) detected at 1\% FDR using unweighted ACAT (solid line) and or distance to transcription start site (dTSS) weighted ACAT (dashed line). dTSS weights increased eGene discoveries by $30.6 \%$ for GTEx, $14.4 \%$ for Geuvadis, $14.1 \%$ for HapMap, and $10.0 \%$ for meta-analysis. B: Meta-analysis and dTSS weights increase secondary eQTL discoveries. Secondary cis-eQTL variant discoveries across studies and meta-analysis. Shown are numbers of genes with $2,3,4$, or $\geq 5$ LCL eQTL eVariant signals detected at $1 \%$ FDR using unweighted (solid line) and dTSS-weighted ACAT. dTSS weights increased secondary signal discoveries by 43.6\% for GTEx, 23.3\% for Geuvadis, 20.4\% for HapMap, and 19.3\% for meta-analysis. C: Metaanalysis detects cis-eQTLs for constrained genes. Loss of function (LoF) observed/expected upper bound fraction (LOEUF) is a metric of genetic constraint; constrained genes have smaller LOEUF. LOEUF densities are shown for the 11,750 genes present in all (3 out of 3) studies, divided into 3 categories: (a) no cis-eQTLs detected at $1 \%$ FDR ( 2,659 "non-signif" genes), (b) $\geq 1$ eQTL detected in meta-analysis but not individual studies ( 693 "novel eGenes"), and (c) $\geq 1$ eQTL detected by $\geq 1$ individual study ( 8,398 "known eGenes"). Both novel and non-significant genes have significantly lower LOEUF than known eGenes, suggesting greater constraint. D: Fewer secondary cis-eQTLs are detected for constrained genes. LOEUF densities for genes with $0,1, \ldots \geq 5$ significant eVariants detected by stepwise regression in meta-analysis ( $1 \%$ FDR), shown for genes present in 3 out of 3 studies. Genes with more eVariants tend to have higher LOEUF (less constraint), as expected.
In panels C and D, box hinges show inter-quartile ranges (IQR) with median lines; whiskers show the highest and lowest values <1.5* IQR from the hinge. Density plots were calculated with default settings using geom_violin from the ggplot2 $R$ package (version 3.3.2)


Figure 5.0.5. Accurate QTL fine-mapping from summary statistics. APEX $\times Q T L$ sumstat and vcov files enable accurate multiple-variant analyses without individual-level data. Here, we illustrate Bayesian finemapping from APEX summary statistics data using the susieR package and Apex2R interface to access sumstat and vcov files. A: Finemapping cis-eQTLs from summary statistics. cis-eQTL p-values (upper panel) and posterior inclusion probabilities (PIPs) for cis variants at the FYN locus (6.p22) are shown across the three studies and meta-analysis. Meta-analysis increases signal strength (upper panels) and precision identifying putative causal variants (lower panels). B: Meta-analysis increases finemapping precision. We finemapped 9,787 genes present each of the 3 studies from APEX sumstat and vcov summary data files using the susieR package. For each gene, we assigned each variant to its most likely signal cluster (highest posterior probability), and calculated the maximum PIP across variants within each signal cluster. Boxplots show the distribution of the maximum PIP within the $1^{\text {st }}, 2^{\text {nd }}, 3^{\text {rd }}$ and $4^{\text {th }}$ signal cluster across genes for each study. Box hinges show inter-quartile ranges (IQR) with median lines; whiskers show the highest and lowest values <1.5 * IQR from the hinge. Maximum PIPs tend to increase with sample size, as expected. C: APEX sumstat and vcov files enable accurate finemapping from summary statistics. Concordance of PIPs across 71 genes using individual-level data ( $x$ axis) vs summary statistics (y axis) from HapMap with covariate-adjusted HapMap LD (left), HapMap LD not adjusted for covariates (middle), or proxy LD from Geuvadis (right) adjusted for similar covariates. PIPs from summary statistics using APEX vcov files (adjusted LD) are nearly numerically equivalent with individual-level analysis. PIPs using unadjusted or proxy LD are less concordant with individual-level analysis (Spearman $r^{2} 0.81$ or 0.29 respectively).

## Supplementary Figures



Figure 5.0.6. LCL eQTL enrichment for categories of traits in the NHGRI-EBI GWAS Catalog, adjusted for minor allele frequency (MAF) (log-transformed cubic b-spline) and distance to nearest transcription start site (TSS) (log-transformed cubic b-spline) as described in Methods. LCL eQTLs show strongest enrichment with immune disorders. Shown are enrichment odds ratios (exponentiated logistic regression coefficients, $\pm 2$ standard errors) estimated separately by including a single GWAS trait category per model.


Figure 5.0.7. Primary and secondary LCL eQTL enrichment in tissue-specific DNase I hypersensitive sites (DHSs)[248], adjusted for minor allele frequency (MAF) (log-transformed cubic b-spline) and distance to nearest transcription start site (TSS) (log-transformed cubic b-spline) as described in Methods. Shown are enrichment odds ratios (exponentiated logistic regression coefficients, $\pm 2$ standard errors) estimated separately by including a single DHS tissue category per model.
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