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ABSTRACT

Large disturbances in the solar wind, such as Coronal Mass Ejections (CMEs),

can trigger the most significant geomagnetic activities near the Earth, i.e., storms.

In the ionosphere, various electron density structures can form during storms, which

are usually accompanied by abrupt electron density gradients that can significantly

impact the propagation of radio signals going through or reflected by the ionosphere.

The spatial scales of these storm-time electron density structures span from thousands

of km to several km or less.

Formation and dynamic evolution of these ionospheric density structures are man-

ifests of the complex Mangetosphere Ionosphere Thermosphere (MIT) coupling pro-

cesses during storms. Using a combination of multi-instrument observations and

numerical simulations, we performed a comprehensive study investigating various as-

pects of these dynamics and their drivers. The findings of this study contribute to

our systematic understanding of the storm-time MIT coupling processes and could

assist future missions targeting these density structures.

In this research, we studied the formation processes of two density structures

that often occur at mid and high latitudes during storms: Storm-Enhanced Den-

sities (SEDs) and polar cap patches. SEDs are electron density enhancements at

mid-latitudes and are often suggested as the main plasma sources for the patches

in the polar cap region when they extend to high latitudes. Several mechanisms

have been proposed in the past to explain the segmentation of SEDs into patches.

Using state-of-the-art simulation tools, we proposed a new segmentation mechanism

associated with boundary flows between the Region-1 and Region-2 field-aligned cur-

xv



rents (FACs) when the partial ring current drifts towards the dayside. No sudden

external interplanetary magnetic field variations or transient reconnection are required

in this mechanism.

Besides the boundary flows, other fast convection flow structures and their tem-

poral variations, such as Sub-Auroral Polarization Streams (SAPS), have also been

suggested to be important for ionosphere density structuring processes. Using a

comprehensive ground- and space-based instrument suite, we performed a detailed

analysis of the formation and temporal evolution of SAPS during a moderate storm.

We found that the SAPS electric field formed before a substorm onset, and was ac-

companied by a local magnetic field dip and a dispersionless ion injection from the

flank side. In the conjugate ionosphere, the SAPS developed near the equatorward

boundary of the Harang reversal. The observed complex signatures in the coupled

magnetosphere and ionosphere can be explained by a two-loop current wedge gen-

erated by the enhanced plasma pressure gradient and the diamagnetic effect of the

structured ring current following the particle injection.

One recently discovered aspect of the storm-time ionospheric responses is the

hemispheric asymmetry. We performed a detailed case study of the drivers of the

hemispheric asymmetry in electron density observed during the storm recovery phase.

The asymmetries were observed simultaneously in the dawn and afternoon sectors

and had opposite polarities. They were suggested to be driven by a combination of

the hemispheric asymmetries in the thermospheric composition, vertical drifts, and

Traveling Ionospheric Disturbance (TID) activity.

xvi



CHAPTER I

Introduction

1.1 Dungey Convection Cycle

The global scale magnetospheric and ionospheric convection is mainly driven by

magnetic reconnection. Dungey (1961) proposed the theoretical framework of the

plasma circulation in the magnetosphere during southward Interplanetary Magnetic

Field (IMF), driving by both dayside and nightside reconnections. Magnetic reconnec-

tion can be facilitated when magnetic fields with opposite polarities are transported

toward each other. At the point where they meet, the field lines reconnect and form

two new field lines, which are then expelled perpendicularly away from the reconnec-

tion site. In this process, the magnetic energy is converted into the plasma kinetic

energy and heating.

1.1.1 Magnetospheric Convection

As shown in Fig 1.1, when the IMF is southward (1’), which is opposite to the

dayside geomagnetic field line (1), reconnection occurs on the dayside magnetopause.

The newly-generated open field lines have one end connected to the Earth and the

other connected to the solar wind (2 and 2’). Then, the solar wind pulls the open

field lines anti-sunward (4 and 4’) to the nightside. At the magnetotail, the two open

field lines (6 and 6’) reconnect again and generate two new field lines: one closed field

1



line (7) and one IMF line (7’). The IMF line is ejected anti-sunward, and the newly

closed field line is transported towards the Earth and eventually back to dayside (9)

(Kivelson et al., 1995).

Figure 1.1: Dungey cycle: Flow of plasma within the magnetosphere. The number
represents the succession of field lines. From Kivelson et al. (1995) Fig 9.11.
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1.1.2 High-Latitude Convection Pattern

In the reference frame of the solar wind, due to the infinite conductivity, the

electric field is zero. In the inertia reference frame, according to the Lorentz trans-

form, there is an electric field E = −Vplasma ×B, where V is the solar wind plasma

velocity and B is the vector interplanetary magnetic field. When the IMF is south-

ward, there will be a dawn-to-dusk electric field in the solar wind and magnetosphere

(Baumjohann and Treumann, 1997).

When the magnetic field line in Fig 1.1 completes the Dungey cycle in the mag-

netosphere, its footprint also finishes a closed trajectory in the ionosphere. When the

field line moves anti-sunward with the solar wind, its footprint moves anti-sunward

in the polar cap ionosphere. Due to the infinite field-aligned conductivity, there is no

potential drop along the field line, i.e., the magnetic field line is equipotential. Thus,

the dawn-dusk electric field maps to the polar cap region. When the field line travels

back to the dayside at lower latitudes, its footprint moves back to the dayside as well.

On the dusk side, the electric field is poleward in the return flow region, while on

the dawn side, it switches to equatorward. In the framework of the Dungey cycle,

a two-cell convection pattern forms in the high latitude ionosphere, as shown in Fig

1.2, when the magnetic field line completes the full cycle in the magnetosphere.

The direction of flows near the cusp region is sensitive to the direction of the

IMF. Ruohoniemi and Greenwald (1998) showed that the convection flow switched

suddenly (2 min) from sunward to antisunward with the velocity magnitude change

reaching as large as 1500 m/s in about 6 minutes, responding to a sudden IMF

southward turning. In addition to the IMF Bz, the IMF By is also important for

the convection flows at high-latitudes (Cowley et al., 1991). As shown in Figure 1.3,

when the IMF Bz < 0 and By > 0, in the northern hemisphere, the dayside cusp

should be displaced towards the post afternoon sector, and the convection flows near

the cusp move toward the dawn side. When the IMF Bz < 0 and By < 0, in the
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Figure 1.2: Representation of ionospheric electric fields in the northern hemisphere
polar cap and auroral zone, as well as the plasma flow due to those fields. From
Kelley (2009) Fig 8.3a.

northern hemisphere, the dayside cusp should be displaced toward the dawn side,

and the convection flows near the cusp move toward the dusk side. In the southern

hemisphere, the responses are in the opposite sense.

Weimer (2005) provided an empirical model of the high-latitude electric potentials

as a function of the solar wind parameters. Figure 1.4 describes the dependence of

the high-latitude potentials on the IMF clock angle. When IMF Bz < 0 and By > 0,

in the northern hemisphere, the dusk cell is larger. When IMF Bz < 0 and By < 0,

in the northern hemisphere, the dawn cell is larger. In the southern hemisphere, the
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Figure 1.3: Sketch showing IMF By-dependent effect on the streamlines (solid curves)
and on the open-close field line boundary(dashed curve) in the northern hemisphere.
From Cowley et al. (1991) Fig 3.

responses are in the opposite sense.
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Figure 1.4: (a–i) Polar cap electric potentials in the Northern Hemisphere, mapped
as a function of AACGM latitude and MLT. Figures a–d and f–i show the patterns
for eight different clock angle orientations of the IMF vector in the GSM Y-Z plane;
the angle in degrees is indicated in the top left corner of each map. The IMF has a
fixed magnitude of 5 nT, the solar wind velocity is 450 km/s, the solar wind number
density is 4 cm−3, and the dipole tilt angle is 0°. Figure e shows the potential for
zero IMF, with the same solar wind conditions. Minimum and maximum potential
values are printed in the bottom left and right corners of each map, with locations
indicated by the diamonds and pluses. From Weimer (2005) Fig 2.
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1.2 Geomagnetic Storms

Geomagnetic storms are periods when the near-Earth space environment is strongly

disturbed by the solar wind and IMF. During this period, a sufficiently intense in-

terplanetary convection electric field leads, through a substantial energization in the

magnetosphere-ionosphere system, to an intensified ring current (Gonzalez et al.,

1994). The ring current causes the horizontal geomagnetic field on the Earth’s sur-

face to decrease. The Disturbance storm time (Dst) index, defined by the hourly

average of the global horizontal field variation from four low-latitude ground magne-

tometer stations, is used to infer the strength of the ring current and describe the

amplitude of the storm (e.g. Russell et al., 1974). The symmetric disturbances for

H component (SYM-H) index is a high-temporal-resolution (1 min) alternative of

the Dst (e.g. Wanliss and Showalter , 2006). The magnitude of a geomagnetic storm

can be classified based on the minimum of Dst or SYM-H value: moderate (-100 nT

< Dst < -50 nT), intense (-250 nT < Dst < -100 nT), or super (-250 nT < Dst)

(Gonzalez et al., 1994; Echer et al., 2008). Geomagnetic storms are mainly driven

by large-scale interplanetary transients (hours to days), including the Coronal Mass

Ejections (CMEs) or Corotational Interaction Regions (CIRs), and particularly by

the southward IMF contained in those transients (Gonzalez et al., 1994).

As shown in Fig 1.5, geomagnetic storms mainly consist of two phases: the main

phase and the recovery phase (Baumjohann and Treumann, 1997). When a large

amount of the solar wind energy enters the magnetosphere, the ring current strength-

ens, and the Dst/SYM-H decreases, which is defined as the main phase (Baumjohann

and Treumann, 1997). The main phase usually lasts for a few hours (Yokoyama and

Kamide, 1997). When the solar wind energy stops entering the magnetosphere, the

ring current gradually decays, and the Dst/SYM-H recovers back to the quiet-time

value, which is defined as the recovery phase (Baumjohann and Treumann, 1997). The

recovery phase typically lasts for one to two days (Yokoyama and Kamide, 1997). If
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a shock is accompanied with the interplanetary transients, the storm can begin with

a sudden increase in the horizontal component and is referred to as Sudden Storm

Commencement (SSC). The shock compresses the dayside magnetopause and pushes

the Chapman–Ferraro current closer to the Earth, which then leads to the sudden

increase of the Dst/SYM-H (Joselyn and Tsurutani , 1990).

Main Phase Recovery Phase

Figure 1.5: IMF Bz in GSM coordinate, solar wind flow velocity and SYM-H index
during the 2003 Halloween Storm.
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1.3 Ring Current and Partial Ring Current

During storm times, the ring current is the main contributor to the magnetic field

depression on the Earth’s surface. During active times, energetic particles (10-200

keV) follow energy-dependent drifts, i.e., gradient and curvature drifts in the inner

magnetosphere. Ions drift westward and electrons drift eastward around the Earth.

Thus, a westward current develops near the equatorial plane and is referred to as the

ring current (Baumjohann and Treumann, 1997). From the Biot-Savart’s law, the

westward ring current can generate a magnetic disturbance opposite to the rotation

axis of the Earth. The magnitude of the magnetic perturbation is often characterized

by the Dst/SYM-H index and is proportional to the total kinetic energy of the drifting

particles.

When the IMF turns southward, the Dungey cycle is triggered. More particles are

transported into the inner magnetosphere through large-scale convection and meso-

scale injections, and thus can enhance the ring current. The buildup of the ring

current is the major magnetospheric manifestation of the magnetic storm. Parti-

cles enter the inner magnetosphere from the nightside and form a pressure peak on

the nightside, driving an asymmetric ring current. This asymmetric ring current

is referred to as the partial ring current. The azimuthal pressure gradient within

the partial ring current is important for the generation of the Region-2 field-aligned

currents (FACs).

Fig 1.6 shows the drift paths of cold magnetospheric particles, hot ions, and

electrons. The boundary separating the open and closed paths of energetic particles

are called the Alfvén layer. Inside the Alfvén layer, particles have closed drift paths.

Outside the Alfvén layer, they are on open drift paths and can reach and get lost

through the magnetopause. The location of the Alfven layer is determined by the

dawn-to-dusk electric fields and the energies of the particles. During storm time, the

dawn-to-dusk electric fields in the equatorial magnetosphere increase, and the Alfven
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layer shrinks. Particles previously on closed drift paths now can be on open drift

paths and get lost through the magnetopause, which can weaken the ring current on

the dayside. In addition, wave-particle interactions can also modulate the particle

fluxes on the dayside and nightside plasma sheet.

Figure 1.6: Drift paths of cold magnetospheric particles (top) and hot ions and elec-
trons (bottom). From Kivelson et al. (1995) Fig 12.25 and 12.26.
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1.4 Mangetosphere Ionosphere Thermosphere (MIT) Cou-

pling during the Storm Time

The solar wind, magnetosphere, ionosphere and thermosphere are strongly cou-

pled. Complex interactions within the MIT system makes it difficult to predict the

responses to disturbances in the solar wind. In this section, a brief introduction of

various coupling processes and interactions in the MIT system is given.

1.4.1 Magnetosphere-Ionosphere Interaction

Magnetosphere acts neither as a pure current nor as a pure voltage generator

(Ridley et al., 2004). The magnetosphere-ionosphere system is fully coupled along

the magnetic field lines. There are various mass, momentum, and energy exchanges

between them, making them highly linked, such that they cannot be treated inde-

pendently.

1.4.1.1 Field-Aligned Currents

FACs play an important role in conveying stress and electric field between the

magnetosphere and the ionosphere. In the high-latitude region, statistically there are

two pairs of FACs, named Region-1 and Region-2 FACs. As shown in Fig 1.7, the

Region 1 FACs map to higher latitudes with upward current on the dusk side and

downward current on the dawn side. On the contrary, the Region 2 FACs map to

lower latitudes and flow downward at dusk and upward at dawn.

Hasegawa and Sato (1979) provided a framework of the formation of the FACs in

the magnetosphere. With the assumption of isotropic pressure in the magnetosphere,

FACs can be expressed as:

J‖ = B

∫
[
ρ

B

d

dt
(
Ω

B
) +

2

B2
J⊥ · ∇B +

1

ρB
Jin · ∇ρ]dl‖, (1.1)
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Figure 1.7: A summary of the distribution and flow directions of large-scale field-
aligned currents determined from (a) data obtained from 439 passes of Triad during
weakly disturbed conditions (|AL| < 100 nT) and (b) data obtained from 366 Triad
passes during active periods (|AL| > 100 nT). From Iijima and Potemra (1978) Fig
13.

where B is the magnetic field in the magnetosphere, ρ is the plasma mass density,

Ω is the vorticity, J⊥ is the current perpendicular to the magnetic field line, Jin

is the inertia current, defined as Jin = − ρ
B2

dv
dt
× B. The integration is from the

magnetospheric equator to the ionosphere.

In this expression, the first term shows the effect of dynamic change of vorticity

of flows and magnetic flux density, the second term shows the effect of the spatial

variation of the magnetic field in the direction of the perpendicular current Jperp,

and the third term shows the effect of ion acceleration in the direction perpendicular

to B and ∇ρ.

In the magnetotail, flow bursts can generate a pair of small-scale FACs. The

flow bursts from the nightside reconnection site can carry magnetic flux tubes to the

near-earth region (Birn and Hesse, 2013). As shown in Fig 1.8, in the near-Earth

region where the magnetic field is more dipole-like, the flow can brake or be diverted

around the Earth. During this time, the first and third terms in Equation 1.1 become
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important and generate Region-1 sense FACs. On the earthward side of the Region-1

sense FACs, there are opposite vorticities and Region-2 sense FACs. However, the

amplitude of the Region-2 sense FACs are smaller than that of the Region-1 sense

FACs.

Figure 1.8: Build-up of a current system resulting from the shear outside and inside
the diverted flow. From Birn and Hesse (2013) Fig 1.

The large-scale Region 1 currents in Figure 1.7 are suggested to be generated by

the field-aligned vorticity at the flankside of the magnetosphere through a viscous

interaction and are strengthened by the twist of the open magnetic field lines in the

tail region during southward IMF (Ogino, 1986). In the inner magnetosphere, the

inertia term in the MHD momentum equation is relatively small, the generation of

FACs can be expressed in a simpler way (Vasyliunas , 1970):

J‖ =
Bm

2Be

[(∇V )× (∇P )] · b̂, (1.2)

where Be is the magnetic field in the magnetospheric equator, Bm is the magnetic

field in the ionopshere, P is the plasma thermal pressure, V is the magnetic flux tube
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volume,
∫

dl
B

and b̂ is the direction of the magnetic field. The integration is along

the entire magnetic field line. J‖ is field aligned current density per unit area in the

ionosphere and positive when flowing into the ionosphere. The FACs in Equation 1.2

is equivalent to the the second term in Equation 1.1. The plasma pressure associated

with the partial ring current peaks near the midnight. The largest contributions to the

FACs generation are from the azimuthal pressure gradient in the partial ring current

and the radial magnetic flux tube gradient, the product of which gives downward

FACs in the pre-midnight sector and upward FACs in the post-midnight sector (Wolf

et al., 2007). In other words, the westward partial ring current closes through the

Region-2 FACs (Wolf et al., 2007).

1.4.1.2 Conductance

Due to the continuity of currents, the FACs flow in and out of the ionosphere and

close through horizontal currents within the ionosphere. The detailed closure of the

FACs in the ionosphere depends on the conductivity and can be described as Ridley

et al. (2004):

JR(RI) = [∇⊥ · (Σ · ∇Ψ)]R=RI
, (1.3)

Σ =


ΣP ΣH 0

−ΣH ΣP 0

0 0 Σ‖

 , (1.4)

where Σ is the ionospheric height-integrated conductance tensor, and Ψ is the electric

potential. The distribution of electric fields and currents in the ionosphere is mainly

determined by the conductivity or its height-integrated version, conductance. It is

the temporal and spatial variations of the ionospheric electrodynamic pattern that

make it more than just a screen of the magnetospheric processes. The conductivity
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in the same direction as the electric field is termed Pedersen conductivity, while that

in the orthogonal direction is called Hall conductivity. The conductivity is given by

(Brekke and Moen, 1993):

σP (z) =
eNe(z)

B(z)
[
νenΩe

ν2en + Ω2
e

+
∑
i

Ci
νinΩi

ν2in + Ω2
i

], (1.5)

σH(z) =
eNe(z)

B(z)
[

Ω2
e

ν2en + Ω2
e

−
∑
i

Ci
Ω2
i

ν2in + Ω2
i

], (1.6)

where Ne(z) is the electron density, Ω represents the gyro frequency, ν is the collision

frequency, i represents the major ion species (e.g. O+, O+
2 , NO+) and Ci repre-

sents their number abundance of different ions. νen represents the collision frequency

between electrons and neutrals, and νin represents the collision frequency between

different ions and neutrals (e.g. N2, O2, O). Physically, above around 175 km, the

ions and electrons are colissionless and follow E×B drift. Below this, the ions collide

with the neutrals and end up moving at an angle with respect to the electric field. On

the other hand, electrons in the ionosphere above 70 km always follow E × B drift.

The separation of the electrons and ions sets up a current in the E region that has

two components: the Pedersen current is mainly due to the ion motion and the Hall

current is due to both the ion and electron motions. A typical conductivity profile

at a mid-latitude region is shown in Fig 1.9 (Kelley , 2009). The peak of the Hall

conductivity is usually around 110 km, while the peak of the Pedersen conductivity

is usually around 130 km. In addition, the magnitude of the Hall conductivity is

usually larger than that of the Pedersen (Baumjohann and Treumann, 1997).

1.4.2 Ionosphere-Thermosphere Interaction

The domains of the ionosphere and the neutral thermosphere largely overlap. The

frequent collisions between them lead to strong and complex coupling between the
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Figure 1.9: A typical conductivity profile at a midlatitude region: The solid line is
the daytime value and the dashed line is the nighttime value. From Kelley (2009)
Fig 2.6.

charged and neutral species. Depending on their relative bulk speed, temperatures,

and densities, the plasma convection flows can exchange momentum and energy with

the neutrals. Meanwhile, the change of the temperature and the density of neutrals

can further influence the plasma density and thus affect the rate of momentum and

energy transfer between the ionosphere and the magnetosphere. There are both

positive and negative feedback mechanisms in the ionosphere-thermosphere system,

as described below.

1.4.2.1 Mass continuity Equation

With the incompressible plasma assumption at high latitudes, the mass continuity

equation of the ionospheric plasma is
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∂n

∂t
+ u · ∇n = P − L, (1.7)

where n is the plasma density, u is the plasma velocity, P is the production rate,

and L is the loss rate. The second term on the left represents the effect of advection

due to the plasma drift and the density gradient. The plasma drift can primarily be

affected by three sources: electric field, neutral wind, and ambipolar diffusion along

the magnetic field lines.

The low energy plasma in the ionosphere follows the E×B drift and moves along

the equipotential lines of the two-cell convection pattern. Since the Earth’s magnetic

field is nearly vertical in the polar region, the E × B convection flows are largely

in the horizontal direction. However, away from the magnetic poles, the inclination

angle of the Earth’s magnetic fields decreases, and the field line deviates from purely

vertical. In this case, the E × B drift will have a small but non-negligible vertical

component (Heelis et al., 2009; Zou et al., 2014). This small vertical component

turns out to be important in determining the ionosphere density morphology during

the storm time (Heelis et al., 2009; Zou et al., 2014). In addition, at midlatitudes,

neutral winds can push plasma move along the magnetic field lines through collisions

(Schunk and Nagy , 2009). During storm times, strong equatorward winds on the

nightside can push plasma upward and equatorward. Ambipolar diffusion due to

vertical temperature or density gradients also transports plasma along the magnetic

field lines (Schunk and Nagy , 2009).

The vertical drifts can move the ionosphere plasma to lower or higher altitudes,

while the horizontal drifts can transport plasma across latitudes and longitudes. Both

of them can affect the lifetimes of the F-region plasma density and create various

density structures and gradients, which can be dramatically enhanced during storm

times.
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1.4.2.2 Chemical Processes

As shown in Equation 1.7, the plasma density change is also coupled to the neu-

trals through the production and loss rates. The production of ionospheric plasma

can be due to two main sources: photoionization on the dayside and particle precipi-

tation. Either a photon or precipitating electron/ion can provide the energy to ionize

the neutrals and form ionospheric plasma (Schunk and Nagy , 2009). Three major

photoionization processes are (Schunk and Nagy , 2009):

O + hν → O+ + e−, (1.8)

O2 + hν → O+
2 + e−, (1.9)

N2 + hν → N+
2 + e−, (1.10)

Process 1.10 is more important in the E-region, while process 1.8 is more important

in the F-region. According to 1.8, when the atomic oxygen density increases in the

sunlit region through some processes, such as lifting of atomic oxygen, the F-region

production rate P increases.

When the atomic ions and electrons collide with each other, they may recombine

into neutrals through the radiative recombination process. In the F region, the re-

combination rate between O+ and e− is on the order of 10−12cm3s−1, which is a slow

process. However, there is an alternative loss mechanism in the F region through a

two-step dissociative recombination process. The first step is the charge exchange

between O+ and molecular species:

N2 +O+ → NO+ +N, (1.11)

O2 +O+ → O+
2 +O. (1.12)
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The second step is the recombination between the molecular ions and electrons:

NO+ + e− → N +O, (1.13)

O+
2 + e− → O +O. (1.14)

The dissociative recombination rate is in the order of 10−7cm3s−1, which is much faster

than that of the radiative recombination (Schunk and Nagy , 2009). This shows that

the loss rate of O+ is primarily controlled by the molecular density. When the density

of the molecular species increases, the loss process then accelerates. Combining the

fact that the F-region production rate being driven by the oxygen density and the

loss rate being driven by the molecular species density, the thermospheric composition

changes can affect the density of the ionospheric plasma (e.g. Kil et al., 2011).

When the plasma vertical drifts transport the F-region plasma to higher altitudes,

where the density of the molecular neutrals is lower, the charge exchange rates are

lower, such that the plasma life time increases. If there is continued production,

the Total Electron Content (TEC) can increase (Heelis et al., 2009; Zou et al., 2014).

Conversely, if there are downward drifts, the TEC will decrease. Here, TEC represents

the total number of electrons integrated between two points, along a tube of one meter

squared cross section, i.e., the electron column integrated number density. NmF2 and

hmF2 are another two important parameters to characterize the ionosphere. NmF2

represents the F2-layer peak electron density, and hmF2 represents the altitude of

the peak.

1.4.2.3 Ion Neutral Collision

During the storm time, the two-cell convection pattern forms in the ionosphere,

and the plasma convection velocity can become much larger than that of the neutrals.
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When the ions collide with the neutrals, the ions can give momentum to the neutrals.

Thus, the neutrals are accelerated in the direction of the convection flow. This is

called the ion-drag acceleration. At the same time of the collision, some ion mechani-

cal energies are converted to the frictional heating of both ions and the neutrals, since

the heating rate is proportional to the velocity difference squared. The changes of

the thermospheric and ionospheric temperatures in turn influence the chemical pro-

cesses in the ionosphere-thermosphere system, due to the charge exchange rate and

recombination rate being related to the ion and electron temperatures, respectively.

1.5 Storm-Time Ionospheric Density Structures

During storm times, different kinds of electron density structures form in the iono-

sphere, which are usually accompanied by large electron density gradients and thus

can influence the propagation of radio signals (Wernik et al., 2003). These structures

are the major space weather concerns in the upper atmosphere that can disrupt nav-

igation and communication signals during geomagnetic disturbances. These storm-

time electron density structures vary in spatial scale, from thousands of km to several

km or less. Below is a list of storm-time electron density structures that have been

investigated in this study.

1.5.1 Ionospheric Storm

Ionospheric storms refer to large-scale changes in the ionospheric electron density

during geomagnetic storms. Due to the ionosphere’s strong electromagnetic coupling

to the solar wind-magnetosphere and the collisional coupling to the thermosphere,

the responses of the ionosphere are quite complex during storms. In the mid-latitude

region, the electron density can either increase or decrease during the storm. The

duration when the ionosphere density is larger than the quiet-time value is referred

to as a positive storm, while the duration when the density is smaller than the quiet-
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time value is referred to as a negative storm. Fig 1.10 show the TEC observed at

Sagamore Hill during the storm of 14 May 1969. The positive phase occurred soon

after the storm initiated and was short-lived, i.e., several hours, while the negative

phase lasted for several days.

Figure 1.10: TEC pattern observed at Sagamore Hill during the storm of 14 May
1969 using the ISR at nearby Millstone Hill. From Mendillo (2006) Fig 3.

Several drivers have been shown to influence the electron density at mid-latitudes

directly or indirectly, e.g. Joule heating, particle precipitation, penetration electric

fields, disturbance dynamo electric fields, neutral winds, as well as thermosphere

composition (Prölss , 1995; Mendillo, 2006, and references therein). The interplay

between these drivers produces different responses and leads to a strong spatial and

temporal dependence of the ionosphere density/TEC response.

The ionospheric responses during storms exhibit strong latitudinal dependence. At

high latitudes, structured external electric fields and particle precipitation from the
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solar wind and magnetosphere mainly control the ionospheric variability. Most times,

the ionosphere can respond to these driving forces almost immediately. At low- and

mid-latitudes, the response of the ionosphere to external forcing can also be complex.

The penetration electric field can quickly reach low latitudes right after the southward

turning of the IMF (Huang and Foster , 2007; Kelley et al., 2003). Later, with the

development of the partial ring current in the nightside equatorial magnetosphere,

the Region 2 FACs grow and gradually shield the low-latitude ionosphere from the

penetration electric field (Wolf et al., 2007). The Region 2 FACs connect the partial

ring current to the ionospheric closure currents, and are downward into the ionosphere

on the dusk side and upward out of the ionosphere on the dawn side. At the same time,

as the penetration electric fields exist, the neutral winds can also change the electric

fields at mid and low latitudes. Heating at high latitudes reduces or even reverses

the pressure gradient from the low to high latitudes, altering the wind structures

and creating what is called the disturbance winds. Because the winds interact with

the ions through collisions, a disturbance dynamo electric field is set up (Lu et al.,

2012; Maruyama et al., 2005). The combination of the penetration/shielding and

disturbance dynamo electric fields affects the electrodynamics in the low- and mid-

latitude regions. The shielding time scale and the traveling time of the equatorward

thermospheric disturbance winds are important for understanding the low and mid-

latitude ionospheric responses during the storm time.

Besides the latitudinal dependence, the ionospheric responses during storms are

also dependent on local times. Prölss (1995, and references therein) showed that the

positive storms prefer to develop on the day side, while the negative storms prefer

the early morning sector. With the assumptions that the positive ionospheric storms

are caused by equatorward meridional winds and the negative ionospheric storms by

neutral composition change, Prölss (1993) explained the local time asymmetry by

invoking the fact that the meridional disturbance winds are easier to travel to lower

22



latitudes on the night side. In addition, the high-latitude energy depositions are not

symmetric in local time but is displaced toward the dark hemisphere (Prölss , 1980).

Maruyama et al. (2005) showed that the contributions of the disturbance dynamo

electric field and the penetration electric field are comparable on the night side, while

the latter is more important on the day side. Mannucci et al. (2009) also showed that

the TEC peaks near the equator can develop at different local times during different

storms and further studies with more data are required to understand the local time

differences between the neighboring days. Recently, Zhou et al. (2016) found that

the TEC at low and mid latitudes increased in the morning sector while decreased in

the afternoon sector during the recovery phase of the 2015 St. Patrick’s Day storm.

This surprising observation is attributed to a combination of stronger vertical plasma

drift and meridional wind in the morning sector. Xiong et al. (2019) focused on the

different responses of Asian and American sectors on Sep 9-11, 2017 during the late

recovery phase. When the American (Asian) sector was on the day side during 19-

20 UT (7-8 UT) on Sep 11, the ionosphere experienced a negative (positive) storm.

They suggested that the diurnal and semidiurnal tidal components contribute to these

opposite responses.

1.5.2 Storm-Enhanced Densities (SEDs)

In recent years, due to thousands of ground-based Global Navigation Satellite

System (GNSS) receivers, we are able to monitor the 2D ionosphere TEC changes

continuously, and thus our understanding of the ionospheric storm positive and neg-

ative phases has increased significantly. SEDs are electron density enhancements

(positive phase) that often occur in the mid-latitude region from postnoon to dusk

sector during storm times. Figure 1.11 shows the 2-D GPS TEC map during the main

phase of the 24–25 October 2011 storm. There was a TEC increase on the dayside

near the equatorward boundary of the convection cell, which is termed SED.
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Figure 1.11: 2-D GPS TEC map during the main phase of the 24–25 October storm.
Ionospheric equipotential contours derived from the SuperDARN radar observations
are also shown. In each panel, magnetic noon/midnight is at the top/bottom, and
dusk/dawn is toward the left/right. PFISR beams are also plotted as magenta seg-
ments. From Zou et al. (2013) Fig 2.

There are several formation mechanisms of SEDs. Mannucci et al. (2009) pro-

posed that SEDs are generated by the plasma previously lifted from the equator and

descending along the magnetic field line in the mid-latitude region due to the super

fountain effect. The super fountain effect is evidenced by the fact the Equatorial ion-

ization anomaly (EIA) can reach 25◦ to 40◦ geographic latitude during super storms

(Dst<-250 nT). However, during moderate and intense storms, the SEDs are clearly

separated from the EIA. To account for this observation, studies proposed that the

enhanced density/TEC is generated by the local imbalance between production and
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loss, and the imbalance is due to plasma vertical lifting (Heelis et al., 2009; Lu et al.,

2012; Zou et al., 2013). Both equatorward neutral winds and eastward electric fields

can lift the plasma to higher altitudes and give rise to SEDs. At the same time, the

longer life time allows that plasma can be transported for significant periods of time,

so they can trace the ion convection pattern and be carried into the high latitude

region and even the polar cap, forming SED plume/Tongue of Ionization (TOI) and

polar cap patches. Thus, SEDs are recognized as an important plasma source for the

high-latitude ionosphere.

1.5.3 Polar Cap Patches

Polar cap patches are F-region plasma structures in the polar cap, where the

density is much higher than the background level (often a factor of two increase). They

are closely related to SED plume/TOI, but during the formation of SED plume/TOI,

the density is segmented to form discrete structures, instead of a continuous stream.

Fig 1.12 show the electron density observed by Resolute Bay ISR-Canada. Each

density peak represents one polar cap patch.

Figure 1.12: An example of a series of patches observed by Resolute Bay ISR-Canada
on 19 January 2016. The first panel shows the electron density obtained directly from
power with no range integration and no correction for measured temperature. In the
second panel, black curve shows average electron density from 250 to 400 km with
a 3-point median filter applied. The density peaks that fulfill the criteria mentioned
in the text are marked by red triangles. Within each peak, the vertical red line and
horizontal yellow line indicate its prominence and half-prominence width, respectively.
From Ren et al. (2018) Fig 1.
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Various formation mechanisms of the patch segmentation have been proposed, and

it is still controversial which mechanisms are the dominant under which conditions.

However, it is typically believed that the formation of a patch needs a reservoir of

high-density plasma and a segmentation mechanism. There are two sources of the

high-density plasma: The first source is the plasma density increase in the cusp

due to soft precipitation in the F region (Walker et al., 1999; Rodger et al., 1994;

Goodwin et al., 2015). The second source is the vertically lifted dense plasma from

the sunlit region (Anderson et al., 1988), as described above. SEDs are considered to

be an important plasma source for patches. However, Since the cusp and the throat

region are overlapping, it is often difficult to distinguish between plasma from cusp

precipitation and SEDs. Ren et al. (2018) showed that the altitude profiles of patch

density and temperature resemble those of SEDs. The patch density is usually higher

than the sector median above 200 km and lower than that below 200 km, i.e., a

signature of plasma lifting, and the average patch electron temperature is lower than

that of the surrounding region, which is a strong evidence that at least some patches

originate from SEDs instead of particle precipitation.

The dense plasma of SEDs can be transported into the high-latitude region to form

SED plume or TOI (Foster , 1984). To isolate the plume into patches, a segmentation

mechanism is needed. It is generally believed that the segmentation is closely related

with IMF variations. Patches can be segmented due to the temporal changes in

both IMF Bz (Anderson et al., 1988) and By (Sojka et al., 1993; Milan et al., 2002).

Patches can also be generated by the Flux Transfer Event (FTE) near the cusp region

(Lockwood and Carlson, 1992; Carlson et al., 2004, 2006). FTE can lead to meso-scale

(about 100 km) fast flow channels near the cusp (Pinnock et al., 1993; Oksavik et al.,

2006) which could bring dense plasma into the polar cap region (Rodger et al., 1994;

Lockwood and Carlson, 1992; Zhang et al., 2011). Moen et al. (2006) further showed

that the pulsed return flow due to transient reconnection can chop the plume into
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patches in the subauroral region. Another possibility is exactly opposite: fast flow

jets due to transient reconnection produce high-temperature and low-density plasma

through enhanced frictional heating and erode the pre-existing plume into patches

(Ogawa et al., 2001; Valladares et al., 1994, 1996). Zhang et al. (2016) showed that

Sub-Auroral Polarization Streams (SAPS) can transport low-density plasma from the

night side to cut the SEDs into patch during a substorm. All of the above studies

emphasize the important role of structured ionospheric convection flows either due to

varying external conditions or internal dynamics.

1.5.4 Sub-Auroral Polarization Streams (SAPS)

SAPS are another structured flows that have the potential to segment the SEDs

into patches. In this work, SAPS include both subauroral ion drifts (SAID) and

polarization jets. SAPS refer to high-speed westward convection flows (> 100 m/s)

in the sub-auroral ionosphere spanning 3 to 5 degrees in latitude and extending from

the afternoon to the early morning sector (Foster et al., 2002; Kunduri et al., 2017).

In the equatorial magnetosphere, SAPS correspond to large electric fields pointing

radially outward from the center of the Earth, and are usually observed between the

ion and electron plasma sheet inner boundaries and near the plasmapause (e.g. Califf

et al., 2016; Kim et al., 2010; Nishimura et al., 2008). An example of SAPS is given

in Fig 1.13. SAPS was located equatorward of the auroral oval and was accompanied

with a decrease of the electron density, which is called the mid-latitude trough.

SAPS plays an important role in the transport and loss of plasma in the subauroral

region, e.g. SAPS is proposed to carry low-density plasma from the dusk side to the

dayside, generating the trough. In addition, because of the large flow velocities in

SAPS, SAPS can drive enhanced frictional heating through collisions with neutrals

and increase the charge exchange rate, which enhances the mid-latitude trough. In

addition, its counterpart in the magnetosphere can also erode the plasmasphere and
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Figure 1.13: Millstone Hill Incoherent Scattering Radar (ISR) and simultaneous
DMSP pass across the SAPS at 2000 MLT. The SAPS appears as a region of strong
westward ion velocity, equatorward of the auroral two-cell convection and coincident
with a deep ionospheric trough. Adapted from Foster et al. (2002) Fig 1.

create a steep plasmapause.

The formation mechanism of SAPS is a very active topic in the community, and

there are a few different mechanisms proposed. The current generator theory works

as follows (Anderson et al., 1993; Southwood and Wolf , 1978): When the convection

increases in the equatorial magnetosphere, a partial ring current can build up on the

night side with large azimuthal pressure gradient. The azimuthal pressure gradient

together with the gradient of the magnetic field flux tube volume in the radial direction
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can generate the Region-2 FACs. On the dusk side, the Region-2 FACs flow into

the ionosphere, and close through the poleward Pedersen currents and the Region-1

FACs at higher latitudes. When the Region-2 downward FACs are located earthward

of the electron plasma sheet inner boundary, where the particle precipitation induced

conductance is low, a large poleward electric field, i.e., SAPS, in the current closure

region is needed to maintain the current continuity. Later, De Keyser (1999) proposed

that the combined effect of finite gyroradius induced thermo-electric field and the

background convection electric field at the front of the substorm particle injection,

when it reaches the plasmapause, can account for the SAPS formation. In addition,

Mishin and Puhl-Quinn (2007) pointed out that the short circuiting of the particle

injection into the plasmasphere can explain the SAPS formation. According to their

theory, when the injected particles enter the plasmapause, energetic electrons stop,

but ions can move further inward, which form a charge separation layer. This charge

separation gives rise to the SAPS electric field.

Besides the dynamics in the magnetosphere, the large convection flow speed and

associated enhanced frictional heating in the ionosphere may increase the conversion

rate of atomic O+ to molecular NO+ and increase the dissociative recombination

rate. In addition, enhanced frictional heating leads to the elevated ion temperature

and ion scale height, and thus enhances the vertical transport (Heelis et al., 1993). As

a result of the enhanced frictional heating, the density and conductivity can further

decrease, creating a positive feedback effect on the SAPS electric fields (Banks and

Yasuhara, 1978; Schunk et al., 1976).

All of the above mentioned SAPS formation mechanisms suggest that SAPS should

occur during the enhanced earthward transport of plasma sheet plasma during ge-

omagnetic active times. Therefore, the SAPS occurrence and characteristics during

geomagnetic storms and substorms have been studied extensively using observations.

He et al. (2017a) showed that SAPS occur within 0-1.5 h after the southward turning
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of IMF during intense storms. In general, it was found that SAPS move to lower

magnetic latitudes and cover larger geomagnetic longitude ranges as Kp increases or

Dst decreases (Foster et al., 2002; Huang and Foster , 2007). The peak SAPS flow

speed enhances and the electron density within the SAPS reduces when Dst decreases

(Erickson et al., 2011). Recently, Kunduri et al. (2017) showed that the occurrence

rate of SAPS can reach over 80% during geomagentic storms (Dst < −50nT ). In

addition, Wang et al. (2008) also showed that larger cross polar cap potentials are

related with larger speed of SAPS, and Anderson (2004) showed that the subauroal

potential drop across SAPS is positively correlated with the absolute value of Dst.

During storm time, a couple of event studies showed that SAPS can last for more

than 10 hours (Burke et al., 2000; Califf et al., 2016). This is further confirmed by

Lejosne and Mozer (2017) using two years of Van Allen Probes data. In their results,

the average lifetime of SAPS is 9 hours, which is comparable to the duration of the

storm main phase.

The relationship between SAPS formation and substorms have been investigated,

and it has been shown that SAPS can last from 30 min to 3 hours during a substorm

(Anderson et al., 1991; Makarevich et al., 2009; Puhl-Quinn et al., 2007). The coupled

global BATSRUS MHD model and kinetic ring current model results further indicated

that SAPS can last for 2-3 hours (Buzulukova et al., 2010; Yu et al., 2015). Although

the duration of SAPS and substorms is roughly comparable, we still do not understand

the detailed relationship between substorm onsets and SAPS. Observationally, SAPS

have been shown to occur at different phases of a substorm in different cases. Many

studies reported that SAPS can form in the expansion and recovery phase, lagging

the substorm onset by 6-30 min (Anderson et al., 1993, 2001; Karlsson et al., 1998;

Makarevich et al., 2011; Mishin, 2016; Puhl-Quinn et al., 2007; Wang and Lühr ,

2011). Anderson et al. (1993) further explained this delay: after the onset, ion and

electron plasma sheet boundaries need about 10 min to separate and provide the low
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conductivity region. However, a much quicker response of SAPS to the onset was

later reported, from 30 sec after onset (Nishimura et al., 2008) to 2 min (Zou et al.,

2009a,b). Zou et al. (2012) reported that SAPS can start to form even in the growth

phase after the convection starts to increase, as part of the nightside Harang reversal.

This is consistent with the current generator theory that SAPS should be able to

form following the enhanced convection.

1.5.5 Birkeland Current Boundary Flows (BCBF)

BCBF are latitudinally narrow ion velocity jets similar to the SAPS. Thus, BCBF

also have the potential to segment the SEDs into patches. The main difference is

where and when they tend to occur, as shown in Figure 1.14. BCBF are sandwiched

by the Region 1 and Region 2 FACs, while SAPS appear near the equatorward bound-

ary of the Region 2 FACs and in the subauroral region. Some FACs morphologies

previously associated with SAPS can also applied to BCBF (Archer and Knudsen,

2018). Archer et al. (2017) show that under quiet conditions ion velocity jets ex-

ceeding 1 km/s and spanning less than 100 km meridionally are observed in over half

of quiet-time auroral crossings and appear to be a persistent property of quiet time

current closure.

1.5.6 Interhemispheric Asymmetry

During storm times, the northern and southern hemispheres can experience op-

posite ionospheric storms, e.g., the positive storm in the northern hemisphere and

the negative storm in the southern hemisphere. In general, due to the seasonal ther-

mosphere composition variation, the negative storms are stronger in the summer

hemisphere (Prölss , 1995), while stronger positive storms prefer the winter hemi-

sphere (Goncharenko et al., 2007). Duncan (1969) pointed out that the effect of a

storm is to enhance the photochemical mechanism that is dominant for that season.
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Figure 1.14: Superposed epoch plot plasma parameters measured by Swarm A sur-
rounding (left column) SAID and (right column) BCBF plotted as a function of
distance from maximum westward ion flow. The first through third quartiles for each
parameter are shaded in light blue; median values are shown in dark blue. Rows
from top to bottom: (1) Horizontal cross-track ion velocity estimated from TII L0 16
Hz first moments assuming 100% NO+ ion composition. (2) Electron temperature
measured by Langmuir probe. (3) Plasma density measured by Langmuir probe. (4)
FAC estimated from Swarm vector magnetometer measurements assuming passing
normal through infinite current sheets. Adapted from Archer and Knudsen (2018)
Fig 2.

Interestingly, it is found recently that the hemispheric asymmetry can develop op-

posite trends at different ionospheric layers. Astafyeva et al. (2015a) showed that

the enhancements of TEC and F2 peak density are more prominent in the winter

hemisphere, while the topside ionosphere measurements show increase in the summer

hemisphere and no change or even decrease in the winter hemisphere.

However, not all storms follow the general seasonal trend. Astafyeva et al. (2020)

presented a puzzling case where opposite hemispheric asymmetries occurred during

different phases of the Aug 25, 2018 storm. During the storm main phase, a strong

positive ionospheric TEC storm was observed in the northern (summer) hemisphere,
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while no storm-time deviation occurred in the southern (winter) hemisphere. The

preference of the TEC positive storm for the summer hemisphere is opposite to what

earlier studies found for other storms (Goncharenko et al., 2007). Astafyeva et al.

(2020) explained this puzzling asymmetry by invoking a combination of weak sea-

sonal thermospheric winds and weak photoionization in the southern hemisphere.

However, during the recovery phase of this storm, the northern (summer) hemisphere

experienced a strong negative storm, while no obvious negative storm signatures ob-

served in the southern hemisphere (winter). This recovery phase asymmetry was

similar to other storms and thus most likely driven by the background seasonal effect

in combination with the storm-time changes in the thermospheric composition.

Astafyeva et al. (2015b) first showed the opposite hemispheric asymmetry of the

ionospheric responses in different longitudes (local times) during the main phase and

early recovery phases of 2015 St. Patrick’s Day storm. Fig 1.15 shows the variations of

VTEC measured by the ground-based GPS receivers in American, European-African,

and Asian sectors during the 17–18 March 2015 storm. In the European-African sec-

tor, from 08 to 24 UT on March 17 (8-24 LT), stronger positive storm signatures were

observed in the northern hemisphere. Meanwhile, in the American sector, from 21

UT on March 17 to 05 UT on March 18 (17-01 LT), southern hemisphere experienced

positive storm and the northern hemisphere experienced a negative storm. The au-

thors suggested that the asymmetry in the American sector can be explained by the

composition changes supported by observations from the TIMED GUVI, while the

asymmetry in the European-African sector is more complicated. Besides the compo-

sition effect, other factors, including the asymmetry in the geomagnetic field and the

amplitude and direction of the IMF By, may lead to the observed TEC asymmetry in

the European-African sector. Later, Yue et al. (2016) also showed that in TIEGCM

simulations, the Apex geomagnetic fields can generate a stronger asymmetry in the

neutral wind and composition than the dipole field.
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1.6 Motivation of the Dissertation

As described above, significant progress has been made in our understanding of the

MIT responses during storms. However, there are still many open questions. Below

is a list of open questions that we explored using a combination of comprehensive

observations and state-of-the-art numerical simulations in the following chapters:

• Earlier studies suggest that segmentation of the SED plumes into polar cap

patches either needs transient reconnection on the dayside or fluctuations in

the solar wind and IMF. However, there are polar cap patch events generated

during steady conditions lack of either of them. Thus, a new segmentation

mechanism is needed to be able to account for patch events in this category. In

Chap II (Wang et al., 2019b), we propose such a new mechanism by invoking

the boundary flows and utilizing the state-of-the-art numerical simulation tech-

nique. The new theory is able to explain the segmentation during steady solar

wind and IMF conditions, allowing improved agreement between the simulation

outputs and the observations.

• Most studies found that SAPS can extend over a large spatial scale in the lon-

gitudinal direction, covering several hours of MLT (e.g. Clausen et al., 2012; He

et al., 2018), and very few studies (Oksavik et al., 2006) focus on meso- to small-

scale SAPS variations. Recent studies have shown that small- and meso-scale

FACs (e.g. Lühr et al., 2015; McGranaghan et al., 2017) and meso-scale flow

channels, which are typically associated with streamers and SAPS (Gallardo-

Lacourt et al., 2014, 2017), are both important components of the high-latitude

ionospheric plasma dynamics. Considering the close relationship between SAPS

and FACs, it is thus intriguing to study small- or meso-scale SAPS variation

and the corresponding formation mechanism. In Chap III (Wang et al., 2019a),

with a combination of observations in the space and on the ground, the for-
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mation mechanism of the meso-scale SAPS and the associated electromagnetic

signatures are studied.

• Hemispheric asymmetries of ionospheric storms have been studied for years.

However, with the much larger coverage of GNSS receivers on the ground, there

is a renewed interest in studying the asymmetries. Interestingly, in some events,

the asymmetries of TEC at different local times/longitudes have opposite po-

larities. Details of the development of the hemispheric asymmetries are still

not well understood, especially those asymmetries opposite to the background

seasonal effect and the conventional understanding. In Chap IV (Wang et al.,

2021), using a combination of observations in the space and on the ground,

several potential drivers of the asymmetries are studied. It is found that the

asymmetries of the plasma vertical drift, thermospheric composition change,

and TID activity all contribute to the TEC asymmetries.
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Figure 1.15: Variations of VTEC measured by the ground-based GPS receivers in
(a) American, (b) European-African, and (c) Asian sectors during the 17–18 March
2015 storm (black curves). Names and coordinates of the receivers are shown in each
panel. As a quiet time reference, we plot a median for 7 days before the storm (blue
curves). Positive and negative deviations from the 7 day median value are filled by
light red and light blue, respectively. The SSC of 04:45 UT time is shown by the
vertical dashed lines; the thin gray vertical lines correspond to 00 UT of 18 March
2015. Adapted from Astafyeva et al. (2015b) Fig 3.
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CHAPTER II

Segmentation of Storm Enhanced Density by

Boundary Flows Associated with Westward

Drifting Partial Ring current

2.1 Introduction

In this chapter, an interesting case of polar cap patches during the geomagnetic

storm on Sep 7, 2017 was found. In this case, IMF By and Bz were stable and

there were no fast flows associated with transient reconnection on the dayside magne-

topause observed by SuperDARN. Thus, the formation of polar cap patches cannot be

explained by the traditional theory. Instead, we proposed a new segmentation mech-

anism associated with boundary flows between region 1 and region 2 FACs. Global

Ionosphere Thermosphere Model (GITM) was used to simulate and study the segmen-

tation of SED plume into a polar cap patch. GITM was driven by the high-resolution

coupled Block-Adaptive-Tree-Solar Wind-Roe-Upwind-Scheme (BATSRUS) and Rice

Convection model (RCM) within the SWMF (Tóth et al., 2005; Tóth et al., 2012).

Our results are not only consistent with observations, but also for the first time show

that a strong boundary flow can form between the Region 1 and Region 2 FACs when

the shielding developed and partial ring currents drift westward. This boundary flow

can reduce the electron density and segment SED plume into a patch.
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2.2 Model Description and Setup

2.2.1 BATSRUS

BATSRUS (Powell et al., 1999) is a computational tool for describing environ-

ments using compressible MHD. The scheme is based on the same elements that

make up many modern compressible gas dynamics codes: a high-resolution upwind-

ing based on an approximate Riemann solver for MHD and limited reconstruction; an

optimally smoothing multi-stage time-stepping scheme; and solution-adaptive refine-

ment and coarsening. In addition, a method for increasing the accuracy of the scheme

by subtracting off an embedded steady magnetic field is added. BATSRUS can be

used to simulate the global magnetospheric responses with solar wind measurements

of density, velocity, temperature and IMF components as inputs (e.g. Buzulukova

et al., 2010).

2.2.2 RCM

RCM (Toffoletto et al., 2003) is a model of the inner and middle magnetosphere,

including the ring current, plasma sheet and their coupling to the ionosphere. The

RCM uses a bounce-averaged kinetic model and assumes an isotropic distribution

function to solve for the collisionless Vlasov equation for the particles in this region.

2.2.3 Coupled BATSRUS and RCM

BATSRUS cannot provide adequate description of the inner magnetosphere (De

Zeeuw et al., 2004). The movement of particles with energy from 1 to 200 keV is not

captured in the model, leading to a weaker pressure and region 2 FACs in BATSRUS.

Thus, there is a need to couple RCM with BATSRUS to provide a more realistic

description of the inner magnetosphere. The coupling process between BATSRUS

and RCM is shown in Fig 2.1. BATSRUS provides plasma density, velocity, magneitc
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field, pressure and ionospheric potential to RCM, and RCM feeds back its pressure

to BATSRUS.

Figure 2.1: Exchange of information between BATSRUS and RCM models. Adapted
from De Zeeuw et al. (2004) Fig 1.

2.2.4 GITM

GITM is a three-dimensional spherical grid that models the Earth’s global iono-

sphere and thermosphere system self-consistently (Ridley et al., 2006). In this study,

the spatial resolution of GITM was set to 1 degree in latitude and 2 degree in longi-

tude with 50 vertical levels (from ∼ 100 to ∼ 700 km). GITM allows different models

of high-latitude electric fields, auroral particle precipitation, and solar radiation as

inputs. In this study, the Flare Irradiance Spectral Model (FISM) (Chamberlin et al.,

2007) was used to provide solar irradiance input for the whole simulation. FISM

is an empirical model of the solar irradiance spectrum covering from 0.1 to 190 nm

with 0.1 nm wavelength resolution and 1-minute temporal resolution. Using the high-
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resolution FISM model, the solar flare’s impact on the ionosphere and thermosphere

can be captured. This model is based on the data provided by the Solar Extreme ul-

traviolet Experiment (SEE) on the Thermosphere Ionosphere Mesosphere Energetics

and Dynamics (TIMED) satellite (Woods et al., 2005) and the Solar Stellar Irradiance

Comparison Experiment (SOLSTICE) on the Upper Atmospheric Research Satellite

(UARS).

2.2.5 Model Setup

At first, GITM was run for two quiet days (Sep 4-5) to achieve steady state.

During this stage, the Fuller-Rowell and Evans empirical model (Fuller-Rowell and

Rees , 1987) and Weimer empirical electric field model (Weimer , 2005) were used as

the precipitation and electric field input, respectively. The Fuller-Rowell and Evans

model is driven by Hemispheric Power (HP), which is found to be linearly related

with AL
1
2 in Østgaard et al. (2002) empirical model. We used the observed AL index

from the Kyoto WDC to calculate the hemispheric power. The Weimer model was

driven by the observed solar wind data from OMNIWeb. Starting from Sep 6 00 UT,

the high-latitude driver was switched to the electric field and precipitation from the

2-way coupled BATSRUS and RCM models, as part of the University of Michigan

SWMF (De Zeeuw et al., 2004; Tóth et al., 2012). The coupled model was driven by

the real solar wind data from OMNIWeb. High resolution grid (1/8RE) in the inner

magnetosphere, magnetopause and current sheet was implemented to better capture

dynamic FACs and precipitation structures.

2.3 Dataset: TEC

TEC is the total number of electrons present along a path between a radio trans-

mitter and receiver. The value of TEC depends on the path. The Vertical Total

Electron Content (VTEC) is determined by integration of the electron density on a
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route perpendicular to the ground. TEC can be derived from dual-frequency Global

Navigation Satellite System (GNSS) measurements. In this work, we used the VTEC

data with 5 min resolution that are available from the Massachusetts Institute of

Technology Haystack Observatory Madrigal database Rideout and Coster (2006).

The spatial resolution of the VTEC is 1◦ in latitude and 1◦ in longitude.

2.4 Observations

2.4.1 Solar Wind Conditions

An intense double-dip geomagnetic storm occurred on Sep 7-8, 2017 and has

received much attention (Aa et al., 2018, 2019; Habarulema et al., 2020; Imtiaz et al.,

2020; Jimoh et al., 2019; Jin et al., 2018; Lei et al., 2018; Mosna et al., 2020; Shen

et al., 2018; Wang et al., 2019a; Xiong et al., 2019; Zhang et al., 2019). The SYM-H

index reached -142 nT during the first dip and then ∼-100 nT during the second dip.

The double-dip storm was driven by multiple Interplanetary Coronal Mass Ejections

(ICMEs) passing the Earth successively (Shen et al., 2018). As shown in Figure

2.2, the IMF Bz turned southward at ∼ 2040 UT on Sep 7 due to the arrival of

the first ICME, leading to the initial decrease of SYM-H. At ∼ 2330 UT, a shock-

ICMEs complex structure arrived with the shock enhanced IMF Bz reaching ∼ −30

nT. A sudden storm commencement signaled by the sudden SYM-H increase was

also initiated by this shock. After that, the SYM-H continued to decrease due to

the large southward IMF and reached the first minimum at ∼ 0100 UT. Then, the

storm began to recover until the arrival of another ICME at ∼ 1105 UT on Sep 8,

which led to the second main phase. In this study, we focus on the development

and structuring of SEDs during the first main phase. In Figure 2.2f, the dashed line

represents the simulated Dst index. Although there is a ∼ 20 nT negative bias, the

temporal variation of the simulated Dst is consistent with the SYM-H index.
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Figure 2.2: Solar wind data and geomagnetic index from 12 UT Sep 7 to 0 UT Sep
9, 2017. (a) IMF By component in the GSM coordinates, (b) IMF Bz component
in the GSM coordinates, (c) solar wind speed, (d) proton number density, (e) solar
wind dynamic pressure, and (f) the SYM-H index (solid line) and simulated Dst
index (dash line). The color-coded vertical dashed lines indicate timing of the three
snapshots in Figure 2.
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2.4.2 VTEC Observations

The first row of Fig 2.3 shows the GPS VTEC in geomagnetic coordinates. It is

shown that the SED and the plume began to develop after the southward turning of

IMF, and the segmentation of the plume occurred at 2300 UT.

2.5 Simulation Results

The SED formation and patch segmentation processes are shown in the bottom

three rows of Figure 2.3, with the color-coded vertical dashed lines in Figure 2.2

indicating the timing of the three snapshots (2100 UT, 2130 UT and 2300 UT). The

bottom three rows in Figure 2.3 show the dynamical evolution of the ionosphere

and inner magnetosphere from SWMF after the first southward turning. The second

row shows the GITM electron density at 349.4 km with color contours and electric

equipotential line contours every 104 V in the geomagnetic coordinates centered at

the Magnetic North Pole. The third row shows the SWMF FACs with color contours

and the same electric equipotential contours every 104 V in geomagnetic coordinates.

The green dashed line represents the open-closed field line boundary (OCB). The

bottom row shows the plasma pressure in the XY plane at Z=0 in GSM coordinates.

Based on the comparison between the first and second row in Figure 2.3, it is shown

that the simulation results successfully captured the development of the SED and the

SED plume after 2100 UT, and the segmentation of the plume at 2300 UT.

As shown in Figure 2.2, the IMF Bz turned southward at 2040 UT on Sep 7,

reaching -10 nT at 2100 UT, and stayed steadily southward for about 2.5 hours until

the shock arrival at 2330 UT. Due to this southward turning, a two-cell convection

pattern started to form, and the convection electric field penetrated to mid-latitudes.

The convection also tilted towards the dawn side, which is likely due to the long lasting

positive IMF By (Weimer , 2005). In the equatorial plane of the inner magnetosphere,
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Figure 2.3: Continued on the following page.

a weak, nearly symmetric ring current can be seen at 21 UT. Both the Region 1

and Region 2 FACs existed. However, the Region 2 FACs were weaker than the
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Figure 2.3: First row: Polar view of VTEC in the geomagnetic coordinates. Second
row: Polar view of modeled electron density (color contours) at 349.4 km under
electric equipotential (contour lines) in the geomagnetic coordinates. The SED!
base, boundary flow and polar cap patch are marked with stars at 23 UT. Third
row: Polar view of the modeled FACs (color contours) under electric equipotential
(contour lines) in the geomagnetic coordinates. The green dashed line represents the
open-closed field line boundary. Fourth row: the modeled plasma thermal pressure
in the z=0 plane in the GSM coordinates.

Region 1 FACs, because of weak partial ring current. The penetration electric field

was able to reach the plasma in the sunlit mid-latitude region. Both the two-cell

convection pattern and OCB expanded to lower latitude. More plasma in the mid-

latitude followed the convection to higher latitude. Because the magnetic field is

not vertical in the subauroral and auroral region, the convection flow had an upward

component and transported plasma to higher altitude, where the charge exchange

and recombination rate is lower (Heelis et al., 2009; Zou et al., 2013, 2014). Lifting

and horizontal advection led to the transport of the high-density plasma.

At 2130 UT, more plasma was transported from the plasma sheet to the inner

magnetosphere due to the steady southward IMF, and the partial ring current de-

veloped on the night side. Because of the increase of the convection electric field,

the plasma in the dayside ring current was not in a closed drift path anymore and

drifted sunward to the magnetopause, which led to the disappearance of ring current

on the day side. Together with continued buildup of ring current on the night side,

the partial ring current formed with larger azimuthal pressure gradient and stronger

Region 2 FACs according to the Vasyliunas equation (Vasyliunas , 1970). This led

to stronger Region 2 FACs which flowed up from the dawnside ionosphere and down

into the duskside. The partial ring current charged up positive on the duskside and

negative in the dawnside to support the Region 2 FACs (Wolf et al., 2007). This

charge separation generated a dawnward electric field, which was opposite to the con-

vection electric field. This is referred to as the shielding phenomenon. During this
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period, the shielding effect began to grow. In general, the electron density in the

mid-latitude SED base region can continue to grow as long as the convection electric

field is not completely shielded, resulting a local maximum of electron density (see

the electron density at 2130 UT in Figure 2.3). The high-density plasma then drifted

further northward and into the polar cap region.

A detailed breakdown of the formation mechanism for SEDs is shown in Fig 2.4. As

shown previously, electric field, neutral wind and diffusion can all contribute vertical

drift. At 1800 UT, the IMF was northward, and there were weak electric fields in

the high latitude region. At the same time, on the dayside, the poleward winds

due to the sunlit pushed plasma downward. Thus, SEDs cannot form at this time.

When the IMF turned southward at 2100 UT, the two-cell convection pattern formed.

On the dayside, there was a strong eastward electric field and then upward E × B

drift. Although there was still downward drift due to the neutral wind, the effect

of the convection was much stronger. Thus, the SEDs began to develop after the

southward turning of IMF. At 2130 UT, the convection increased, and the SEDs

continued developing, leading to the electron density peak (SEDs) captured by both

GPS VTEC and simulation. Although neutral wind is also suggested to contribute to

the formation of SEDs, the enhancement of the convection pattern is more important

in this case. Neutral wind may play an more important role in the late main phase

and recovery phase when the thermosphere expands and generates strong equatorward

winds. Note that in this case, the diffusion did not rely much on the IMF direction

and its effect was weaker than that of the neutral wind and electric field.

At 2300 UT, the IMF Bz had been steadily southward for two hours. A strong

partial ring current built up due to the persistent and strong transport from the

plasma sheet to the inner magnetosphere. The peak pressure reached∼20 nPa and the

pressure gradient generated much stronger Region 2 FACs. Due to the shielding effect,

the electric potential was gradually confined to the poleward part of the Region 2

46



20

12

18

 -22.11  2
6.

63

 

 

 

 

 

-2
0

2
0

2
0

12

18

 -32.56  4
0.

92

 

 

 

 

 

-20

12

18

 -31.37   2
.9

4

 

 

 

 

 

2
0

12

18

 -25.65  3
2.

88

 

 

 

 

 

-2
0

2
0

2
0

12

18

-140.67  6
9.

32

 

 

 

 

 

-20

12

18

 -28.11   3
.7

3

 

 

 

 

 

20

12

18

 -25.29  3
9.

61

-100

-50

0

50

100

v
i_

u
p

_
n

w
 (

m
/s

)

 

 

 

 

 

-20

-2
0

20
20

12

18

-204.63  7
4.

90

-100

-50

0

50

100

v
i_

u
p

_
c

o
n

v
 (

m
/s

)

 

 

 

 

 

-2
0

12

18

 -27.04   3
.3

6

-100

-50

0

50

100

v
i_

u
p

_
d

if
f 

(m
/s

)

 

 

 

 

 

1800 UT 2130 UT2100 UT

Figure 2.4: The three rows represent the contributions to the vertical drift from
neutral wind, electric field and diffusion respectively.

FACs, and the penetrating electric field equatorward of the Region-2 FACs weakened.

The direct impact of this electric field pattern change was the formation of intense

plasma flows at the boundary between the Region-1 and Region-2 FACs at around

15 MLT, commonly referred to as the Birkeland Current Boundary Flows (BCBF)

(Archer et al., 2017; Archer and Knudsen, 2018). Associated with the boundary

flows were increased electric field/velocity gradients on both sides. The BCBF flow

seemingly transported the low-density plasma from the nightside to the dayside and

also gradually eroded the high-density SED plume. As a result, a patch is segmented

from the SED base. It is subsequently transported across the OCB and into the polar
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cap.

2.6 Discussions

Segmentations were previously found to be related to the temporal change of IMF

By and Bz (e.g. Sojka et al., 1993; Anderson et al., 1988; Milan et al., 2002) or

transient reconnection (Lockwood and Carlson, 1992; Carlson et al., 2004, 2006), i.e.

driven by dayside processes in the coupling between the IMF and the magnetosphere.

In this case, between 2100 UT and 2300 UT, both IMF By and Bz were quite steady,

ruling out the possibility of temporal changes of the IMF. Here we suggest that the

segmentation is driven by processes internal to the magnetosphere, i.e., the boundary

flows in the afternoon sector driven by westward drift partial ring current.

To gain further insight into the magnetospheric origin of the convection flows

cutting the patch, a 3-D view of the simulated magnetospheric configuration at 2300

UT when the SED plume was segmented is shown in Figure 2.5. Color contours

of plasma thermal pressure are shown in the cut plane XY at Z=-1 RE. Colors on

the sphere at 3 RE are contours of the FACs (positive values mean upward FACs).

Three white lines represent the sample field lines at the center of the SED base

(GLAT=50.5, GLON=247), center of the boundary flows (GLAT=58.5, GLON=235),

and patch (GLAT=63.5, GLON=231). The center of the SED base was where the

electron density at 350 km reached the local maximum, the center of the boundary

flow was where the electron density reached the local minimum, and similarly the

center of patch was where the density reached local maximum. The footprints of

these magnetic field lines are marked as black stars in Figure 2.3. The polar cap

patch was on open magnetic field lines and connected to the solar wind, showing

that its poleward movement was due to the magnetospheric convection driven by the

southward IMF. The SED base was mapped to the inner edge of the partial ring

current, where the under-shielded electric field was responsible for the SEDs lifting
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Figure 2.5: Continued on the following page.

and VTEC growth. This also explains why the SED base stopped providing plasma

to the auroral region after the shielding further developed. The boundary flow region
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Figure 2.5: A 3-D view of the simulated magnetosphere extracted from the time step
when the SED plume was segmented at 23 UT. Shown in the cut plane XY at Z= -1
RE are color contours of the plasma thermal pressure. Color contours on the sphere
with a radius of 3 RE indicate the field-aligned current density (positive values mean
upward field-aligned currents). Three white lines represent the sample magnetic field
lines at the SED base (the lowest lat.), boundary flow (the middle lat.) and patch
(the highest lat.) around this time. The foot prints of these magnetic field lines are
shown as stars in Figure 2.3

was mapped to the outer boundary of the partial ring current (poleward boundary

of Region 2 FACs in the ionosphere). This proves that the segmentation was due to

the boundary flows located between the Region 1 and Region 2 FACs.

We further investigated how the boundary flows segmented the SED plume into a

patch. The plasma parcel at the center of the boundary flow at 2300 UT was traced

backward in time to 2130 UT to identify its source region. The center of the boundary

flow was located at MLAT=63.0, MLT=13.8 and marked with a white star in Figure

2.6c. It also co-located with the minimum of the electron density. The altitude

profile of the electron density at 2300 UT is represented by the blue curve in Figure

2.6d. When the plasma parcel was traced back in time, it was found that the source

region was located at MLAT=58.3, MLT=15.6 at 2130 UT and also marked with a

star in Figure 2.6a. This proved that the plasma parcel was not from the nightside,

excluding the possibility that the boundary flow carried low-density plasma from

the nightside and segmented the SED plume. The plasma parcel experienced two

development phases,i.e., a growing phase and a decaying phase. The growing phase

started at 2130 UT and continued to 2225 UT. The corresponding altitude profiles of

the electron density at these two time cadences are represented by the red and black

curves in Figure 2.6d, respectively. During the growing phase, the plasma was lifted

to higher altitudes, i.e., the hmF2 increased from 270 km to 320 km. The lifting

was found to be mainly due to projection of the northward convection flows in the

vertical direction. At the end of the growing phase, this plasma parcel was located at
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MLAT=60.1, MLT=15.0, indicated by the star near the equatorward boundary of the

boundary flow shown in the central panel of Figure 2.6b. The electron density at the

hmF2 (∼ 300 km) reached its maximum of 4.09×1011m−3 at 2225 UT. The decaying

phase started at 2225 UT, and the electron density in the F-layer below 400 km region

kept decreasing. The temporal evolution of the horizontal ion drift, electron density

and ion temperature in the plasma parcel at around 350 km are shown in Figure 2.6e-

g, respectively. The horizontal flow was mainly westward and increased during the

whole period due to the constant southward IMF, continuously growing particle ring

current and the associated Region-2 current system. The electron density reached

the maximum at 2225 UT. After 2225 UT, the convection flow continued to increase,

and the ion temperature also increased due to stronger frictional heating between the

ions and neutrals, which resulted in an electron density decrease.

The loss mechanism is further quantified. When the plasma parcel moved from

the source region to the boundary flow region, at 300 km (around hmF2) the velocity

difference between ion and neutral increased from ∼100 m/s to ∼600 m/s, the ion

temperature increased from ∼1400 K to ∼1700 K, and the neutral temperature re-

mained at ∼1400 K. Based on the temperature-dependent dissociative recombination

equations in St.-Maurice and Torr (1978), the charge exchange rate between O+ and

N2 increased from 5.73× 10−13cm3s−1 to 9.91× 10−13cm3s−1, when the ion tempera-

ture increased from ∼1400 K to ∼1700 K. The N2 density was ∼ 1.5× 1014m−3 and

O+ density was ∼ 3 × 1011m−3 in the model output. The production rate of NO+

thus increased to 1.88× 107m−3s−1. The total NO+ conversion during the decaying

phase (∼ 35 min) was 4 × 1010m−3. Because the recombination between NO+ and

e− is rapid, the electron density loss should also be 4× 1010m−3, which matches the

amount of electron lost between 2225 UT and 2300 UT in the model output. This

simple calculation confirms that the enhanced chemical reaction within the enhanced

boundary flows led to the electron density decrease and the segmentation of the SED
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plume into a patch.

There are several proposed patch segmentation mechanisms with convincing evi-

dence reported in previous literature, which highlights the complicated nature of the

high-latitude ionospheric electrodynamics. In this numerical simulation, the partial

ring current formed has a single pressure peak, and thus the associated FACs and

flow pattern are relatively simple. However, the ring current can have fine structures

(Buzulukova et al., 2010; Wei et al., 2019), and the associated FACs and flow pattern

can be more complicated, which can potentially lead to more structures in the seg-

mented patch. A local maximum of the convection flow and a local density minimum

at 2235 UT in Figure 2.6e-g further confirms this idea.

SAPS is a similar phenomenon to the BCBF. SAPS is a strong westward flow

at the equatorward edge of the auroral oval in the duskside, while BCBF is the flow

between the region 2 and region 1 FACs due to the current closure in the ionosphere.

Zhang et al. (2016) showed that SAPS carried low-density plasma into the dayside

and segmented the SED plume. Based on the simulation results, it is suggested that

SAPS also has the potential to segment the SED plume into a polar cap patch through

frictional heating. However, it is hard to quantitatively differentiate the two mech-

anisms based on observations. Numerical simulation is needed to check the details

about how SAPS segments the SED plume. On the other hand, SAPS is notoriously

hard to simulate. As shown in Lin et al. (2019), a more concise precipitation and

ring current model is needed to simulate SAPS accurately.

2.7 Summary and Conclusions

A new segmentation mechanism of SED plume into polar cap patches is proposed

through numerical model study. A simulation of the ionospheric response to the

geomagnetic storm on Sep 7, 2017 has been carried out using the GITM driven by

the two-way coupled BATSRUS and RCM within SWMF. The simulation results are
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Figure 2.6: Continued on the following page.

validated by comparison to GPS VTEC observations and SYM-H index.

During storm time, dense plasma from the mid-latitude ionosphere is transported
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Figure 2.6: One simulation plasma parcel is traced backward in time. The locations
of the plasma parcel and altitude profiles of the electron density at three different
time cadences are shown. (a)-(c) Polar view of the F-region electron density and the
locations of the traced plasma parcel are marked with stars at 2130, 2225 and 2300
UT, respectively. The format of polar view plots of the electron density is the same
as the second row in Figure 2. (d) The red curve indicates the initial density profile
at 2130 UT, the black curve indicates the density profile at the end of the growing
phase, i.e., 2225 UT, and the blue curve indicates the density profile at the end of the
decaying phase, i.e., 2300 UT. (e)-(g) The temporal evolution of the horizontal ion
drift, electron density and ion temperature in the plasma parcel at around 300 km.

by the expanded two-cell convection pattern into the high-latitude region to form the

SED plume. The SEDs are mainly generated by the enhanced convection pattern in

the high latitude region through lifting. Meanwhile, plasma from the plasma sheet is

transported into the inner magnetosphere by strong earthward convection and forms a

strong partial ring current centered on the nightside. The partial ring current closes

through the Region 2 FACs and gradually shields the subauroral region from the

high-latitude penetrating electric fields. As the partial ring current grows the shield-

ing effect strengthens, causing the boundary flows between the Region 1 and Region

2 FACs to increase. This leads to enhanced ion temperature and chemical recombi-

nation rate, and thus reduced electron density. When the center of the partial ring

current drifts westward due to the gradient and curvature drifts, these large boundary

flows also move westward from the night side to the day side. When they encounter

the SED plume, the plume is segmented into a patch, which later move further into

the polar cap. During this process, no IMF variations or transient reconnection are

required. The segmentation mechanism is entirely due to magnetospheric internal

processes.
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CHAPTER III

Mesoscale Enhancement of Subauroral

Polarization Stream Associated With an Injection:

Multi-instrument Observations

3.1 Introduction

As shown previously, SAPS has the potential to segment the SED plume into a

polar cap patch. Thus, it is intriguing to study how SAPS develops, especially the

meso-scale SAPS with a shorter life-time, which can be regarded as transient fast

flows. In addition, there is a long-lasting debate about during which phase of sub-

storms SAPS occurs. In this chapter, we managed to answer the above questions with

a detailed analysis of a SAPS event using multi-instrument observations from VAP,

SuperDARN, Geostationary Operational Environmental Satellite (GOES) and Super-

MAG. A meso-scale enhancement of SAPS (MS-SAPS+) extending less than 500 km

east-west was observed before a substorm onset. An energetic particle injection and a

local magnetic field dip in the equatorial magnetosphere were observed simultaneously

with the SAPS electric field. The MS-SAPS+ occurred near the nightside Harang

reversal, and all the phenomena observed by the above-mentioned instruments can be

explained by a non-substorm particle injection and the associated localized pressure

enhancement in the equatorial magnetosphere.
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3.2 Dataset

This study utilized various observation platform, from the magnetosphere to the

ground. Below is a brief introduction of all kinds of measurements.

3.2.1 SuperDARN

SuperDARN is a net work of high-frequency radar which can measure the plasma

flow in the mid and high latitude regions. It is an important tool to understand

the convection and plasma transport in the upper atmosphere. Currently, there are

38 radars operated both in northern and southern hemisphere. Fig 3.1 shows the

coverage of the SuperDARN. These radars can steer their look direction. Each

direction is called a beam. Usually, each beam is around 3◦ wide and each radar has

around 16 beams. The field of view (FOV) is around 50◦ wide. In each beam, there

are 75 or 100 range gates and each gate is 45 km long. Each radar can cover an area

of 5 to 9 million square km. The time cadence is usually 2 min.

SuperDARN radars can record the signal backscattered from irregularities in the

ionosphere which are aligned with the background magnetic field. Further analysis

of the backscattered signal yields the backscattered power (signal-to-noise ratio), the

line-of-sight (LOS) component of the density irregularity drift velocity and the spec-

tral width of the irregularities (Clausen et al., 2012). Based on a single SuperDARN

radar, only LOS velocity is available, i.e. we can only learn how fast the flow drifts

towards or away from the radar. With the increasing coverage of the SuperDARN,

more regions are in the FOV of two or more Radars. In this case, the 2D drift velocity

can be determined. Further more, The drift velocities measured from SuperDARN

Radars can be combined into a global map of ionospheric plasma convection using

the technique described by Ruohoniemi and Greenwald (1998) and Shepherd and

Ruohoniemi (2000).
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Figure 3.1: A map of the coverage of SuperDARN.

3.2.2 VAP

VAP comprises two identical spacecraft in a highly elliptical, low inclination orbits

(1.1 × 5.8RE, 10◦) in the inner and middle magnetosphere. The orbits are slightly

different so that one spacecraft laps the other spacecraft about every 2.5 months,

allowing separation of spatial from temporal effects over spatial scales ranging from 0.1

to 5 RE (Mauk et al., 2014). The instruments onboard VAP can measure the particle

(electrons, ions, ion composition), fields (E and B), and wave distributions (dE and

dB) and help improve the understanding of how radiation belt particles are generated

and lost. In this Chapter, only selected instruments onboard VAP are used: Particle

energy spectrum observed by ECT, DC electric field and electron density observed

by Electric Field and Waves Instrument (EFW), and DC magnetic field observed by

Electric and Magnetic Field Instrument Suite and Integrated Science (EMFISIS). The

ECT suite consists of three highly-coordinated instruments: the Magnetic Electron

Ion Spectrometer (MagEIS), the Helium Oxygen Proton Electron (HOPE) sensor,

and the Relativistic Electron Proton Telescope (REPT) which measure the particle
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flux at different energies.

3.2.3 GOES

GOES is in the geosynchronous orbit and carries on board the Space Environment

Monitor (SEM) instrument subsystem. The SEM provides magnetometer, energetic

particle, and soft X-ray data continuously. In this study, only energetic particle and

magnetometer data are used.

GOES Magnetometer provide magnetic field measurements in three mutually per-

pendicular components: HP , HE and HN . HP is perpendicular to the satellite’s or-

bital plane. HE lies parallel to the satellite-Earth center line and points earthward.

HN is perpendicular to both HP and HE, and points eastward. GOES Energetic Par-

ticle Sensor provides the energetic particle flux in the ring current and outer radiation

belt.

3.2.4 AMPERE

AMPERE (Anderson et al., 2014) measures the dynamics of the Birkeland currents

using magnetometer data from the attitude control systems of the Iridium telecom-

munications satellite network. The magnetic field data returned by AMPERE are fit

to a continuous spherical harmonic fit and the curl of this fit is used to derive the

radial current density with the AMPERE’s law. Due to the spacing of the satellites

in each orbital plane, data recomposed of a series of 10 min windows, evaluated every

2 min, and the data are on a grid of resolution 1◦ latitude and 1 hr of MLT.
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3.3 Observations

3.3.1 VAP Observations

The SAPS event targeted by this paper was observed by VAP-A on May 18, 2013,

as shown in Figure 3.2. The solar wind and IMF conditions during this event were

obtained from the NASA OMNI database and shown in Figure 3.2a. The IMF Bz

was continuously southward except a short excursion to northward between 0445UT

and 0500 UT. This southward AMPERE led to a moderate geomagnetic storm with

the minimum SYM-H reaching -66 nT. This SAPS event occurred during the recovery

phase of the storm (the shaded blue area), when the IMF turned back to northward

briefly and then southward again.

Figure 3.2b presents the DC electric field observed by the EFW instrument in

the modified GSE coordinates (MGSE). The MGSE coordinates are similar to the

GSE coordinates. On the duskside, the Ey component in the MGSE coordinates was

pointing approximately duskward (Wygant et al., 2014). Since VAP-A was on the

duskside, we can recognize Ey approximately as the radial electric field. A clear elec-

tric field enhancement pointing radially outward can be seen with its peak exceeding

8 mV/m at L=3.5 and MLT=19.8 at 0457 UT (indicated by the blue dashed line).

This SAPS electric field observation lasted for only 2 min. It is difficult to identify

whether this is a spatial or temporal effect based on a single satellite observation. It

can be either a small spatial scale structure or a short-lived one. Another possibility is

that the spacecraft crossed the edge of the SAPS region and only captured a fraction

of it. Figure 3.2c shows the magnetic field from the EMFISIS fluxgate magnetometer

(Kletzing et al., 2014). A local magnetic dip in the GSM Bx and Bz components

was encountered by VAP-A at the same time of the SAPS. The electron density

derived from the spacecraft potential is shown in Figure 3.2d. As one can see, SAPS

was located slightly earthward of the plasmapause, where the cold electron density
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Figure 3.2: Continued on the next page.
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Figure 3.2: SAPS event on May 18 2013. (a) Solar wind and geomagnetic data from
OMNI. (b) Electric field in the MGSE coordinate from EFW. (c) Magnetic field in
GSM coordinate from EMFISIS. (d) Electron density from the spacecraft potential.
(e) Differential ion flux from MagEIS with energy between 50 keV and 1 MeV. (f)
Differential electron flux from MagEIS with energy between 50 keV and 1 MeV.
(g) Differential proton flux from HOPE with energy below 50 keV. (h) Differential
electron flux from HOPE with energy below 10 keV. (i) Perpendicular ion pressure
from HOPE. (j) Perpendicular ion pressure from MagEIS.

suddenly decreased at 0459 UT.

The high energy (50 keV-1 MeV) spin-averaged ion and electron differential fluxes,

shown in Figures 3.2e and 3.2f, respectively, were from the MagEIS instrument (Blake

et al., 2014). A clear dispersionless ion injection (50-200 keV) and an electron flux

decrease were observed at the same time of SAPS. Note that there were jags between

different energy channels in the ion flux. However, the amplitude of the jags was

small and well within the measurement uncertainty of MagEIS. Figure 3.2g and 3.2h

present the differential flux of proton and electron from 1 eV to 50 keV from HOPE

instrument (Funsten et al., 2014). The SAPS electric field was located between the

inner boundaries of the ion and electron plasma sheets, which means the SAPS was

located in an ionospheric region with low electron precipitation rate. This low elec-

tron precipitation rate leads to low conductivity in the ionosphere, and is a preferred

condition to facilitate the SAPS development according to the current generator the-

ory. The perpendicular ion pressure in Figure 3.2i and 3.2j were calculated from

HOPE and MagEIS, respectively. The pressure from HOPE was calculated using

the ion perpendicular temperature and density, while the pressure from MagEIS was

calculated using the differential energy flux. Here for simplicity, we assumed that the

pitch angle distribution of particles observed by MagEIS was isotropic. Zhao et al.

(2015) showed that the isotropic assumption would not significantly influence the

magnitude of the pressure. In addition, the gradient of pressure rather the absolute

value is more important in the FAC generation theory. At this time, the contribution
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of electrons to the plasma pressure was much smaller than that of the ions and thus

ignored. As one can see, the SAPS electric field was located in the region with a large

ion pressure gradient. According to the Vasyliunas equation, this pressure gradient,

together with the gradient of flux tube volume, gave rise to the Region-2 downward

FACs on the dusk side (Vasyliunas , 1970), where the conductivity was low due to

low electron precipitation. All of these observations are consistent with the current

generator theory. Note that the electron plasma sheet boundary shown in Figure 3.2h

is dispersive, which is not expected according to the short circuiting theory (Mishin,

2013).

3.3.2 Conjugate SuperDARN Observations

Since observations from one satellite cannot reveal the spatial and temporal vari-

ation of the SAPS, it is of vital importance to include the LOS velocity map from

SuperDARN in this study. Fortunately, in this event, the footprint of VAP-A was

mapped to the west coast of North America, which is well covered by multiple

SuperDARN radars. In this study, the LOS velocity observations from the Christmas

Valley West (CVW), Christmas Valley East (CVE), Blackstone (BKS) and Wallops

Island (WAL) SuperDARN radars between 4 UT and 6 UT were considered. Eight

selected snapshots of LOS convection flows are shown in Figures 3.3-3.4. The color

represents the direction and magnitude of the LOS velocities with blue representing

flows towards the radar and red representing flows away from the radar. Three se-

lected beams, CVW beam 14, CVE beam 0 and 9 are indicated by black dashed lines

in the panel of 0448 UT, which will be discussed later. The equatorward boundary of

the auroral oval, indicated by the yellow dashed line in Figures 3.3-3.4 is based on the

auroral observations centered at 0425 UT from the Special Sensor Ultraviolet Spec-

trographic Imager (SSUSI) instrument onboard the Defense Meteorological Satellite

Program (DMSP) F18. The VAP-A, VAP-B and GOES-15 were mapped to the iono-
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sphere based on the Tsyganenko Geomagnetic Field (TS05) model (Tsyganenko and

Sitnov , 2005) and are shown as purple (VAP-A and B) and green (GOES-15) stars

in Figures 3.3-3.4, respectively. Seven ground-based magnetometers close to the west

coast are shown as blue crosses. Two orbital planes of the Iridium satellite near the

west coast are also indicated as red lines. As one can see, the footprint of VAP-A was

located just equatorward of the DMSP SSUSI auroral equatorward boundary, which

is consistent with the VAP-A observations shown in Figure 3.2 that the SAPS electric

field was earthward of the electron plasma sheet boundary.

As shown in Figure 3.3, at 0420 UT, in the early recovery phase of the storm,

a large-scale SAPS (LS-SAPS) had fully developed and extended across the whole

North America continent with peak flow speed exceeding 1000 m/s. At 0446 UT,

the IMF turned northward and the amplitude of the LS-SAPS decreased to ∼400

m/s. Another feature is that an equatorward flow, highlighted by a black arrow,

occurred poleward of the LS-SAPS and near the footprint of GOES-15 with peak

flow amplitude of ∼400 m/s. It continued to propagate equatorward at 0448 UT.

At 0450 UT, the westward flow near the C13 magnetometer suddenly enhanced to

∼ 600 m/s, while the equatorward flow at higher latitudes disappeared. This SAPS

flow enhancement was localized and extended less than 10 degrees in longitude. The

eastern part of the LS-SAPS changed little.

In Figure 3.4, at 0456 UT, another equatorward flow developed near a cluster of

magnetometers and was highlighted by a black arrow. At 0458 UT, the equatorward

flow moved westward to near the footprint of GOES-15 and sustained the enhance-

ment of westward flow. A very rough estimation of the westward movement of the

equatorward flow is 2.5◦/min, corresponding an azimuthal velocity of 30 km/s in the

GEO orbit. This velocity is comparable with the magnetic drift speed of a 50 keV

proton, and is consistent with the energy range of the particle injection observed by

VAP-A. At 0500 UT, both the equatorward and westward flows began to decrease
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Figure 3.3: Eight selected maps of the SuperDARN LOS velocity in the dusk side with
ground-based magnetometers, footprints of VAP and GOES, and orbits of AMPERE.
Color represents the velocity relative to the radar. Blue means flows are towards the
radar and red means flows are away from the radar.
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Figure 3.4: Continued Figure 3.3.
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and at 0504 UT the flow returned back to the background value. Note that the large

westward flow near the magnetometers SIT and T22 were 1-1/2 hop scatter, an ar-

tificial signal due to the ground scattering. Combining the VAP-A and SuperDARN

observations, it is highly likely that VAP-A passed the western edge of this SAPS en-

hancement region. Considering the spatial scale of this SAPS enhancement is much

smaller than the large-scale background SAPS, which can extend over several hours

of MLT, this SAPS enhancement is thus called a MS-SAPS+.

The LOS velocity from CVW beam 14, CVE beam 9 and CVE beam 0 are pre-

sented in Figures 3.5 and 3.6. The looking direction of these three beams are indicated

by black dashed lines in Figure 3.3. The CVW beam 14 and CVE beam 9 together

were used to confirm the localization of this SAPS enhancement. Figure 3.5a shows

the LOS velocity measured by the CVW beam 14 as a function of magnetic latitude

and universal time, and CVW beam 14 was looking westward. The red color indi-

cates that the flows were moving away from the radar, corresponding to westward

flows. As one can see, the westward flow was weak before 0450 UT. There were two

sudden enhancements at 0450 and 0455 UT respectively, indicated by green squares,

consistent with the two SAPS enhancements following the equatorward flow bursts.

Figure 3.5b is in the same format as Figure 3.5a but for CVE beam 9, which is looking

eastward. The blue color represents the flow were towards the radar, thus also corre-

sponding to westward flows. The westward flow observed by the CVE beam 9 did not

show any enhancement between 0450-0500 UT. Therefore, the comparison between

the two beams looking at different sections of the LS-SAPS demonstrated that the

enhancement of SAPS was localized. LOS observations from the CVE beam 0 and

the keogram from ASI at Saskatoon are shown in Figure 3.6. The keogram is taken at

50◦W . As shown in Figure 3.3, beam 0 is looking approximately poleward. The blue

color represents that the flows are moving mainly towards the radar, corresponding to

equatorward flows. The field of view of the ASI is also shown in Figure 3.3. One can
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see that the CVE Beam 0 was near the western edge of the ASI, and it observed both

equatorward flow enhancements at 0446 and 0456 UT, respectively. The timing was

consistent with that of the westward enhancements at lower latitude in Figure 3.5a.

Although it was cloudy, it can be seen from the keogram that the aurora activity

increased simultaneously with the first flow burst. However, no aurora activity was

observed within the Saskatoon ASI during the second flow burst. This is very likely

because the flow burst was observed by SuperDARN further to the west and thus the

corresponding aurora activity is out of the FOV of the ASI.

3.3.3 AMPERE Observations

The orbital plane of AMPERE near 20 MLT is also presented in Figure 3.5a

and the black arrows represent the vectors of the magnetic perturbations observed

by AMPERE. The vector along the x (y) axis represents the perturbation in the

west-east (north-south) direction. The perturbation in the vertical direction is not

reflected in Figure 3.5a. It is shown that when the MS-SAPS+ developed, the mag-

netic perturbations and the downward FACs were both enhanced. The peak of the

downward FACs, where the perturbation changed its direction, is denoted by the

black circle. Note that the enhancement later at 0510 UT was related to a substorm

onset observed by ground-based ASI.

3.3.4 Origin of the Injection

During this event, VAP-B, GOES-13 and GOES-15 were also located in the dusk-

midnight sector, which can provide large-scale picture about the particle injection

activities. Their orbits from 0415 UT to 0515 UT are shown in Figure 3.7a. Both

VAP-A and GOES-15 were at ∼20 MLT, while VAP-B was at ∼22 MLT and GOES-

13 was right around midnight. The proton and electron fluxes observed by GOES-15

are shown in Figure 3.7b and 3.7c and the magnetic field in GSM coordinate is
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Figure 3.5: (a) Range-time-intensity (velocity) diagram for the CVW beam 14. The
red line represents the AMPERE orbital plane in ∼ 20 MLT and the black arrow rep-
resents the vector of the magnetic perturbations. (b) Range-time-intensity (velocity)
diagram for the CVE beam 9.
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Figure 3.6: (a) Range-time-intensity (velocity) diagram for the CVE beam 0. (b)
Keogram fron SASK.
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shown in Figure 3.7d. Three injections were observed at 0444 UT, 0450 UT and

0506 UT respectively and are indicated by gray arrows. The timing of the first

injection is consistent with the first equatorward flow burst at 0446 UT observed

by SuperDARN in Figure 3.3b. Considering the footprint of GOES-15 was very

close to the flow channel, both the injection and its manifestation in the ionosphere

were thus observed simultaneously. The second injection is likely associated with the

SAPS event observed by VAP-A. Considering the conservation of the first adiabatic

invariant, the ions of 200 keV energy observed by VAP-A at L= 3.5 should have an

initial energy around 30 keV at the geosynchronous orbit. Although this energy is

lower than the lowest energy of GOES, i.e., 95 keV, we can use the arrival time of 95

keV ion to roughly estimate the arrival time of 30 keV in the case of dispersionless

injection. Both VAP-B and GOES-13 were on the night side during this event, but

they did not observe any injections. This suggests that the injection was localized and

likely from the dusk side rather than from the night side. The radial injection speed

is estimated to be ∼47 km/s. The velocity is estimated using the positions of two

spacecraft and the time difference between the flux increase observed by these two

spacecraft. This calculated injection velocity is reasonable (Moore et al., 1981; Reeves

et al., 1996) and suggests that the injections observed by VAP-A and GOES-15 are

possibly the same one. The third injection was associated with a substorm onset

at 0510 UT observed by ground-based ASI and was after the SAPS event observed

by VAP-A.

No magnetic field dipolarization was observed by GOES-15 accompanying the first

injection (Figure 3.7d). After the injection was observed by GOES-15, the energetic

electrons travelled eastward due to gradient and curvature drift, thus it is not likely

to be observed by VAP-A that was westward of GOES-15. The second and the

third injections were both accompanied by a magnetic dipolarization. This infers

that these injections did not have enough energy to significantly depress the ambient
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geomagnetic field at the geosynchronous orbit.

3.3.5 SuperMAG Observations

Seven ground magnetometer data obtained from SuperMAG (Gjerloev , 2012) were

used to study the magnetic perturbation associated with the SAPS and auroral ac-

tivities. Daily average was subtracted from the raw data. Their locations relative to

the SAPS and auroral boundary are also shown in Figure 3.3. Negative bays were

observed by C12, T36, C06, RED at 0450 UT. This time is consistent with the time of

the MS-SAPS+ (Figure 3.3). Stations that observed negative bays all located on the

east side of the MS-SAPS+. At the same time, positive bays were observed by C13,

T22 and SIT, which are close to the MS-SAPS+. Negative (positive) bays are due to

enhancement of westward (eastward) auroral currents and thus eastward (westward)

convection flows. These observations suggest an overlapping of the westward and

eastward currents and flows over a narrow latitudinal region comprises the Harang

reversal, which can be nicely explained by the schematic plot shown in Figure 3.9,

adapted from Figure 14a in Zou et al. (2009b).

In Figure 3.9, the black curved line represents the equipotential line near the

Harang reversal region. VAP-A (magenta star) observed the radially outward electric

field and its footprint is located in the equatorward portion of the Harang reversal.

The beams of CVW looking westward observed westward flows. C13, T22, and SIT

observed positive magnetic perturbations, due to eastward auroral electrojet and

westward convection flows. On the other hand, at the poleward portion of the Harang

reversal, negative magnetic perturbations were observed by C12, T36, C06, RED, and

equatorward flows were observed by beams looking poleward.
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Figure 3.8: Northward components of the terrestrial magnetic field measured by the
ground-based magnetometer stations (taken from SuperMAG).
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Figure 3.9: A schematic diagram of the convection flows, field-aligned currents and
magnetic perturbations near the Harang reversal.
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Figure 3.10: (a) Pitch Angle Distribution of electrons at 54 keV observed by MagEIS
between 0430 and 0530 UT.

3.4 Discussions

The SAPS electric field and other complementary measurements from VAP-A

presented in Figure 3.2 are consistent with the current generator theory. At first,

when the injected particles traveled towards the inner magnetosphere, they were

adiabatically energized in order to conserve the first adiabatic invariant. At the

geosynchronous orbit, they may not have enough energy to depress the magnetic

field. As they moved closer to the plasmapause, these particles were energized enough

and could depress the magnetic field according to the diamagnetic effect (Gurgiolo

et al., 1979; He et al., 2017b; Xia et al., 2017; Xiong et al., 2017). The magnetic dip

in the inner magnetosphere is important for both the generation of butterfly pitch

angle distributions (PADs) of electrons (Xiong et al., 2017) and electromagnetic ion

cyclotron (EMIC) wave (He et al., 2017b; Remya et al., 2018). The magnetic field dip

led to the decreasing of the energetic electron flux (Figure 3.2e) due to conservation

of the first adiabatic invariant of electrons, consistent with earlier observations (He

et al., 2017b). In this case, butterfly pitch angle distributions (PADs) were also

observed by VAP-A at the energy of 54 keV (Figure 3.10).

We further tested the diamagnetic properties in the SAPS region. We first used
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the TS05 magnetic field magnitude minus 48 nT to fit the general trend of mag-

netic field ignoring the magnetic dip. Then this magnetic field was compared with

the observed magnetic field, which shows that the magnetic pressure decreased by

∼17 nPa at the center of magnetic dip and SAPS peak. The increase of the ion

plasma pressure was about 12 nPa with contributions from both HOPE and MagEIS

(∆PHOPE + ∆PMagEIS = 7 + 5 nPa). This was quantitatively similar to the magnetic

pressure decrease. Therefore, the magnetic field dip can be explained by the particle

injections and their diamagnetic effects. This also shows that the injected particles

can make a large contribution to the storm time ring current, as shown in (Gkioulidou

et al., 2014). Another interesting point is that this injection was observed to enter

the inner magnetosphere at ∼ 20 MLT, and no injection was observed closer to the

midnight sector. Therefore, this injection might be related with dynamics near the

magnetopause flank, such as Kelvin-Helmholtz instability (Henderson, 2013). How-

ever, the exact source of the particle injection is out of the scope of this chapter.

When a plasma pressure peak was generated in the inner magnetosphere, together

with the gradient of the flux tube volume, a pair of Region-2 sense FACs can be gen-

erated near the edges of this dip (Figure 3.11), according to the Vasyliunas equation.

In addition, this region was between the inner boundaries of ion and electron plasma

sheets, and thus the region where the downward FACs flowed into in the ionosphere

was of low conductivity. When the downward FACs closed poleward through the

Pederson currents and the upward Region-1 sense FACs, the electric field needed

to increase to maintain current continuity. The above scenario explains the large

poleward electric field in the ionosphere and radially outward electric field in the

magnetosphere.

The results above lead to the schematic diagram of the formation of SAPS given

in Figure 3.11. During geomagnetic storm time, a partial ring current develops due

to the enhanced convection. The gradient of plasma thermal pressure in partial ring
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Figure 3.11: A schematic diagram of the formation of 2LCW and SAPS in the inner
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current and the gradient of the flux tube volume can generate the Region-2 FACs and

thus SAPS (Anderson et al., 1993; Southwood and Wolf , 1978). This LS-SAPS should

have a spatial scale comparable with the partial ring current and can extend several

hours of MLT. However, when a localized injection entering the inner magnetosphere

and merging into the pre-existing partial ring current, a localized pressure peak should

form. At the same time, due to the diamagnetic effect, a local magnetic field dip can

develop at the same location. The gradient of the flux tube volume points towards

the local magnetic minimum. Therefore, the perturbed plasma pressure gradient and

the flux tube volume gradient give rise to two pairs of FACs. The duskside pair is the

Region-2 sense downward FACs close to the Earth and Region-1 sense upward FACs

further away from the Earth. The other pair closer to midnight would have opposite

polarity. These two pairs of FACs thus comprise a two-loop current wedge (2LCW).

In duskside ionosphere, the Region-2 sense FACs close through poleward Pederson

current and then upward Region-1 sense FACs. This Pederson current flows in a low-

conductivity region equatorward of the electron precipitation boundary and thus leads

to a large poleward electric field, i.e., SAPS electric field. Meanwhile, these FAC pairs

superpose on top of the large-scale FAC systems near the equatorward edge of the

aurora oval. This 2LCW can also explain the magnetic dip in the MGSE x direction.

At the dusk side, the MGSE Bx component can be considered westward. Both the

downward FACs earthward of the dip and upward FACs further away from the dip

can generate an eastward magnetic disturbance and thus reduce the Bx component

in the MGSE coordinates. Note that this 2LCW should be differentiated against the

2L SCW. The latter is formed after substorm onset although the formed FACs have

similar polarities. In addition, no local magnetic field dip is invoked in the 2L SCW

scenario. This mechanism can also be applied to LS-SAPS: The spatial scale of the

SAPS depends on the scale of the particle injection. Injections can have variable

scales from less than 1 hour in MLT, e.g. in this event, to three hours in MLT in
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substorm injections, to the whole night side during sawtooth-type injections (Arnoldy

and Moore, 1983; Clauer et al., 2006; McPherron, 2015). Thus, the scale-size of the

SAPS enhancement should be directly related to the scale-size of injections.

Auroral streamers in the ionosphere have been proposed to be the corresponding

signature of flow bursts in the equatorial magnetosphere or injections when flow bursts

reach the geosynchronous orbit (Forsyth et al., 2008; Henderson et al., 1998; Naka-

mura et al., 2001; Sergeev et al., 1999; Zou et al., 2009a,b). Gallardo-Lacourt et al.

(2017) showed that 98% streamers reaching equatorward boundary of the auroral oval

are associated with SAPS and there is a strong correlation between the duration of

SAPS and streamers. Nishimura et al. (2011) showed that not all streamers can lead

to substorm onset. Thus, it is reasonable to infer that substorm onset is not necessary

for streamers or particle injections, and thus SAPS. Enhanced auroral activity was

indeed observed during the first equatorward flow and SAPS enhancement, but it was

not observed during the second case. This is very likely because the flow burst was

observed by SuperDARN beams looking west of the ASI, and thus the corresponding

aurora activity is out of the FOV of the ASI.

Dispersionless particle injections are often observed during substorms right at or

slightly after the substorm onset and have been used as a reliable substorm onset in-

dicator. However, injections and substorms do not have a one-to-one correspondence

(e.g. Angelopoulos et al., 1992; Gkioulidou et al., 2014). Sergeev et al. (1990) showed

that injections can occur during steady convection time in addition to substorm time.

This also suggests that substorm onset may not be necessary for injections and thus

the formation of SAPS. Instead, SAPS can be generated directly by particle injec-

tions.
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3.5 Summary and Conclusions

In this chapter, we performed a detailed case study of SAPS during the storm

recovery phase on May 18, 2013 using conjugate VAP and SuperDARN as well as other

complementary instruments. Energetic ion injections, energetic electron flux decrease,

and local magnetic field dip were observed at the same time as the SAPS electric field

by VAP-A deep in the inner magnetosphere at 3.5 Re. The formation mechanism

of the SAPS is suggested to be due to energetic particle injection together with the

magnetic field distortion due to the injected particles’ diamagnetic effect, which can

generate a localized 2LCW with SAPS on its western side. SAPS is also shown to

be part of the equatorward boundary of the Harang reversal, which starts to develop

before the substorm onset. Considering the correspondence between substorms and

injections is not one-to-one, we suggest that SAPS can be generated directly due

to particle injections induced pressure and flux tube volume gradients, no matter

whether these injections are directly related with a substorm onset or not.
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CHAPTER IV

Hemispheric Asymmetries in the Midlatitude

Ionosphere: Multi-Instrument Observations

4.1 Introduction

In this chapter, ionospheric responses were examined during the double-dip storm

on Sep 7-8, 2017. During the first recovery phase, hemispheric asymmetries were

found in VTEC. The asymmetries are observed simultaneously in the dawn and af-

ternoon sectors and have opposite polarities. In the asymmetric regions, the EDP

from four digisondes were selected to provide further details of the electron altitude

distributions. The detrended VTEC, plasma drift from digisondes, and the [O]/[N2]

from Global Ultraviolet Imager (GUVI) onboard the Thermosphere Ionosphere Meso-

sphere Energetics and Dynamics (TIMED) satellite were also utilized to study the

possible drivers of the asymmetry. Based on our analysis, we suggest that a combi-

nation of the asymmetries in the neutral composition change, vertical drift and TID

activity generated the hemispheric asymmetries in VTEC and F-region ionosphere

density.

4.2 Data and Analysis Technique

Multi-instrument datasets were analyzed in this study and described below:
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4.2.1 Digisonde

Digisonde is a digital ionosonde, which uses high frequency radio waves for the

vertical-incidence remote sounding of the ionosphere. In this study, several products

from the selected digisondes were utilized, including EDPs, plasma drifts, the peak

height (hmF2) and peak density of the F region (NmF2). They are described in detail

below.

4.2.1.1 EDP

Digisonde ionogram presents signals reflected from the ionosphere in the frequency

vs travel time frame. Radio waves from the ionosonde with frequencies lower than the

local ionospheric critical frequency will be reflected below the peak of the F region,

while those with frequencies higher than the critical frequency will not be reflected

back. Therefore, ionosondes can detect the bottomside EDP but cannot provide the

topside EDP. Here, with the assumption that the topside ionosphere follows the

Chapman function, we use the typical Chapman extrapolation to complete the EDP

(Huang and Reinisch, 1996).

4.2.1.2 Plasma Drift

Digisonde measures the plasma drift based on the echoes reflected by undulated

density contours and irregularities (Reinisch et al., 1998). Scali et al. (1995) showed

that there is a good agreement between the drift measured by digisonde and ISR at

high latitude region. Bullett (1994) showed that the digisonde drift technique works

best during moderately disturbed nighttime conditions. Note that the drift measured

by digisondes might not be reliable when the production and recombination are rapid,

e.g. near the terminators (Gonzales et al., 1982; Woodman et al., 2006). There can

be artificial downward/upward drift due to the generation/disappearance of E-layer

due to sunrise/sunset. Those artifacts have been carefully avoided in this study.

82



4.2.2 Tomography

The ionospheric tomography technique is a powerful tool to reconstruct the 3D

structure of the ionospheric electron density. It is a typical inversion problem used

to estimate the electron density based on the integrated slant TEC (sTEC) along the

line-of-sight of GNSS satellites and receivers. In this case, 340 ground-based dual-

frequency GNSS receivers, provided by the EUREF Permanent Network (EPN), were

used to calculate the GNSS sTEC and 2D regional VTEC maps, while there are not

dense enough receivers in other sectors to apply the tomography technique. Based on

the GNSS sTEC results over the European sector, the state-of-the-art tomography

technique (Yao et al., 2020) is applied to resolve the spatial distribution of the electron

density. The inversion region is over 35◦N-65◦N and 5◦W-20◦E with the horizontal

resolution of 1◦ in both latitude and longitude. The altitude range of the tomography

is from 100 km to 1000 km with varying vertical resolutions, and the resolutions for

altitudes below and above 450 km are 10 km and 50 km, respectively. To reconstruct

the 3D electron density at time t, the ground-based GNSS sTEC from t-20 minutes to

t+20 minutes are used, i.e., 40 minutes GNSS data are used to invert the tomography

results at time t. The electron densities from the International Reference Ionosphere

(IRI)-2016 model are used as the initial values for the inversion.

4.2.3 [O]/[N2]

The column density ratio [O]/[N2] is derived based on the ratio of 135.6 nm

and LBHS emissions measured by GUVI on board the TIMED satellite (Strickland

et al., 1995, 1999, 2004; Zhang et al., 2004). It is a useful parameter to reflect the

thermosphere impact on ionospheric density production and loss. Note that GUVI

cannot provide a snapshot of the global thermosphere composition distribution at a

given time, instead it needs one day to cover all longitudes. The TIMED satellite was

orbiting the 10.7 LT and 22.7 LT plane during this storm.
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4.3 Observations
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Figure 4.1: Solar wind data and geomagnetic index from 12 UT Sep 7 to 0 UT Sep 9,
2017. (a) IMF By in the GSM coordinates, (b) IMF Bz in the GSM coordinates, (c)
solar wind speed, (d) proton number density, (e) solar wind dynamic pressure, and
(f) the SYM-H index. The black and green vertical lines represent the period that
we will focus on latter.

4.3.1 Solar Wind Condition

Figures 4.1a-4.1f show the By and Bz components of the IMF in GSM coordinates

(IMF By and Bz), solar wind speed, proton number density, dynamic pressure, and

the SYM-H index during the September 7-8 2017 storm. A general description of this
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double-dip geomagnetic storm on September 7-8 2017 has been provided previously.

In this chapter, we focus on the first recovery phase (from 0230 UT to 1105 UT).

During this period, the IMF Bz reversed its direction several times, but during most

of the times, IMF was northward. The first recovery phase ceased due to the arrival

of another ICME at ∼ 1105 UT, which led to the second main phase. The magnetic

cloud signature of the second ICME was clearly indicated by the gradual rotation

seen in the IMF By and Bz.

4.3.2 VTEC observations

The storm-time alterations of the VTEC (dVTEC) from the quite-time values at

04 and 06 UT on September 8 are shown in Figure 4.2 in the geographic coordinates.

The quiet-time VTEC on September 7, 2017, was removed from the storm-time values.

The magnetic field lines in the quasi-dipole coordinates at 300 km are plotted on top of

the dVTEC map as thin solid lines. The thicker gray line represents the geomagnetic

equator. Four digisondes used in this study are also denoted by black stars on the

map. At 04 UT, the IMF Bz component turned northward, and the SYM-H was

gradually recovering. The large-scale ionosphere response began to transit from the

positive phase to the negative phase, but the dVTEC was almost hemispherically

symmetric. In the East Asian and Australian sector, there were VTEC increases

(over 20 TECU) in both hemispheres, which were caused by the widened equatorial

ionization anomaly (EIA). In the European and African sector, only minor VTEC

increases (∼ 5 TECU) were observed in both hemispheres.

Between 04 UT and 06 UT, the IMF remained northward, and the SYM-H recov-

ered to ∼ -80 nT. During this period, strong hemispheric asymmetries developed in

both the European-African (LT∼5-7) and the East Asian-Australian sectors (LT∼12-

16). At 06 UT, these asymmetries became very obvious and they are highlighted by

black arrows in Figure 4.2. Based on the dVTEC movie, these asymmetries developed
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Figure 4.2: VTEC differences between Sep 8, 2017 and Sep 7 2017. The difference is
shown in geographic coordinate with a map of Quasi-Dipole coordinates at 300 km
altitude. The asymmetry was highlighted by the black arrows. Four digisondes were
represented by stars.

when the ionosphere transited from the positive phase to the negative phase. In the

European-African sector, in the mid-latitude region (20◦ ∼ 40◦ MLAT), the VTEC
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increased in the southern hemisphere, but decreased in the northern hemisphere. The

size of the asymmetry was about 15◦ in longitude and 10◦ in latitude. This asym-

metry was also studied in (Habarulema et al., 2020). On the contrary, in the East

Asian-Australian sector around 120◦ E longitude, the VTEC increased in the north-

ern mid-latitude region (20◦ ∼ 30◦ MLAT), while decreased in the conjugate southern

hemisphere. The size of the asymmetry was larger than the European-Africa sector,

which was almost 20◦ in longitude and 20◦ in latitude.
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Figure 4.3: Time series of the VTEC from four locations. The black and green lines
represent 04 UT and 06 UT on Sep 8, respectively. The blue and red lines represent,
respectively, the quiet time and storm time values, while the shaded region represents
the standard deviation.

The time series of the VTEC at four selected locations (labeled as A, B, C, and

D), where the asymmetries were observed, are shown in Figure 4.3. The locations

of these four points in the geographic and geomagnetic coordinates are shown in

Table 4.1. The VTEC at each location was the averaged value over a surrounding

region of 5◦longitude× 5◦latitude to better reflect the regional VTEC changes. The

standard deviation of the VTEC values in each surrounding region is plotted as the
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shaded area together with the averaged values. In the southern hemisphere, Louisvale

(B) and Learmonth (D), where digisondes are available, were chosen. Then their

geomagnetic conjugate points (A, C) were calculated and selected. Before the shock

arrival, the VTECs at the locations A and B were slightly larger than the quiet-time

values. During the main phase of the storm, the European-African sector was on the

nightside and the ionospheric responses to the initial energy input were small with a

couple of TECU increase. A large asymmetry began to develop in this sector after

04 UT (sunrise). The VTEC at the location A gradually increased due to sunrise.

However, the increasing rate was lower than the quiet-time value, resulting in a lower

VTEC, i.e., entering the negative phase. On the contrary, the VTEC at the location

B increased with a larger rate than the quiet-time value, and the dVTEC was always

positive with its maximum of 10 TECU at around 10 UT on September 8. Therefore,

these two conjugate points in the European-African sector entered the negative and

positive phases, respectively, at the same time.

Table 4.1: Geomagnetic conjugate locations and the nearest digisondes
Location A B C D
Geographic Latitude 43.6◦ −28.5◦ 37.4◦ −21.8◦

Geographic Longitude 14.5◦ 21.2◦ 112.7◦ 114.1◦

Geomagnetic Latitude 38.0◦ −38.0◦ 32.0◦ −32.0◦

Nearest Digisonde Pruhonice Louisvale I-Cheon Learmonth
Geographic Latitude 50.0◦ −28.5◦ 37.1◦ −21.8◦

Geographic Longitude 14.6◦ 21.2◦ 127.5◦ 114.1◦

Geomagnetic Latitude 45.0◦ −38.0◦ 31.0◦ −32.0◦

The VTEC at the location C in the East Asian sector and at the location D in the

Australian sector began to increase at around 00 UT on September 8, shortly after

the shock and strong southward IMF arrival at the Earth. These increases ceased

when the IMF turned northward at around 0230 UT. Later, the VTECs at these two

locations started to decrease, but with different speed. The hemispheric asymmetry

in VTEC began to develop after 04 UT. The VTEC at the location C gradually

decreased and recovered to the quiet-time value at around 08 UT. When the VTEC
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asymmetry was observed at 06 UT , the location C was still in the positive phase.

On the other hand, the VTEC at the location D decreased rapidly and became lower

than the quiet-time value at around 05 UT, i.e., entering the negative storm phase.

However, this negative storm phase was a short-lived one. The VTEC started to

recover and exceeded the quiet-time value after 07 UT. Therefore, these two conjugate

locations in the East Asian-Australian sector were in the positive and negative phases,

respectively. However, the polarity of this asymmetry is opposite to the one observed

in the European-African sector.

4.3.3 EDP observations
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Figure 4.4: EDP from the four selected digisondes in Figure 4.2 at 06 UT Sep 8,
2017. The red curve represents the storm-time (Sep 8) value, while the blue curve
represents the the quiet-time (Sep 7) value.
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The four digisondes closest to the four points are selected to provide the EDPs

(Figure 4.4), which help further confirm the existence of the asymmetries at 06 UT.

Their locations are also shown in Table 4.1. Clear asymmetries can be observed in the

EDP plots at 06 UT and are consistent with the VTEC observations in Figure 4.2: At

Pruhonice (the closest digisonde to A), the electron density decreased significantly in

the F region and the topside ionosphere, while at Louisvale (B), the electron density

increased significantly above 250 km, in particular at the the F-region peak height.

At I-Cheon (the closest digisonde to C), the electron density increased in the whole F

region, while at the conjugate Learmonth (D), the electron density decreased in the

F region, i.e., opposite to the trend observed in the European-African sector. In the

mean time, the hmF2 at Louisvale (B) and I-Cheon (C) increased comparing with that

during quiet time, while dereased at Pruhonice (A) and Learmonth (D). Therefore,

the VTEC and EDP observations shown in Figures 4.2-4.4 clearly demonstrated that

hemispheric asymmetries developed during the first recovery phase and were opposite

in the East Asian-Australian (N+S-) and European-African (N-S+) sectors. Here

N/S indicates the northern/southern hemisphere and +/- indicates positive/negative

phase, respectively.

4.4 Discussions

In the mass continuity equation of the ionospheric plasma, the change of the

electron density within a certain magnetic flux tube can be due to the vertical plasma

drift and the chemical production/loss (Kelley , 2009). The electric field, neutral

wind, and ambipolar diffusion along the magnetic field lines can all contribute to the

vertical movement of the plasma, and their influences depend on the magnetic field

inclination and declination angles (Schunk and Nagy , 2009). The vertical drift can

transport the plasma to lower or higher altitudes where the neutral density is higher

or lower, and thus affect the plasma lifetime by changing the charge exchange and
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recombination rates. The upward drift can transport the plasma to higher altitudes,

where the charge exchange and recombination rates are lower. Thus, the density at

the new F region peak height and topside ionosphere can be larger than that before

lifting (Heelis et al., 2009; Zou et al., 2014). If the plasma production is active, the

VTEC can increase as well. The thermospheric composition change, on the other

hand, can alter the production and loss rates. When the atomic oxygen density ([O])

increases in the sunlit region, the production rate will increase, while the increase of

the molecular species density (e.g. [N2]) will lead to an enhanced loss rate. Thus,

the [O]/[N2] ratio is a key parameter that can be used to infer the thermosphric

composition impact on the TEC (Kil et al., 2011; Mannucci et al., 2009; Strickland

et al., 2001; Yue et al., 2016; Biqiang Zhao et al., 2009). In this section, both the

plasma drift and the [O]/[N2] data are used to study the generation mechanisms of

the asymmetries in each sector.

4.4.1 European and African Sector

The plasma drift measurements from the digisonde at Pruhonice (A) between 18

UT on September 7 and 12 UT on September 8 are shown in Figure 4.5. The drifts

in the magnetic north, magnetic east and vertical directions are shown in Figures

4.5a-4.5c. Schlesier and Buonsanto (1999); Zou et al. (2013, 2014) separated the

contributions to the vertical drift from the electric field, neutral wind, and ambipolar

diffusion based on the observations from ISRs. The plasma drift perpendicular to

the magnetic field line is due to the electric field, while the drift along the magnetic

field line can be attributed to the neutral wind and/or the ambipolar diffusion. A

similar method is applied to the digisonde drift measurements in this study. Since the

electron and ion temperatures are not available at the locations of these digisondes,

the contributions from the neutral wind and the ambipolar diffusion cannot be further

separated. In numerical simulations, the contribution from the ambipolar diffusion

91



P
ru

h
o

n
ic

e
 (

L
T

=
U

T
+

1
)

-2
0
0

0

2
0
0

Vgmnorth (m/s)

-2
0
0

0

2
0
0

Vgmeast (m/s)

-1
0
0

0

1
0
0

Vz (m/s)

-1
0
0

0

1
0
0

VzElec (m/s)

-1
0
0

0

1
0
0

VzRest (m/s)

1
0
0

2
0
0

3
0
0

4
0
0

hmF2 (km)

051
0

foF2 (MHz)

1
8

2
4

3
0

3
6

H
o
u
rs

 a
ft
e
r 

0
0
 U

T
, 
S

e
p
 7

Q
u

ie
t 

T
im

e
S

to
rm

 T
im

e

Q
u

ie
t 

T
im

e
S

to
rm

 T
im

e

(a
)

(g
)

(f
)

(e
)

(d
)

(c
)

(b
)

Figure 4.5: Continued on the following page.
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Figure 4.5: Drift data from the digisonde at Pruhonice.(a) Drift in the geomagnetic
north direction. (b) Drift in the geomagnetic east direction. (c) Drift in the vertical
direction. (d) Vertical drift due to the electric field. (e) Vertical drift due to the neu-
tral wind and diffusion along the magnetic field line. (f) hmF2. (g) foF2. The black
and green lines represent 04 UT and 06 UT, respectively. The red curve represents
the storm time (Sep 7-8) value, while the blue curve represents the the quiet time (the
average of the previous week) value. The error bars of the quiet-time values indicate
the quiet-time variability, while the error bars of the storm-time values represent the
uncertainty of the measurements.

is usually much smaller than that from the neutral wind (Lu et al., 2012; Zou and

Ridley , 2016; Liu et al., 2016). The vertical drift due to the electric field is shown in

Figure 4.5d. The rest of the vertical drift (Figure 4.5e) is due to the combined effect

of neutral wind and diffusion along the magnetic field line. Note that this separation

is not applicable near the terminator because of the artificial drift of the digisonde

observation. Figures 4.5f and 4.5g show the hmF2 and foF2 measured by digisondes.

The red curves represent the storm-time values during September 7-8 and the blue

curves represent the averaged quiet-time values in the previous week. The error bars

of the quiet-time values indicate the quiet-time variability, while the error bars of the

storm-time values represent the uncertainty of the measurements. The plasma drifts

at the other three locations are shown in Figures 4.6, 4.10, 4.11 in the same format.

The European and African sector was on the nightside during the main phase.

Despite sporadic data gaps, the digisonde observations at Pruhonice (A) showed

wave-like structures in the vertical drift in Figure 4.5c. The wave-like structure signif-

icantly departed from the quiet-time trend and was likely signatures of TIDs. While

at Louisvale, the vertical drift oscillated around the quiet-time trend with a much

smaller amplitude. To further confirm the possible TID signatures and compare their

amplitudes in different hemispheres, the keogram of the detrended VTEC over the

European-African sector (10◦ - 20◦ E longitude) from 00 to 06 UT is shown in Figure

4.7. The detrended VTEC was calculated by subtracting the moving average of the

VTEC from the raw VTEC. The sampling window used in this study is 30 min.
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Figure 4.6: Drift data from the digisonde at Louisvale. The format is the same as
Figure 4.5.
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Figure 4.7: Keogram of detrended VTEC for European-African sector.

In the northern hemisphere, there were continuous TIDs propagating from the high-

latitude region to the low-latitude region. However, there was limited coverage of the

GNSS receivers in the southern hemisphere. Although there were fluctuations in the

detrended VTEC in the southern hemisphere, it is hard to compare the amplitude of

TIDs in the southern hemisphere with that in the northern hemisphere.

To further evaluate the impact of TIDs in the northern hemisphere, the tomo-

graphic inversion results are shown in Figure 4.8. The left panel shows the electron

density profile at 20◦ E as a function of latitude and altitude. The poleward boundary

of the remnant of the EIA extended to around 48◦ N. Two electron density islands

were located at 55◦ N and 62◦ N, respectively. The peaks of these islands were at

around 310 km. These two electron islands are likely signatures of the TIDs propa-

gating from the auroral region to the low-latitude region. The right panel shows the

electron density profile at 300 km as a function of longitude and latitude. It shows

the impact of TIDs on the electron density from a different view point. Due to the

low temporal resolution of the tomographic inversion technique, the propagation of

the TID cannot be revealed by this technique. However, the tomographic inversion
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results, the wave structures observed in the drift data, and the detrended VTEC

together strongly suggest the existence of equatorward propagating TIDs in Europe.

On the other hand, the TIDs in Africa were less evident due to the limited observa-

tions. Based on the drift observation alone, it is likely that the TIDs were weaker

in the southern hemisphere in this case. The magnitude of TIDs was larger in the

hemisphere where the negative phase occurred later, which suggests there might be

a larger energy deposition at the auroral latitudes in the corresponding hemisphere.

The hemispheric asymmetry of TIDs observed a couple of hours ahead may signal

the development of the asymmetries of VTEC and electron density later during the

recovery phase.

As shown in Figures 4.5d-4.5e, during the main phase, the electric field at Pruhon-

ice tended to move the plasma downward after the IMF southward turning, while the

combined neutral wind and diffusion tended to move the plasma upward and con-

tributed more to the wave-like fluctuations. The net result was that the plasma

moved upward, i.e., the hmF2 slightly increased, and thus the VTEC increased as

well (Figure 4.2 and 4.3). At Louisvale, Figure 4.6 presented a similar trend in the

drift, but with a much smaller amplitude. The hmF2 at Louisvale was close to the

quiet-time value during this period, with an exception of an hour-long hmF2 increase

at about 02 UT. The electric field that led to the plasma descending was likely the

penetration electric field on the nightside, while the equatorward meridional winds

due to the enhanced heating in the auroral region pushed the plasma along the field

line.

The recovery phase of this storm initiated at 0230 UT after the IMF northward

turning. In the European sector, at Pruhonice (A) and Louisvale (B), the asymmetry

in the vertical drift developed during the early recovery phase. At Pruhonice, there

was an enhanced downward movement between 03 and 05 UT, while the drift at

Louisvale was always close to the quiet-time value during the recovery phase. The
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downward drift at Pruhonice would move the plasma to lower altitudes with a higher

recombination rate, and thus the electron density and VTEC would decrease. The

continuous decrease of the hmF2 confirms the expected impact of the downward

movement of the ionosphere at Pruhonice. Therefore, the stronger downward drift

observed at Pruhonice than that at Louisvale led to the lower VTEC and negative

phase as shown in Fig 4.2, i.e., the asymmetry of the plasma drift contributed to the

asymmetry of the VTEC.

After sunrise (LT = UT+1 at Pruhonice and Louisvale), due to the solar produc-

tion, the foF2 at Pruhonice (Figure 4.5g) started to increase. However, the foF2 was

always lower than the quiet-time value and the discrepancy continued to increase,

which is consistent with the negative phase shown in the VTEC data in Figure 4.2.

On the other hand, the foF2 at Louisvale (Figure 4.6g) increased faster than the

quiet-time value after sunrise. Considering it was close to sunrise, chemical produc-

tion process may also play a role in the formation of the asymmetry. Therefore, the

column-integrated [O]/[N2] ratio data were also studied to evaluate this possibility.

The column-integrated [O]/[N2] ratio on September 7, September 8 from the

TIMED GUVI instrument, and their difference are shown in Figure 4.9 to provide

the storm-time thermospheric composition change. The orbits of the satellite are

plotted on top of the [O]/[N2] ratio color contours, and the universal times labeled

above the top horizontal axis represent when the satellite passed 60◦N . The TIMED

satellite flew over the European-African sector at 0930 UT, and a clear hemispheric

asymmetry in the [O]/[N2] ratio was observed. The southern edge of Africa was in the

region of enhanced [O]/[N2], while the conjugate Europe was in the region of reduced

[O]/[N2]. Note that the VTEC asymmetry occurred at around 0600 UT and lasted

until the initiation of the second main phase (Figure 4.3). Thus, although the com-

position asymmetry over the European and African sector was measured by GUVI at

0930 UT, it is likely that this asymmetry had already fully developed at 06 UT. As
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Sep 7, 2017

Sep 8, 2017

Figure 4.9: [O]/[N2] from TIMED GUVI on Sep 7, Sep 8 and the difference. The
orbits of TIMED are plotted on top of the map. The time represents when the satellite
cross 60◦N . The satellite is at 10.7/22.7 LT.
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shown in Figure 4.9, on September 7, the [O]/[N2] ratio was larger in the southern

hemisphere due to the seasonal effect. Then, the storm further enhanced the expected

seasonal asymmetry, consistent with earlier studies (Duncan, 1969; Mendillo, 2006).

The effect of the composition change was unmasked by the solar radiation after

sunrise. Before sunrise, the molecular species mattered most in the loss process,

and no production process existed. However, after sunrise, the production initiated,

and the [O]/[N2] ratio largely determined the electron density and TEC. Besides

the TID and vertical drift discussed earlier, we suggest that the difference in the

thermospheric chemical composition also contributed to the asymmetry seen both in

VTEC and digisonde measurements in the European and African sector.

4.4.2 East Asian and Australian Sector

During the main phase of this storm, I-Cheon (C) and Learmonth (D) were on

the dayside. The equatorial plasma fountain effect amplified on the dayside and led

to the widened EIA. A VTEC increase (Figure 4.2 and 4.3) was observed in the low-

latitude region. I-Cheon and Learmonth were located near the poleward part of the

widened EIA. There was no increase of the vertical drift observed at both I-Cheon and

Learmonth in Figure 4.10-4.11 when the shock and strong southward IMF arrived,

suggesting that the penetration electric field effect was weak at these two locations.

Then, the vertical drift at I-Cheon still followed the quiet-time trend except a short

drift increase around 1 UT (there were some intermittent data gaps). At the same

time, both the foF2 and hmF2 increased and these enhancements were signatures of

the widened EIA. At Learmonth, the vertical drift trend was also similar to the quiet-

time curve except two local minimums around 01 and 02 UT, respectively. Before 02

UT, the increases of foF2 and hmF2 were also related to the widened EIA. After 02

UT, the hmF2 suddenly began to decrease, which may be related to the northward

turning of the IMF.
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Figure 4.10: Drift data from the digisonde at I-Cheon. The format is the same as
Figure 4.5.

101



-2
0
0

0

2
0
0

Vgmnorth (m/s)
L

e
a

rm
o

n
th

 (
L

T
=

U
T

+
8

)

-2
0
0

0

2
0
0

Vgmeast (m/s)

-1
0
0

0

1
0
0

Vz (m/s)

-1
0
0

0

1
0
0

VzElec (m/s)

-1
0
0

0

1
0
0

VzRest (m/s)

1
0
0

2
0
0

3
0
0

4
0
0

hmF2 (km)

1
8

2
4

3
0

3
6

H
o
u
rs

 a
ft
e
r 

0
0
 U

T
, 
S

e
p
 7

051
0

foF2 (MHz)

Q
u

ie
t 

T
im

e
S

to
rm

 T
im

e

Q
u

ie
t 

T
im

e
S

to
rm

 T
im

e

(a
)

(g
)

(f
)

(e
)

(d
)

(c
)

(b
)

Figure 4.11: Drift data from the digisonde at Learmonth. The format is the same as
Figure 4.5.
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During 04-06 UT, there were no obvious vertical drifts at I-Cheon and Learmonth.

The equatorial electrojet (EEJ) on the same longitude was also close to the quiet-time

value at this time (Rout et al., 2019). Meanwhile, the hmF2 and foF2 continuously

decreased until the asymmetry fully developed at ∼ 06 UT . The faster decreasing

rate of the foF2 and hmF2 at Learmonth in the southern hemisphere was likely a

result of the downward movement between 02 and 04 UT. This downward movement

facilitated an enhanced chemical recombination rate by lowering the plasma to lower

altitudes with more molecular neutrals. At 06 UT, both the hmF2 and the foF2 at

Learmonth were already lower than the quiet-time values, i.e., ionospheric negative

phase, which is consistent with the short-lived negative phase due to the faster VTEC

decrease rate in Figure 4.3. The differences in the vertical drift between 02 and 04

UT at I-Cheon and Learmonth gave rise to the hemispheric asymmetry in the East

Asian and Australian sector. This hints that the history of the storm can play a role

in the development of the asymmetry.

Although the total deviation from the quiet-time value was small in the vertical

drift, the separated contributions from the electric field and the combined neutral

wind and diffusion (Figure 4.10-4.11) presented nontrivial wave-like structures during

both the main and recovery phase. Thus, the existence of TIDs was also examined

in the East Asian and Australian sector using the detrended VTEC. The keogram of

detrended VTEC for the East Asian-Australian sector (120◦ - 130◦ longitude) from 00

to 06 UT is shown in Figure 4.12. In both hemispheres, there were continuous TIDs

propagating from the polar region to the low latitude region before 04 UT, and the

amplitude of the TIDs was much stronger in the southern hemisphere than that in the

conjugate northern hemisphere. The asymmetry of TIDs initiated earlier than the

asymmetry of VTEC, which is similar to that seen in the Europe-Africa sector. This

suggests the possibility that the energy deposition at auroral latitudes was stronger

in the southern hemisphere, as inferred from the magnitude of the TIDs, and led to
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Figure 4.12: Keogram of detrended VTEC for East Asia-Australian sector.

the development of the VTEC asymmetry.

Based on the TID signatures in the drift and dVTEC data, it is found that in both

sectors the amplitude of the TIDs was larger in the hemisphere where the negative

phase developed later. A further numerical simulation is needed to obtain a more

quantitative evaluation.

As shown in Figure 4.9, at around 03 UT on September 8, the TIMED satellite

flew over the East Asian-Australian sector. The [O]/[N2] ratio increase was similar

in both hemispheres at 120◦ E longitude at this time. No asymmetry in VTEC was

observed before 04 UT. During the recovery phase, due to a lack of composition data

in this region, it is not possible to determine whether or not the composition changes

played a key role in the development of the VTEC asymmetry.

4.5 Summary and Conclusions

In this study, the ionospheric responses during the first recovery phase of the ge-

omagnetic storm on September 7-8, 2017, were investigated using the GPS VTEC
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observations, the EDP and plasma drift data from digisondes, and the [O]/[N2] ra-

tio from TIMED GUVI. Hemispheric asymmetries of the ionospheric responses were

observed in the mid-latitude regions at two local times simultaneously. Interestingly,

the asymmetries at these two local times were opposite to each other: In the Euro-

pean and African sector (early morning), the southern hemisphere was in the positive

phase while the northern hemisphere was in the negative phase, i.e., N-S+. In the

East Asian and Australian sector (afternoon), the northern hemisphere was in the

positive phase and the southern hemisphere was in the negative phase, i.e., N+S-,

which was opposite to the asymmetry observed in the European and African sector.

Hemispheric asymmetries of the vertical plasma drifts were observed in both sectors.

In particular, wave-like TID signatures were observed with different magnitudes in

different hemispheres. It is also noticed that the magnitude of the TIDs was larger

in the hemisphere where the negative storm phase developed later. These TID sig-

natures were further confirmed in the detrended VTEC keogram. The ionospheric

tomographic reconstruction using the dense GPS receiver network in Europe revealed

the perturbed ionospheric density as a result of the TIDs. In addition, the ther-

mospheric composition inferred from the TIMED GUVI measurements revealed that

the storm-time [O]/[N2] change was positive in the Africa region, but negative in

the conjugate European region, which suggests that the storm-time thermospheric

composition change reinforced the seasonal asymmetry and could contribute to the

hemispheric asymmetry. Unfortunately, the [O]/[N2] ratio measurements were not

available in the East Asian-Australian sector during the focused period.

In conclusion, the hemispheric asymmetries of the VTEC during this storm re-

covery phase were generated by a combination of the hemispheric asymmetries of

the thermospheric composition change, vertical drift and TID activity. Some asym-

metries of these drivers developed before the appearance of the VTEC asymmetries:

The downward drift and stronger TID activity in Europe and Australia likely fa-
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cilitated the development of the negative phase in the recovery phase. However, it

is difficult to quantify the contributions of different drivers based on observations

only. A numerical simulation driven by realistic high-latitude drivers is needed for

more quantitative evaluations of these various factors that contribute to the observed

ionospheric asymmetries.
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CHAPTER V

Summary and Conclusions

5.1 Summary of the Results

In this study, several aspects of the ionospheric and thermospheric responses dur-

ing geomagnetic storms were investigated using both global numerical models and

multi-instrument observations. In particular, we emphasized on the formation and

evolution of storm-time ionospheric density structures.

In Chapter II, an interesting polar cap patch event during the geomagnetic storm

on Sep 7-8, 2017 was presented. During this event, IMF was steady and no signature

of transient reconnection was observed on the dayside. Thus, the conventional theo-

ries of patch segmentation, which either need fluctuations in the solar wind and IMF

or transient reconnections, cannot explain the formation. Thus, a new theory was

proposed and the state-of-the-art SWMF simulation method was used to simulate

the geospace response and was able to explain the formation of this polar cap patch.

This new segmentation mechanism works as follows: Shortly after the southward IMF

turning and a partial ring current forms on the nightside equatorial inner magneto-

sphere. Shielding processes and the associated Region 2 FACs gradually develop and

a strong boundary flows between the Region 1 and Region 2 FACs develop. As the

partial ring current drifts westward due to the energy dependent drifts of the current

carriers, the peak of the boundary flows also move westward. This strong boundary
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flow raises the ion temperature through enhanced frictional heating, enhances the

chemical recombination reaction rate, and reduces the electron density. When this

boundary flow crosses the SED plume, the plume is then segmented into a patch. No

external IMF variations or transient reconnections are required in this mechanism.

In Chapter III, we performed a detailed analysis of the temporal evolution of

SAPS during a moderate storm based on conjugate observations of SAPS from the

VAP and SuperDARN. We proposed the formation mechanism of the meso-scale

enhancement of SAPS (MS-SAPS+): A two-loop current wedge is generated following

particle injections by the perturbed plasma pressure gradient and the diamagnetic

effect of the structured ring current. The closure of thw two-loop current wedge in the

ionosphere generates the flow enhancement. Comprehensive observations illustrated

the complex electromagnetic perturbations that SAPS can be associated with: In the

conjugate ionosphere, MS-SAPS+ develops at the equatorward edge of the Harang

reversal. At the poleward edge of the Harang reversal, there is a southeastward

convection flow. On the ground, magnetometers also captured the corresponding

magnetic perturbations. It is also shown that the substorm onset is not a necessary

condition for the development of SAPS. Particle injections are the direct driver of

SAPS events.

In Chapter IV, we performed a detailed case analysis of the drivers of the oppo-

site hemispheric asymmetries observed by GPS TEC. TID signatures were identified

in the digisonde drift data and the detrended TEC. The amplitude of the TID was

asymmetric in the northern and southern hemispheres, and it was larger in the hemi-

sphere with a negative phase later, suggesting that TIDs may provide preconditions

for the development of the asymmetries or TIDs are the precursor of the dynamic

processes that are responsible for the asymmetry, such as large-scale thermospheric

circulation change. Hemispheric differences in the plasma vertical drifts were also

observed by digisondes. The vertical movement of the ionosphere may directly and
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indirectly contribute to the asymmetry development due to the local imbalance mech-

anism mentioned previously. In addition, asymmetries of [O]/[N2] were also observed

by the TIMED satellite with increased/decreased [O]/[N2] collocated with the pos-

itive/negative storm. Therefore, the observed hemispheric asymmetries in different

local times are suggested to be driven by a combination of the hemispheric asymme-

tries in the thermospheric composition, plasma vertical drifts, and TID activity.

This dissertation provides several new perspectives on the formation and evolu-

tion of ionospheric density structures during storms and the fundamental physical

processes behind. It demonstrates the power and necessity of fusioning the multi-

instrument measurements and numerical simulations in studying the MIT responses

during geomagnetic disturbances.

5.2 Future Work

5.2.1 Can simulations improve the description of structured ionospheric

convection flows, such as SAPS?

SAPS is notoriously hard to simulate due to a few reasons. First, it is difficult to

provide an accurate description of the conductance in the subauroral region by ade-

quately accounting for the electron and proton precipitations in this sector. Second, a

ionosphere-thermosphere code is needed to simulate the effects of enhanced frictional

heating and to feedback to the global magnetosphere model. More specifically, the

SAPS electric field driven by the magnetospheric drivers increases the plasma flow

speed, accelerate neutrals through collisions, and then heats the atmosphere. Subse-

quently, the heated neutrals increase the recombination rate and lead to the plasma

density decrease. This positive feedback is critical for the formation of SAPS. There-

fore, we will two-way couple GITM with the BATSRUS-RCM model to capture the

positive feedback impact. The block diagram of the coupled model is shown in Fig
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5.1. In the two-way coupling between GITM and BATRUS-RCM, GITM gets FAC!s

and electric potential from BATSRUS-RCM and provides updated conductance back

to RIM and then BATSRUS-RCM. We need to compare the results from the two-way

coupled model with the results from the one-way coupled model in Chapter II and

quantify the influence of the IT coupling on the evolution of SAPS. Later, the com-

parison between these modeling results and observations should be performed, which

can help tell whether the inclusion of the positive feedback can help simulate more

realistic SAPS. This work would provide important insight into the importance of

the ionosphere-thermosphere processing in the SAPS formation. In addition, an ac-

curate description of the diffuse and soft precipitation is important for the successful

simulation of SAPS. We either need to improve the first-principle ring current and

radiation belt model to better simulate the precipitation or come up with a better

empirical relation between precipitation and particle flux in the magnetosphere.

5.2.2 How does SAPS segment the SED plume?

If SAPS can be successfully simulated with the two-way coupled model, we will test

whether SAPS can segment the SED plume into a polar cap patch and how. There are

two possible mechanisms: (1) As shown in Zhang et al. (2016), SAPS firstly develops

in the dusk side and decreases the electron density. Then SAPS travels westward to

the dayside, and the low-density plasma carried by it can segment the SED plume.

(2) SAPS develops on the duskside, decreases the electron density and segments the

plume. The method shown in Chapter II will be used to trace the plasma parcel

where the segmentation occurs back in time and terms analysis will be performed to

identify the most important contributors.
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Figure 5.1: Block diagram of the coupled models and with data flow.
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5.2.3 Can simulations reproduce the observed hemispheric asymmetries

of ionospheric density structures?

In Chapter IV, a qualitative explanation of the hemispheric asymmetries is given.

However, based on observations only, it is hard to evaluate which driver is more

important. Thus, a numerical simulation is needed for more quantitative evaluations.

We will use SWMF to simulate the response of the IT system during the storm. A

term analysis will be performed to check the relative role of plasma vertical drift

and chemical process. In addition, we will check whether TIDs can be successfully

produced in the simulation, and whether they can lead to appreciable changes in the

IT system to precondition the positive/negative storms.
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P. M. E. Décréau, and E. Lucek (2007), Cluster and DMSP observations of SAID
electric fields, Journal of Geophysical Research: Space Physics, 112 (5), 1–10, doi:
10.1029/2006JA012065.

Reeves, G., M. Henderson, P. McLachlan, R. Belian, R. Friedel, and A. Korth (1996),
Radial propagation of substorm injections, in International conference on sub-
storms, vol. 389, p. 579.

123



Reinisch, B. W., L. Scali, and D. M. Haines (1998), Ionospheric drfit measurements
with digisondes, Annali Di Geofisca, 41.

Remya, B., D. Sibeck, A. Halford, K. Murphy, G. , H. Singer, J. Wygant, G. Fari-
nas Perez, and S. Thaller (2018), Ion injection triggered emic waves in the earth’s
magnetosphere, Journal of Geophysical Research: Space Physics.

Ren, J., S. Zou, R. G. Gillies, E. Donovan, and R. H. Varney (2018), Statistical
Characteristics of Polar Cap Patches Observed by RISR-C, Journal of Geophysical
Research: Space Physics, 123 (8), 6981–6995, doi:10.1029/2018JA025621.

Rideout, W., and A. Coster (2006), Automated gps processing for global total electron
content data, GPS solutions, 10 (3), 219–228.

Ridley, A. J., T. I. Gombosi, and D. L. Dezeeuw (2004), Ionospheric control of the
magnetosphere : conductance, Annales Geophysicae, 22 (2), 567–584.
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