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Abstract 

 In 1965, Gordon Moore predicted that the number of components on an integrated circuit 

(IC) would double every year for the foreseeable future, later revised to doubling every two years. 

Moore’s Law has ushered in a technological revolution, leading to ubiquitous products such as 

laptops, tablets, and smartphones. However, Moore’s Law has recently begun to slow down. As 

such, it is crucial to search for solutions to this problem and spin-electronic (spintronic) materials 

are a promising candidate, taking advantage of the charge and spin of the electron to process and 

store information. A class of M1-xM’xPn2Se4 (M = Fe, Mn; M’ = Sn, Cu, Zn; Pn = Sb, Bi) materials 

show great potential for spintronics, as the lattice provides for separate and precise electronic and 

magnetic tunability. Here, Mn1-xZnxSb2Se4 (x = 0-0.15) was synthesized, a p-type 

antiferromagnetic semiconductor. Increasing the Zn content was found to enhance the 

antiferromagnetic coupling (θ) and effective magnetic moment (μeff). Throughout the composition 

range, μeff was larger than μTheoretical, so a substitution mechanism of Zn replacing Mn at the M1 

and M2 sites was proposed, generating a ferrimagnetic lattice.  

 Research on FeSb2-xSnxSe4 has revealed that a p-type to n-type transition at low-

temperature (Lifshitz transition) can be induced by doping Sb3+ with Sn2+. In the literature, a 

Lifshitz transition has been observed to generate interesting properties such as colossal 

magnetoresistance and superconductivity. With FeSb2-xSnxSe4 as the model system, inducing a 

Lifshitz transition in p-type Sb2Se3 by Sn doping (Sb2-xSnxSe3, x = 0-0.2) could be intriguing. 

Sb2Se3 and Sb2Se3: Sn have shown promise in near-infrared (NIR) photodetectors, thermoelectrics, 
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optoelectronics, and photovoltaics. In this work, Ultraviolet (UV)-visible (Vis)-NIR spectroscopy 

on Sb2-xSnxSe3 revealed an absorption edge at 1.4 eV, with a decreasing optical bandgap from 1.17 

eV to 1.07 eV for increasing Sn. The tunable bandgap of the material around ~1.1 eV makes it an 

ideal candidate as a photovoltaic absorber layer, as it can absorb wavelengths in the UV, Vis, and 

NIR. With increasing Sn content, the amount of low-energy band tailing also increased. This could 

be evidence of impurity sub-bands. In the future, photoluminescence and low-T electrical transport 

would help elucidate further information on the doping effects and if a Lifshitz transition is induced 

upon large enough Sn.  

 Rising greenhouse gas levels is linked to an increase in global temperature and an increase 

in extreme weather events. As such, it is essential to curb fossil fuel consumption and turn to clean, 

renewable energy sources such as wind, geothermal, and solar. Within solar, it is vital to choose 

cheap, abundant, and non-toxic elements. In this work, the face-centered cubic Fm-3m Cu8Se4 

structure with 8/8 tetrahedral sites filled was used as the model lattice, and Cu2Zn2xTi(3-2x)/2Se4 (x 

= 1.5, 1, 0.5, 0) and Cu2Mn3Se4 were synthesized. Single crystals of all five compounds were 

grown and unique 2x2x2 or 3x3x3 supercell structures were revealed. Lowering the x value was 

found to increase the level of tetrahedral vacancies and increased the bandgap from 2.24 eV-2.75 

eV.  Cu2Zn3Se4 was revealed to be a promising UV or Vis (violet → green) photodetector material, 

exhibiting p-type conduction and a large electrical/thermal conductivity. Cu2Mn3Se4 holds 

promise both as an optical material, as well as the potential of exhibiting antiferromagnetic order; 

a bulk single-crystal synthesis route could be implemented to explore coupled magneto-optic 

effects.  

 



 1 

1 CHAPTER 1: Introduction 

1.1 Moore’s Law, Computing Performance, Spintronics, and Dilute Magnetic 

Semiconductors (DMSs) 

In 1965, Gordon Moore predicted that the number of components on an integrated circuit 

(IC) will double every year for the foreseeable future.1 Figure 1.1.1 depicts the original Moore’s 

law. 

 

Figure 1.1.1: Moore’s Law, depicting the transistor count doubling roughly every year. Image was 

adapted from Moore’s work titled Cramming more components onto integrated circuits.2 
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In 1975, Moore revised his predictions to doubling every two years. Over the past several decades, 

the steady march of Moore’s Law has ushered in a technological revolution. In practice, chip 

manufacturers manage to fit more components onto an integrated circuit by decreasing the process 

node size-the distance between transistors.  However, as device architectures have shrunk into the 

<20 nm regime, integrated circuits have become increasingly difficult to manufacture. By the early 

2020’s, engineers predict that transistors will reach a 2-3 nm limit, where features are just 10 

silicon atoms across. At this scale, electron behavior will be governed by quantum uncertainties 

and transistors will become unstable.3 The 2016 International Technology Roadmap for 

Semiconductors (ITRS) meeting was the first global assembly where scientists discussed what 

comes next after Moore’s Law, as computing performance improvements have recently slowed 

down. Figure 1.1.2 depicts sources of computing performance over the years. In 2020-2030, all 

main means of performance boost are predicted to plateau.4 

 

Figure 1.1.2:  Sources of computing performance over the years. Notice that by 2020-2030, the # 

of transistors, thread performance, clock frequency, power, and core count are all predicted to 

plateau. Image was adapted from Shalf’s article on The future of computing beyond Moore’s Law.4 
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Possible solutions to the encroaching fundamental limits are techniques like quantum 

computing, neuromorphic computing, and millivolt switch devices.3 Millivolt switch devices 

would produce less heat, while being as fast as silicon devices.3 Spin electronics (spintronics) is 

positioned as a great candidate for millivolt switch devices, taking advantage of both the charge 

and spin of the electron to process and store information. A significant contribution to the field of 

spintronics was the discovery of giant magnetoresistance (GMR), found in 1988 by Baibich et al.5 

The GMR effect was found in a (001) Fe/ (001) Cr magnetic superlattice, where upon application 

of a 2 Tesla magnetic field, the resistance was lowered by a factor of 2. GMR-based devices take 

advantage of the high/low resistance states, encoding binary information accordingly.5 Other 

milestones for spintronics were the discovery of spin-transfer torque, the spin valve head, magnetic 

tunnel junctions, and magnetoresistive random access memory (MRAM). 6-9 In 2007, a proposed 

spin-MOSFET was studied, probing the use of spintronic materials for active three-terminal 

semiconductor devices. The spin-MOSFET-based device showed promise, as well as the ability to 

integrate with conventional Si circuit architectures.10 Traditional spintronic devices are based on 

ferromagnetic (FM) materials, but recently the viability of antiferromagnetic (AFM) materials for 

spintronics has been analyzed. Although AFM materials possess no net magnetic moment, since 

the relativistic anisotropic magnetoresistance (AMR) is sensitive to the microscopic magnetic 

moment vector, AFM-based spintronic devices are still feasible.11 

Two classes of materials, dilute magnetic semiconductors (DMS) and magnetic 

semiconductors (MS), are well-suited for spintronic applications. Dilute magnetic semiconductors 

such as Ga1-xMnxAs have gathered interest recently due to exhibiting a fairly high-Tc of ~110 K12, 

as well as compatibility with existing III-V technologies.13 Figure 1.1.3 depicts the Ga1-xMnxAs 

III-V (DMS) crystal lattice. 
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Figure 1.1.3: Ga1-xMnxAs III-V dilute magnetic semiconductor (DMS) crystal lattice. Image was 

adapted from Wang et al.14 

In addition, DMS can exhibit complex magnetic behavior that can be tuned based on the level of 

magnetic substitution. In the case of Zn1-xMnxSe, for y < 0.3, it exhibits paramagnetic behavior of 

uncorrelated Mn spins; for 0.3 < x < 0.6, AFM spin-glass structure is observed; for x > 0.6, AFM 

behavior is seen.13 However, one downfall of the DMS substitution mechanism is the fact that the 

magnetic atom is directly substituting for a semiconducting atom within the structure. For DMS, 

one cannot decouple the changing electronic and magnetic properties that occur with this type of 

substitution.  

1.2 Lifshitz Transition Materials 

In 1960, Lifshitz discovered that the Fermi surface of metals can be deformed at high 

pressures, a phenomenon which was later coined the Lifshitz transition.15 A rapid transition in the 

Fermi surface topology has been observed to generate interesting properties such as colossal 
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magnetoresistance and superconductivity.16 Parameters such as strain, doping, pressure, and 

temperature have been seen to induce a Lifshitz transition.16 In particular, temperature-induced 

Lifshitz transitions have been observed in materials such as HfTe5, WTe2, TaIrTe4, and InTe1-δ.
17-

20  

1.3 Climate Change, Clean Energy, and Photovoltaics 

Climate change is a worldwide catastrophe, being linked to an increase in global 

temperature, sea level rise, ocean warming, an increase in glacial ice melt, and an increase in 

extreme weather events. 21-24 Recently, in 2015, 200 countries around the world came together to 

sign the Paris Climate agreement. One of the major goals of the agreement was to keep the global 

temperature rise below 2 °C, with a concerted effort to limit the rise to 1.5 °C.25 Scientific models 

have assessed that the additional 0.5 °C of temperature rise would have drastic consequences on 

the Earth’s climate and ecosystem.25 In fact, this rise could cause certain regions in the globe to 

move into a new climate regime, and cause extreme coral bleaching.25 Schellnhuber’s21 predictive 

models on global warming are alarming. Figure 1.3.1 makes it clear that without a united global 

effort to curb greenhouse gas emissions, the warming effects will continue to rise dramatically.  

 

Figure 1.3.1: a) Climate change model where the green line fixes greenhouse gas concentrations 

at the 2005 level; the dark red curve is when emissions are halved by 2050, i.e. the mitigation 
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scenario.21 b) Similar to the left model, but with the removal of aerosol cooling (invisible hand); 

this focuses the model on long-lasting greenhouse gases in the troposphere.21 Figure was adapted 

from Schellnhuber.21 

Interestingly, aerosols have shown to have a global cooling effect, but they exist in the atmosphere 

for a shorter period than CO2.
26 As such, once the aerosols decompose global temperatures will 

spike. 26 

To curb greenhouse gas emissions, the energy sector needs to further utilize clean and 

renewable energy sources such as wind, geothermal, hydroelectric, and solar power. In this work, 

the focus is on solar, with the goal of developing new materials for photovoltaic applications. The 

major operating principle for solar cells is a phenomenon called the photovoltaic effect, as 

illustrated in Figure 1.3.2 and Figure 1.3.3.  

 

Figure 1.3.2: Illustration of a p-n junction solar cell and the photovoltaic effect.  
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In a solar cell, a p-doped material is joined by an n-doped material. Due to the concentration 

gradient of holes (h+) and electrons (e-), holes will flow towards the n-type side, while electrons 

will flow towards the p-type side, under the principle of Fick’s 1st Law. Charges will build up and 

create a depletion region between the charge buildup. Positive holes on the n-side and negative 

electrons on the p-side will generate an electric field pointing from positive to negative charge, 

i.e., n-side to p-side. Figure 1.3.3 depicts that when a photon of sunlight with energy E ≥  Eg 

strikes the depletion region, it generates an electron-hole pair, exciting the electron from valence 

band (VB) to conduction band (CB), leaving behind a hole in the valence band.  

 

Figure 1.3.3: Schematic of a photon with E ≥  Eg exciting an electron from valence band to 

conduction band (CB). Once the electron reaches the CB, it is a free electron, capable to flow 

through the external circuit. During the electron excitation, a hole is left behind in the valence band 

(VB).  

Due to the electric field pointing from n-side to p-side in the depletion region of the p-n junction, 

the excited electron will flow towards the n-side and the hole will be driven towards the p-side. 
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Eventually, electrons build up on the far-right portion of the n-side and holes build up on the far-

left portion of the p-side. This charge build-up generates a potential difference in the solar cell, 

called the photovoltaic effect. Upon connecting the p-n junction together using a wire, electrons 

will flow in the circuit towards the p-side. If an ammeter (A) is placed in the circuit, a current will 

be measured.  

 To efficiently harness sunlight and convert it to electricity, one must understand the 

wavelengths of light the sun emits. Figure 1.3.4 depicts the solar spectrum vs. wavelength.  

 

Figure 1.3.4: Solar spectrum vs. wavelength. Image was adapted from Cleveland and Morris’ 

Handbook of Energy.27 

We see that the sun emits in the ultraviolet (~250-400 nm), visible (~400-700 nm), and infrared 

(~700-2600 nm), centering at a peak irradiance around 500-550 nm, in the visible portion of the 

spectrum. Converting these wavelength values to energies (in eV) would be useful since solar cell 

materials are reported in terms of bandgap. To convert from wavelength to energy, we use the 

following equation:   

 
E (in eV) = 

hc

λe
  

1.3-1, 
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where E is energy, h is Planck’s constant, c is the speed of light, λ is wavelength, and e is the 

electronic charge. Utilizing Equation 1.3-1, the sun emits in UV energies of 3.10-4.96 eV, visible 

energies of 1.77-3.10 eV, and infrared energies of 0.48-1.77 eV. Additionally, the centered peak 

irradiance is around 2.25-2.48 eV. Recall from Figure 1.3.3, only photons with energy E ≥  Eg 

will be absorbed, so in the case of Eg = 1 eV, this corresponds to a maximum absorbed wavelength 

of ~1240 nm, in the Near-IR portion of the spectrum. In this case, the 1240-nm-2600 nm portion 

of the IR region cannot be absorbed.  
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2 CHAPTER 2: Experimental 

2.1 Synthesis 

2.1.1 Powder Synthesis:  

Polycrystalline powders were generated from a solid-state reaction of elements. 

Stoichiometric amounts of each element were weighed in an argon glovebox and ground 

thoroughly with a mortar and pestle for 15 minutes. The resultant powder was placed in quartz 

tubes, evacuated to a pressure of ~10-3-10-5 Torr, and rapidly flame-sealed while keeping the 

sample cool with liquid nitrogen. The sealed tubes were placed in mullite ceramic tubes, and both 

ends were capped with fiberglass to keep the temperature uniform during the reaction. The mullite 

tubes were placed into a programmable furnace, reacting the samples using a two-step reaction 

profile. In the first step, the sample was dwelled at 300 °C to react Se slowly with the other 

elements due to its low melting temperature. The second step at a higher temperature gave the 

system enough thermal energy to form the desired phase. Following the reaction, the ingot was 

ground into a fine powder. In this form, various powder measurements were performed.   

2.1.2 Hot-Pressed Pellet/Bar:  

For thermal diffusivity/heat capacity and electrical conductivity/Seebeck coefficient 

measurements, the powder was hot-pressed into densified pellets. Approximately 1.5 g of sample 

was weighed out to get a ~3-mm thick pellet, poured into a 10-mm graphite die, and hot-pressed 

between graphite anvils under a pressure of 98.6 MPa under evacuated conditions (~508 Torr) 
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using an Astro Industries hot press. A graphite spacer was placed between samples to allow for 

two pellets to be pressed simultaneously. The pressing temperature profile followed a heat, dwell, 

and cool process; specific temperature profiles are found in the specific compound chapters. The 

pellet was polished to a mirror finish using 400/600/800/1000 grit SiC paper. To confirm that the 

pellets were properly densified, the mass was measured with an analytical balance and the volume 

was measured using a He gas Quantachrome ULTRAPYC 1200e pycnometer (machine accuracy 

of < 0.3%). Then, the experimental density was calculated and compared to the theoretical density; 

all pellets showed >96% densification. The pellet for electrical conductivity/Seebeck coefficient 

analysis was cut into a rectangular bar with the approximate dimensions of 3 mm x 3 mm x 10 mm 

using an Isomet 1000 precision diamond saw and polished using the above SiC paper grit series.  

2.2 Characterization 

2.2.1 Powder X-Ray Diffraction (PXRD) 

Phase purity was probed using a Rigaku Smartlab X-ray diffractometer equipped with a 

monochromatic 2.2 kW Cu-Kα (λ = 1.54059 Å) X-ray source (40 kV, 44 mA).  For Mn1-xZnxSe4, 

the 2θ scan range was 10-80°, with a step size of 0.01°. For the Sb2-xSnxSe3, Cu2Zn2xTi(3-2x)/2Se4 

(x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 systems, the 2θ scan range was 3-110°, with a step size of 0.05°. 

The scans were done in Bragg-Brentano geometry using a D/teX Ultra 250 high-speed detector. 

Cu-Kβ peaks were eliminated using a Cu-Kβ filter, a knife-edge was implemented to reduce low-

angle scattering, and a beamstop was employed to eliminate direct beams from striking the 

detector. 
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2.2.2 Rietveld Refinement 

Mn1-xZnxSb2Se4 refinement: Please refer to Figure A.1, Figure A.2, Equation J-1, Equation J-2, 

and Equation J-3 for information about the refinement process. To extract lattice parameters of 

the Mn1-xZnxSb2Se4 and ZnSe phases, FullProf was implemented to carry out Rietveld refinement. 

The MnSb2Se4 crystallographic information file (ICSD Ref. #42194028) was used as the starting 

PCR file for refinement. However, due to a collective peak shift to lower angle (higher lattice 

parameter) compared to the reference pattern, it was not possible to accurately refine lattice 

parameters in this fashion since the refinement would not converge. Rather, a more accurate 

determination of experimental lattice parameters was required for the refinement to converge 

properly. Lattice parameters were manually calculated for all compositions by rearranging Bragg’s 

Law for 1/d2 and equating this to the monoclinic interplanar spacing (d) equation. By inputting the 

wavelength of the X-ray source and 4 sets of Miller indices from space group #12, a system of 4 

equations and 4 unknowns (a, b, c, β) was generated.  

The Miller indices employed were as follows: (002), (200), (3̅12), and (3̅13). The 

manually calculated lattice parameters were inserted into FullProf and refinement was carried out, 

proceeding in the following order: background (coefficients), profile (scale, lattice parameters, 

FWHM parameters), and x/z atomic coordinates of non-special positions (Mn1, Sb2, Mn2, Sb1, 

Se1). Successful refinement was first performed on Mn0.94Zn0.06Sb2Se4, and this PCR file became 

the input file for all other refinement on additional compositions. For each composition, the lattice 

parameters were updated with the manually calculated values, and refinement proceeded as 

previously described. For x = 0.04-0.15, the refined PCR files were updated with the secondary 

phase (ZnSe ICSD Ref. #7709129), and ZnSe lattice parameter was refined using the same steps as 

before.  
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Sb2-xSnxSe3 Refinement: Please refer to Figure B.5, Figure B.6, Equation J-9, and 

Equation J-10 for information on the process used for refinement. As in the case of Mn1-

xZnxSb2Se4, manual lattice parameters were gathered for Sb2Se3, in this case using PDXL software 

to index the peaks. Sb2Se3 Pnma (ICSD #3097330) was used as the phase of comparison. Since this 

structure is orthorhombic, 3 sets of experimental 2θ and (hkl) values were chosen and lattice 

parameters were calculated using the referenced equations. The starting values were then input 

into FullProf, and the refinement procedure was carried out as listed in Figure B.6. 

2.2.3 Differential Scanning Calorimetry (DSC) 

Approximately 20-30 mg of sample was placed into a round quartz crucible and sealed 

under a vacuum of ~10-3-10-5 Torr. Differential scanning calorimetry was performed using a 

NETZSCH DSC 404 F1 Pegasus instrument. Thermal events were probed under flowing nitrogen 

gas. The samples underwent one heating/cooling cycle to check for melting point and 

recrystallization temperature values. The DSC data was processed using NETZSCH Proteus 

Thermal Analysis software. Due to broad melting peaks, the melting point was determined by 

locating the minimum of the peak, as opposed to the onset method. Refer to each compounds’ 

DSC curve in Chapters 3-5 for the respective temperature scan ranges used.  

2.2.4 X-ray Photoelectron Spectroscopy (XPS) 

Portions of a pellet from each composition were characterized with a Kratos Axis Ultra 

XPS (mono Al source; Al-Kα =1486.6eV) to confirm the oxidation states of Mn, Zn, Sb, Cu, and 

Se in the compound. Proper narrow scan ranges were determined using the Handbook of X-Ray 

Photoelectron Spectroscopy.31 In order to eliminate any possible oxide on the surface, samples 

were again polished to a mirror finish using the SiC grit series listed above. Newly polished 
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samples were placed in an argon glovebox and sealed in a plastic bag to avoid oxidation during 

transit to the instrument.  

2.2.5 Thermal Diffusivity/Heat Capacity 

Thermal Diffusivity (D) and Heat capacity (Cp) measurements were performed using a 

Linseis LFA 1000. The accuracy in D and Cp was ± 5%. Pellets were cleaned with methanol and 

both sides were coated with graphite spray. Measurements were taken from 297-623 K (Mn1-

xZnxSb2Se4) or 298-912 K (Cu2Zn3Se4) under a vacuum of ~10-3 Torr and compared to a 

Pyroceram 9606 reference. For Cu2Zn3Se4, Cp was calculated via the Dulong-Petit law:  

 
𝐶

p
 = 

N3R

FM
 

2.2-1, 

Where N = number of atoms, R is the ideal gas constant, and FM is the formula mass.  

 

2.2.6 Electrical Conductivity/Seebeck Coefficient 

 Electrical conductivity (σ)/Seebeck coefficient (S) was measured with a ULVAC-RIKO 

ZEM-3 using the standard 4-point probe method. The accuracy in σ and S was ± 4%. The 

temperature was scanned from 323-623 K (for Mn1-xZnxSb2Se4) or 300-905 K (for Cu2Zn3Se4) 

under a He atmosphere of ~600 Torr. 

2.2.7 Low-Temperature Direct-Current (DC) Magnetic Susceptibility 

 Low-T DC magnetic susceptibility (χ) measurements were taken using a Quantum Design 

MPMS-XL SQUID magnetometer. Approximately 40 mg of powder was placed into a gel capsule, 

and the measurements were taken under a direct-current (DC) magnetic field of 100 Oe, with a 

temperature scan range of 2-300 K. Both zero field-cooled (ZFC) and field-cooled (FC) data was 
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taken. The ZFC and FC methods were described in Lopez et al.’s work on Fe1-xSnxBi2Se4.
32   

Samples were cooled to 2 K without a magnetic field; then, the field was turned on and χ was 

measured upon heating back to room temperature (ZFC). 32  For Field-cooled data, the field was 

left on during cooling back to 2 K, then χ was measured upon heating back to room temperature.32    

2.2.8 UV-Vis-NIR Diffuse Reflectance Spectroscopy 

Sb2-xSnxSe3 and Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) Systems: Optical diffuse reflectance 

data over the UV, visible and near-IR regions were gathered for each compound in the Sb2-xSnxSe3 

series with a Varian Cary 5000 spectrometer. The UV-Vis wavelength accuracy was ± 0.1 nm; the 

NIR wavelength accuracy was ± 0.4 nm. The photometric accuracy in absorbance for UV-Vis was 

± 0.0003. BaSO4 (Fisher Scientific, 99.92%) was used as the reflectance standard (100%). Samples 

were ground in a mortar and pestle and placed into the top of the sample cup that was preloaded 

with the BaSO4. The sample cup was inserted into the Harrick Praying Mantis diffuse reflectance 

accessory. Using a scan rate of 600 nm/min, percent reflectance scans were collected over the 

range of 2500 to 200 nm. Later, the Kubelka-Munk equation33 was used to transform percent 

reflectance data to absorption, which was then plotted as a function of energy in electron volts, eV. 

Cu2Mn3Se4 System: Optical diffuse reflectance data over the UV, visible, and near-IR 

regions were gathered for Cu2Mn3Se4 with an Agilent Cary 5000 spectrophotometer equipped with 

a PbS detector and a thin film diffuse reflectance accessory with integration sphere. The UV-Vis 

wavelength accuracy was ± 0.1 nm; the NIR wavelength accuracy was ± 0.4 nm. The photometric 

accuracy in absorbance for UV-Vis was ± 0.0003. BaSO4 was used as the reflectance standard. 

Using a scan rate of 600 nm/min, percent reflectance scans were collected over a wavelength range 

of 1500-200 nm. Later, the Kubelka-Munk equation33 was used to transform percent reflectance 

data to absorption, which was then plotted as a function of energy in electron volts, eV. The 
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framework to collect and analyze the data was partly based on Milosevic and Berets’ Review of 

FT-IR Diffuse Reflection Sampling Considerations.34 

2.2.9 High-Temperature Powder X-Ray Diffraction (HT-XRD) 

Phase purity at elevated temperature was probed using a Rigaku Smartlab X-ray 

diffractometer equipped with a domed hot stage-1100 (DHS-1100). The X-ray source was a 

monochromated 2.2 kW Cu-Kα (λ = 1.54059 Å) with a voltage of 40 kV and a current of 44 mA.  

The 2θ scan range was 3-110°, with a step size of 0.05°. The scans were done in Bragg-Brentano 

geometry using a D/teX Ultra 250 high-speed detector. Cu-Kβ peaks were eliminated using a Cu-

Kβ filter. Figure 2.2.1 (Left): Powder sample was loaded into an Inconel (Ni-Cr-Fe superalloy) 

holder, which was mounted on the high-T stage using Inconel metal clips. 

 

Figure 2.2.1: Left: Powder in an Inconel holder, mounted in the high-T XRD stage by Inconel 

clips. Right: High-T XRD stage mounted in place, with graphite dome over the sample. The black 

hose pictured has compressed air to regulate temperature and the silver hose is connected to the 

temperature controller.  

A graphite dome was placed over the sample and screwed in place. Figure 2.2.1 (Right): The 

stage was then mounted in the diffractometer, with a metal hose that connected to the temperature 

controller. A compressed air line (black hose) was connected to regulate the stage temperature for 

T > 200 C. A rotary vacuum pump was used to keep the sample under a slight vacuum of ~0.6 atm 
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(456 Torr). Once the hot stage was connected, the measurement was operated using the SmartLab 

Guidance software with temperature package. The scan temperatures were chosen based on each 

compounds’ DSC heating curve.  

2.2.10 Optical Microscopy of Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 Single 

Crystals 

Cu2Zn3Se4 single crystal Figure 5.3.1 (Middle Image): This was recorded with a Nikon Eclipse 

LV100ND upright brightfield optical microscope with DS-R12 cameras, equipped with the Nikon 

Imaging Software (NIS) Elements suite. Recorded using the extended depth of focus (EDF) mode 

at 20x magnification. EDF created an all-in-focus image from a series of z-axis images.  

All other Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 Single Crystals: The rest of the 

single crystal optical micrographs were taken with a Leica S6E stereo microscope equipped with 

a Leica L2 light source at 4x zoom. Images were captured through the lenspiece with an Apple 

iPhone 11 Pro Max 2x telephoto optical zoom lens (12-megapixel), giving a total of ~8x 

magnification.  

2.2.11 Single-Crystal X-Ray Diffraction (SC-XRD) & Structure Determination 

Short or long glass fibers were mounted into hollow metal stubs with wax. Devcon 2-stage 

epoxy resin was mixed, and promising crystals were isolated in a Petri dish. A minute amount of 

the epoxy was added to the tip of the glass fiber, and the crystal was gathered. Several single 

crystals of the Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 suitable for X-ray single-

crystal structure determination (approximate dimensions of 0.02  0.04  0.09 mm3) were selected 

from the sample mass and used for X-ray diffraction study at 300 K. Intensity data were collected 

using graphite-monochromated Mo_Kα radiation (λ = 0.71073 Å) on a STOE IPDS-2T 



 18 

diffractometer operated at 50 kV and 40 mA. The diffraction data for various compounds was 

indexed in the cubic crystal system with varying space group depending on the order of the 

superlattice (see Table 5.3.1, Table 5.4.1, Table 5.5.1, Table 5.6.1, and Table 5.7.1 for details). 

The structure solution was obtained using the direct methods, and the structure refinement was 

performed using least squares techniques in the SHELTXL package.35, 36  

The structure solution revealed all heavy metal positions and all selenium positions. The 

refinement of the initial model showed larger atomic displacement parameters for some of the 

metal positions when compared to Se atoms, which suggests the presence of structural vacancies 

and/or some intermixing heavy and lighter metal atoms at these positions. Therefore, we 

considered mixed occupancy between Cu and various metals (Zn, Mn, Ti) at all metal positions in 

the subsequent refinement cycles and assumed full occupancy of all sites. This model significantly 

improved the structure agreement parameters, but the composition of the crystal contains a large 

excess of positive atoms. Therefore, we then consider the presence of vacancies at various 

positions while maintaining mixed occupancy. The refinement improved the charge balance of the 

composition of the crystal. The final refinement step, which included anisotropy parameters for all 

atoms and extinction correction, yielded the final structure refinement agreement factors (see 

tables referenced above).  

A summary of the crystallographic parameters for the structure refinement of Cu2Zn2xTi(3-

2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 phases at 300 K is gathered in the above referenced 

tables. The final distribution of metal atoms at all metal positions is reported in Table 5.3.2 (Small 

Cell), Table 5.3.3 (Large Cell), Table 5.4.2, Table 5.5.2 (Small Cell), Table 5.5.3 (Large Cell), 

Table 5.6.2, Table 5.7.2 (Small Cell), and Table 5.7.3 (Large Cell) for the Cu2Zn2xTi(3-2x)/2Se4 (x 

= 1.5, 1, 0.5, 0) and Cu2Mn3Se4 phases, along with the atomic coordinates and isotropic 
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displacement parameters for all atoms in the crystal structure. Selected interatomic bond distances 

between metal atoms and selenium atoms forming the coordination environment are given in 

Table 5.3.4 (Small Cell), Table 5.3.5 (Large Cell), Table 5.4.3, Table 5.5.4 (Small Cell), Table 

5.5.5 (Large Cell), Table 5.6.3, Table 5.7.4 (Small Cell), and Table 5.7.5 (Large Cell). The crystal 

structure of Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 phases and the distorted 

coordination polyhedron formed by selenium atoms around various atoms Figure 5.3.4 (Small 

Cell), Figure 5.3.5 (Large Cell), Figure 5.4.3, Figure 5.5.4 (Small Cell), Figure 5.5.5 (Large 

Cell), Figure 5.6.2, Figure 5.7.4 (Small Cell), and Figure 5.7.5 (Large Cell) were created using 

the software Diamond and CrystalMaker.37  
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3 CHAPTER 3: Mn1-xZnxSb2Se4 (x = 0, 0.01, 0.04, 0.05, 0.06, 0.08, 0.1, 0.15) Structural, 

Thermoelectric, and Magnetic Properties 

3.1 Introduction: Mn1-xZnxSb2Se4 (x = 0, 0.01, 0.04, 0.05, 0.06, 0.08, 0.1, 0.15) 

An exciting new class of magnetic semiconductors given by the parent structure M1-

xM’xPn2Se4 (M = Fe, Mn; M’ = Sn, Cu, Zn; Pn = Sb, Bi) have garnered much research attention 

recently since the system has been shown to exhibit separate and precise magnetic/electronic 

tunability.28, 32, 38-45 The compound series crystallizes isostructurally in the low-symmetry 

monoclinic space group C2/m (#12). The structure allows decoupling at the atomic-scale of the 

magnetic and semiconducting sublattices. 28, 32, 38-45 This gives the ability to separately tune the 

electronic and magnetic properties of the system. Figure 3.1.1 depicts an example M1-xM’xPn2Se4 

lattice-Fe0.87Sn0.13Sb2Se4 in this case. The separate magnetic and semiconducting sublattices are 

noted.  
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Figure 3.1.1: Fe0.87Sn0.13Sb2Se4 crystal lattice, projected along the b-axis. Note the distinct 

magnetic and semiconducting sublattices. Image was adapted from Djieutedjeu et al.39 

The magnetic behavior can be selected by using Fe/Mn (FM or AFM) and the carrier type can be 

chosen with Sb/Bi (p-type or n-type). In the case of FeBi2Se4, an n-type ferromagnetic 

semiconductor, a Tc of ~450 K was observed.44  

 The magnetic moment of MnSb2Se4 can be predicted via Hund’s rules and crystal-field 

theory. Appendix H lists more details on this. In MnSb2Se4, the Mn2+ [Ar]3d5 ion is surrounded 

in an octahedral ligand geometry arrangement of Se2-.28 An octahedral ligand geometry splits the 

degenerate 3d orbitals into a triplet level and a higher energy doublet level. Selenium is known as 

a weak-field ligand, so the five 3d electrons will fill high-spin. Figure 3.1.2 depicts a schematic 

for this.  
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Figure 3.1.2: Predicting the Mn2+ [Ar]3d5 theoretical magnetic moment in an octahedral Se2- 

ligand geometry using Hund’s rules and crystal-field theory.  

Now, Hund’s rules can be applied, and the theoretical magnetic moment can be calculated. In 

this arrangement, μtheo. = 5.92μB.  The MnSb2Se4 experimental magnetic moment was found to 

be 5.82μB, quite close to the predicted moment.28 A similar type of magnetic moment analysis 

can also be applied to other magnetic materials as well. 

 Interestingly, for the case of Fe1-xSnxBi2Se4, changes in the magnetic properties were 

observed with increasing Sn content.32 In fact, increasing x was found to fundamentally change 

the magnetic lattice.32 Figure 3.1.3 shows the changes in the magnetic lattice at specific Sn 

content values. For the case of structure B and C, the Sn was found to substitute at the M1 and 

M2 sites, eventually replacing all Fe2+ magnetic moment from those sites.32 At this point, the M1 

and M2 sites become nonmagnetic.32 



 23 

 

Figure 3.1.3: Fe1-xSnxBi2Se4 changes in the magnetic lattice with increasing Sn content. Note that 

for the case of b and c, Sn preferentially substitutes at the M1 and M2 sites, eventually replacing 

the Fe magnetic moment completely, rendering the M1 and M2 sites nonmagnetic. Image was 

adapted from Lopez et al.32 
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MnBi2Se4 has recently received much attention in the topological insulator (TI) 

community. In the bulk, the material exhibits AFM ordering with TN ~ 14 K; however, an 

atomically thin heterostructure of MnBi2Se4 and Bi2Se3 simultaneously exhibits ferromagnetic and 

topologically insulating behavior.46 MnBi2Se4/Bi2Se3-based magnetic topological insulator (MTI) 

heterostructures display unique properties such as massive Dirac cones and axion insulator 

states.46-49 Axion insulators are hopeful contenders for spintronics and quantum computing 

applications.48 

In addition, M1-xM’xPn2Se4 has shown promise as a thermoelectric material as well. The 

thermoelectric figure of merit (zT) is defined as zT = σS2T/κT, where σ is electrical conductivity, 

S is Seebeck coefficient, T is temperature, and κT is total thermal conductivity. The total thermal 

conductivity is defined as κT = κL + κe, where κL and κe are the lattice and electronic thermal 

conductivities, respectively. Due to the low crystal symmetry, M1-xM’xPn2Se4 exhibits an ultra-

low lattice thermal conductivity, a criterion that is critical for achieving a high figure of merit. In 

the case of FeSb2-xInxSe4, for x = 0.25 at room temperature, κT = 0.27 W/mK; for x = 0.125 at 650 

K, zT = 0.13 was observed. Wiedemann-Franz Law analysis determined that κL was the dominant 

contribution to κT.42 Additionally, the thermoelectric properties of MnSb2Se4 were shown to be 

enhanced through Cu resonant doping. For x = 0.25 (Mn0.75Cu0.25Sb2Se4) at T = 773 K, zT = 0.64 

was achieved, a 100% increase in zT compared to x = 0.50 Further, by adding a 2 mol% secondary 

phase of Mn0.8Cu0.2Sb2Se4 to Bi0.48Sb1.52Te3, a ~40% improvement in zT was observed. The 

Mn0.8Cu0.2Sb2Se4 nanoparticles served as phonon scattering centers, yielding a zT of 1.43 at 375 

K.51 

In this work, Mn1-xZnxSb2Se4 (x = 0-0.15) was synthesized via a solid-state reaction. 

Structural, thermoelectric, and magnetic properties were probed to analyze its viability for 
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spintronic and thermoelectric applications. Powder X-ray diffraction was utilized to probe phase 

purity and Rietveld refinement was implemented to extract lattice parameters. Differential 

scanning calorimetry tested phase stability and thermal events, and X-ray photoelectron 

spectroscopy confirmed expected oxidation states of all elements. Temperature-dependent 

electrical conductivity (σ) and Seebeck coefficient (S) were measured, and S indicated a p-type 

semiconductor. The temperature-dependent electrical conductivity data was fit using an Arrhenius 

plot to calculate activation energy (Ea) and electronic bandgap (Eg). Heat capacity (Cp) and thermal 

diffusivity (D) were probed to extract the total thermal conductivity.  

The Wiedemann-Franz Law was used to calculate κe; by subtracting the electronic thermal 

conductivity from κT, κL was found. Using this analysis, the relative contributions of the electronic 

and lattice thermal conductivity to κT was determined. Afterwards, the thermoelectric figure of 

merit, zT, was computed. Finally, temperature-dependent magnetic susceptibility was recorded 

and fit using the Curie-Weiss Law in the paramagnetic region. The Weiss constant was negative, 

indicating an antiferromagnetic coupling. The Langevin theory of paramagnetism was applied to 

calculate the effective magnetic moment for each composition. The theoretical magnetic moment 

was predicted using Hund’s rules. Throughout the series, the effective magnetic moment 

calculated from the fitted data was consistently larger than the magnetic moment predicted by the 

spin and orbital angular momentum contributions only. So, an additional contribution must be 

adding to the magnetic moment in the lattice. A substitution mechanism of Mn with Zn at the M1 

and M2 sites must be the cause, similar to what was observed in Lopez et al.’s work on Fe1-

xSnxBi2Se4.
32 This would explain the observed enhancement in the magnetic moment, as the lattice 

would convert from antiferromagnetic to ferrimagnetic-exhibiting a small permanent moment.  
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3.2 Synthesis: Mn1-xZnxSb2Se4 (x = 0, 0.01, 0.04, 0.05, 0.06, 0.08, 0.1, 0.15) 

3.2.1 Powder Synthesis:  

Polycrystalline powders of Mn1-xZnxSb2Se4 (x = 0, 0.01, 0.03, 0.04, 0.05, 0.06, 0.08, 0.1, 

0.15) were generated from a solid-state reaction of elements. Stoichiometric amounts of Mn 

(99.3%, Alfa Aesar), Zn (100%, J.T. Baker Chemical), Sb (99.5%, Alfa Aesar), and Se (99.5%, 

Sigma Aldrich) were weighed in an argon glovebox and ground thoroughly with a mortar and 

pestle, vacuum flame-sealed in quartz tubes, and placed in a programmable furnace as described 

in Section 2.1.1. The reaction profile was as follows: heat to 573 K over 12 hours; dwell at 573 K 

for 48 hours; heat to 753 K over 4 hours; dwell at 753 K for 72 hours; cool to 298 K over 4 hours. 

Following the reaction, the lustrous dark-grey ingot was ground into a fine powder. In this form, 

powder X-ray diffraction (PXRD), differential scanning calorimetry (DSC), and low-temperature 

direct current (DC) magnetic susceptibility measurements were performed.  

3.2.2 Hot-Pressed Pellet/Bar:  

Hot pressing was carried out in a similar fashion as described in Section 2.1.2. The pressing 

temperature profile was as follows: heated to 623 K over 2 hours; dwelled at 623 K for 1 hour; 

cooled to 298 K over 2 hours. The pellet was pressed at a pressure of 98.6 MPa.  The pellet was 

polished to a mirror finish using 400/600/800/1000 grit SiC paper. Proper densification was 

confirmed using a pycnometer (machine accuracy of < 0.3%). For electrical conductivity/Seebeck 

coefficient analysis, the pellet was cut into a rectangular bar with the approximate dimensions of 

3 mm x 3 mm x 10 mm using an Isomet 1000 precision diamond saw and polished using the above 

SiC paper grit series. 
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3.3 Results & Discussion: Mn1-xZnxSb2Se4 (x = 0-0.15) 

3.3.1 Structural Properties of Mn1-xZnxSb2Se4 

Powder X-ray diffraction (PXRD)/Rietveld Refinement: To probe the phase purity of Mn1-

xZnxSb2Se4, powder X-ray diffraction was utilized. Figure 3.3.1 depicts the PXRD of the 

composition series, plotted against a reference pattern. From x = 0.01-0.03, a single phase was 

formed; for x = 0.04-0.15, an extra ZnSe peak was detected. Additionally, in the case of x = 0.15, 

a small Sb2Se3 shoulder was found. Throughout the composition series, the patterns were shifted 

to lower 2θ (larger lattice parameter) relative to the reference, indicating successful zinc 

incorporation into the lattice. However, even x = 0 lattice parameters were found to be larger than 

the MnSb2Se4 reference (ICSD Ref. #42194028). To extract lattice parameters of the ternary and 

binary phases, Rietveld refinement using FullProf was implemented. Section 2.2.2 describes the 

refinement procedure in more detail. Figure A.1 shows manual peak analysis to extract accurate 

lattice parameters for refinement. Figure A.2 describes the steps used in refinement. The best 

refinement fit (χ2 = 0.824) was found for x = 0.05, seen in Figure 3.3.2. 
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Figure 3.3.1: Powder X-ray diffraction of complete Mn1-xZnxSb2Se4 series, compared to ICSD 

Reference #42194028 (MnSb2Se4, C12/m1). Binary impurity phases of ZnSe (ICSD #7709129, F-

43m) and Sb2Se3 (ISCD #1668052, Pbnm) are noted by the yellow and green asterisks, respectively. 
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Figure 3.3.2: Powder XRD Rietveld refinement fit for Mn0.95Zn0.05Sb2Se4. In the figure, the red 

curve is the experimental pattern, the black line is the fitted pattern, the green tick marks 

correspond to the peak positions, and the blue curve is the difference pattern between experimental 

and fitted patterns. The quality of fit was χ2 = 0.824.  

 

Figure 3.3.3 depicts the extracted lattice parameters for Mn1-xZnxSb2Se4. The a/b axes were 

relatively constant, while a slight decrease in c axis and β angle with increasing zinc content was 

observed. The c-axis decreased by 1.1% (Δc/c) and the β angle reduced by 0.4% (Δβ/β) for x = 

0.15 relative to x = 0. The decrease in the c-axis with increasing zinc content is consistent with 

substituting high-spin Mn2+ (CN = 6; RMn2+ = 0.83 Å) with Zn2+ (CN = 6; RZn2+ = 0.74 Å), an 

ionic radius reduction of ~11% (ΔR/R). The inset of Figure 3.3.3 highlights the shortening of the 

c-axis with increasing zinc content. Numerical values of the lattice parameters, volume of the 

monoclinic cell (Vcell), and best quality of fit for each composition are listed in Table 3.3.1. The 

equation for VCell is as follows:  

 VCell = abc×sinβ. 3.3-1. 
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Vcell was found to fluctuate around ~740 Å3 aside from x = 0.08, which exhibited a cell volume of 

775 Å3; this is because the a-axis was elongated by ~4.3% (Δa/a) relative to x = 0.  

 

Figure 3.3.3: Lattice parameters vs. zinc content. The inset of the plot highlights the overall 

downward trend in the c-axis with increasing zinc content. 
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Table 3.3.1: Extracted information from Rietveld refinement of the main phase. From refinement, 

lattice parameters were discovered, and the volume of the monoclinic unit cell was calculated 

using Equation  3.3-1. The best χ2 fit for each composition was also listed. 

Zn Content (x) a (Å) b (Å) c (Å) β (°) Vcell (Å3) Best χ2 Fit 

0* 13.076 3.9651 15.236 115.07 715.53 N/A 

0 13.394 3.9744 15.524 116.12 741.99 1.34 

0.01 13.396 3.9797 15.523 116.09 743.24 2.28 

0.03 13.437 3.9956 15.533 116.03 749.36 18.7 

0.04 13.398 3.9863 15.487 116.01 743.36 8.34 

0.05 13.357 3.9789 15.439 115.97 737.67 0.824 

0.06 13.369 3.982 15.45 115.99 739.31 4.12 

0.08 13.97 3.9893 15.469 115.97 775.04 14.9 

0.1 13.389 3.9906 15.434 115.82 742.31 21.1 

0.15 13.383 3.9964 15.36 115.7 740.25 13.5 

 

For x = 0.04-0.15, additional Rietveld refinement was performed on the secondary ZnSe 

phase to refine its lattice parameter and improve the quality of fit. Table A.1 portrays the 

information revealed from Rietveld refinement of the secondary phase. A slight improvement in 

χ2 was for x = 0.04-0.15, and the lattice parameter increased between ~0.05-0.6% relative to ZnSe 

(ICSD Ref. #7709129). The slight increase in lattice parameter indicated that a possible Zn1-yMnySe 

solid solution was forming, as the rise in the a-axis is consistent with replacing Zn2+ 

(CN = 4; RZn2+ = 0.6 Å) with high-spin Mn2+ (CN = 4; RMn2+ = 0.66 Å), a rise in the ionic 

radius by 10% (ΔR/R). To determine the Mn content (y) substituting in Zn1-yMnySe, a Vegard’s 

Law equation was established:  

 aZn1-yMnySe = ya
MnSe

+ (1 - y)a
ZnSe

 3.3-2. 

The Zn1-yMnySe lattice parameter was determined previously using secondary refinement, while 

𝑎MnSe and 𝑎ZnSe were referenced using ICSD Ref. #’s 2425253 and 7709129, respectively. The 

equation was rearranged for y:  
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y = 

aZn1-yMnySe  -    aZnSe

aMnSe    -   aZnSe

 
3.3-3, 

and it was discovered that between y = 0.0175-0.238 Mn was substituting at the Zn site in Zn1-

yMnySe for x = 0.04-0.15. During refinement, quantitative phase coefficient analysis (ATZ) was 

applied to calculate the weight percent of each phase present for x = 0.04-0.15; it was determined 

that between 0.5-1.5 wt% Zn1-yMnySe was present in addition to the ternary phase for the mixed 

phase compositions. FullProf determined the weight percent of each phase by the equation: 

 
ATZ=

ZMwf
2

t
 

3.3-4, 

where Z is the number of formula units per cell, Mw is the molecular weight, f is the site 

multiplicity, and t is the Brindley coefficient for microabsorption. Since only a minor amount of 

Zn1-yMnySe impurity phase is present for x = 0.04-0.15, major effects on the physical properties 

are not expected.  

Differential Scanning Calorimetry (DSC): To probe the phase purity and effects of Zn 

incorporation on melting point, differential scanning calorimetry was implemented. Figure 3.3.4 

depicts the DSC curve of each sample composition, respectively.  
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Figure 3.3.4: Differential scanning calorimetry (DSC) vs. temperature for various compositions. 

A small Se melting peak was observed for all samples at ~488 K. Tm was found to be between 

950-953 K, decreasing slightly from low to high zinc content. 

All samples exhibited a small endothermic Se melting peak at ~488 K, followed by an endothermic 

Mn1-xZnxSb2Se4 melting peak ranging from ~950-953 K. With increasing Zn content, the melting 

point is shown to gradually decrease. After first melting, the ternary phase was found to 

decompose. Curiously, x = 0 exhibited a melting point of 953.3 K, ~160 K higher than previously 

reported melting point values of MnSb2Se4 (Tm = 790 K).28  
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X-ray photoelectron spectroscopy (XPS): X-ray photoelectron spectroscopy was used to verify the 

elemental oxidation states in Mn1-xZnxSb2Se4. Figure 3.3.5a-d reveals the XPS core scan results 

for Mn, Zn, Sb, and Se, respectively; the relevant chemical states of each plot were also noted. The 

Mn and Zn graphs showed noticeably weaker signal and stronger noise when compared to the Sb 

and Se plots, but this can be explained based on stoichiometry. Recall that the Mn1-xZnxSb2Se4 (x 

= 0-0.15) compound has between 12.1-14.3 at% Mn, 0-2.1 at% Zn, 28.6 at% Sb and 57.1 at% Se. 

Due to the small amounts of Mn and Zn relative to Sb and Se, it was difficult to precisely determine 

the peak locations for some Mn and Zn compositions. Mn 2p3/2 exhibited a binding energy (BE) 

of 641.4 eV, aligning well with MnSe reference values.54 Zn 2p3/2 had a BE of 1024.7 eV, 

corresponding to ZnSe reference values.55 Sb 3d5/2 had a BE of 529.6 eV, matching reported Sb2Se3 

values.56 Se 3d3/2 and 3d5/2 had binding energies of 54.7 eV and 54.2 eV, respectively, consistent 

with SnSe reference energies.31 Table A.2 contains the extracted XPS energy values, as well as 

the corresponding elemental energy windows for reference. It was determined that all elements 

were in their expected oxidation states: Mn2+, Zn2+, Sb3+, and Se2-.  
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Figure 3.3.5: XPS counts per second vs. binding energy for (a) Mn; (b) Zn; (c) Sb; (d) Se.  
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3.3.2 Thermoelectric Properties of Mn1-xZnxSb2Se4 

Temperature-dependent electrical conductivity (σ) and Seebeck coefficient (S) were 

measured to analyze the effects of Zn substitution on the thermoelectric properties. Raw heating 

and cooling σ/S data were fit using 6th-order and 3rd-order polynomials with respect to temperature, 

respectively, with polynomial coefficients taken to 16 decimal places. Figure 3.3.6a presents the 

fitted σ data, exhibiting exponential behavior with temperature-typical of a semiconductor.  

 

Figure 3.3.6: Temperature-dependent thermoelectric properties: (a) electrical conductivity (σ) 

with an inset zooming in from 300-450 K; (b) thermopower (S); (c) total thermal conductivity 

(κT); (d) figure of merit (zT). 
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The inset in Figure 3.3.6a zooms in from T = 300-450 K to highlight the trend in electrical 

conductivity with Zn content. A slight decrease in σ with increasing zinc content is observed. At 

323.15 K, the electrical conductivity of x = 0.01 is 0.53 S/m; at 623.15 K, σ = 132.53 S/m. Since 

an exponential relationship between σ and T was observed, ln(σ) vs. 1/T Arrhenius plots were 

utilized to uncover the activation energy (Ea) and electronic bandgap (Eg) of each composition. 

For each Arrhenius plot, the curve was separated into three regions: low-T, medium-T, and high-

T. The low-T region corresponds to the extrinsic section of the plot; activation energy was 

extracted from fitting this section. The medium-T region corresponds to the saturation plateau. 

Finally, the high-T region corresponds to the intrinsic region of the plot; electronic bandgap was 

gathered from fitting this region. Figure 3.3.7a shows the Mn0.99Zn0.01Sb2Se4 ln(σ) vs. 1/T 

Arrhenius plot; Figure 3.3.7b portrays the intrinsic region fitting for x = 0.01; Figure 3.3.7c 

depicts the extrinsic region fitting for x = 0.01. Figure A.3 and Figure A.4 presents the same 

Arrhenius fitting for x = 0.03 and x = 0.04, respectively.  For x = 0.01, 0.03, and 0.04, Ea was 

determined to be 0.252 eV, 0.290 eV, and 0.291 eV, respectively; Eg was determined to be 1.16 

eV, 1.23 eV, and 1.20 eV. 
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Figure 3.3.7: (a) Mn0.99Zn0.01Sb2Se4 (x = 0.01) electrical conductivity Arrhenius plot. The figure 

was divided into the intrinsic region, saturation plateau, and extrinsic region depending on 

temperature; (b) Intrinsic region Arrhenius plot, utilized to extract electronic bandgap, Eg; (c) 

Extrinsic region Arrhenius plot, employed to obtain activation energy, Ea. 

Table 3.3.2 and Figure 3.3.8 portrays numerical and graphical representations of Ea and 

Eg vs. Zn content, respectively. The fact that Ea is increasing with increasing Zn content is 

consistent with the decrease in conductivity.  

Table 3.3.2: Electronic bandgap (Eg) and activation energy (Ea) at various zinc content (x). 

x Value Eg (eV) Ea (eV) 

0.01 1.16 0.252 

0.03 1.23 0.290 

0.04 1.20 0.291 
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Figure 3.3.8: Electronic bandgap (Eg) and activation energy (Ea) at different Zn content, gathered 

by fitting temperature-dependent electrical conductivity data using the Arrhenius relationship.  

 

Figure 3.3.6b portrays the fitted thermopower data; throughout the temperature range, S 

is positive, indicating a p-type material. Seebeck coefficient is seen to decrease slightly from x = 

0.04 to 0.01, with Smax = +926.97 μV/K at 373.15 K for x = 0.04. Assuming a single parabolic 

band, thermopower is given by S =  (8π8/3kB
2/35/3h2)m∗p−2/3T, where kB is Boltzmann’s 

constant, h is Planck’s constant, m* is effective mass, p is hole concentration, and T is temperature. 

Interestingly, Seebeck coefficient is seen to decrease with increasing temperature for all samples, 

but the model states that S should increase linearly with temperature; this implies that either m* 

or p is causing the overall downward trend. Effective mass is inversely proportional to band 

structure curvature, so if this is causing the decrease in S, the curvature of the band structure must 
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steepen upon further zinc substitution. However, Mn2+ ([Ar]3d5) and Zn2+ ([Ar]3d10) both possess 

3d valence electron distributions, so no major changes in the band structure are expected. By 

deduction, the hole concentration is increasing with temperature, causing the thermopower to 

decrease accordingly since S α p-2/3. In Figure 3.3.6a-b, opposite trends in σ and S with zinc 

content are observed. This is consistent with the rise in Ea as Zn content increases, as if Ea grows, 

σ and p decreases, while S increases accordingly.  

 To calculate the thermoelectric figure of merit (zT = σS2T/κT) for this system, the total 

thermal conductivity (κT) first needed to be probed. To accomplish this, laser flash analysis (LFA) 

was utilized to measure heat capacity (Cp) and thermal diffusivity (D), and the total thermal 

conductivity was calculated using the equation κT = ρCpD, where ρ is the density of the pressed 

pellet. Raw κT data was fit using a 4th-order temperature polynomial with respect to temperature, 

with polynomial coefficients taken to 16 decimal places. Figure 3.3.6c illustrates the temperature-

dependent total thermal conductivity. With increasing zinc content, κT is seen to increase as well. 

This trend can be correlated to the shortening of the c-axis with increasing Zn; as the c-axis 

decreases, bond strength increases, making κT increase as a result. The minimum total thermal 

conductivity value of 0.599 W/mK was observed for x = 0.01 at T = 448.15 K. Figure 3.3.6d 

illustrates the temperature-dependent figure of merit (zT) for x = 0.01-0.04; zT followed the same 

trend as electrical conductivity, with x = 0.01 possessing the highest figure of merit (zTmax = 0.02 

at 623.15 K).  

To determine the electronic thermal conductivity (κe) contribution to the total thermal 

conductivity (κL), the Wiedemann-Franz Law (κe =  σLT) was implemented, where L = 2.44 x 

10-8 WΩ/K2-the Lorenz number (metallic value). However, the electrical conductivity of Mn1-

xZnxSb2Se4 was relatively low (~10-1-10-2 S/m), much smaller than typical σ values of metals-
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shown in Table A.3. As such, one must correct the L values using Fermi-corrections, applying the 

same analysis as in Lu et al.57 Please refer to Appendix I for equations on the Fermi-corrected 

Lorenz #. Figure A.5, Figure A.6, Figure A.7, and Figure A.8 contain the relevant files, data and 

results files, and Mathematica script, respectively. The script was written by Hang Chi of the Uher 

group. Refer to Table 3.3.3 and Figure 3.3.9 for the Fermi-corrected Lorenz # values gathered. In 

general, L was found to be ~40% lower than the metallic value. L was found to be dependent on 

T, increasing slightly with increasing T. 

Table 3.3.3: Table of corrected Lorenz # vs. temperature for x = 0.01-0.04. Due to the low σ of 

the samples, Fermi-corrected Lorenz # calculations were applied. For x = 0.01-0.04, the corrected 

L was found to be ~40% lower than the metallic value (2.44 x 10-8 W-Ω/K2).  

 

 

 

 

 

 

 

 

 

 

T (K) 

x = 0.01 Fermi-

Corrected L 

(W-Ohm/K^2) 

x = 0.03 Fermi-

Corrected L 

(W-Ohm/K^2) 

x = 0.04 Fermi-

Corrected L 

(W-Ohm/K^2) 

323.15 1.48521E-08 1.48521E-08 1.48521E-08 

348.15 1.48525E-08 1.48523E-08 1.48520E-08 

373.15 1.48529E-08 1.48525E-08 1.48520E-08 

398.15 1.48533E-08 1.48527E-08 1.48520E-08 

423.15 1.48537E-08 1.48530E-08 1.48521E-08 

448.15 1.48540E-08 1.48533E-08 1.48523E-08 

473.15 1.48544E-08 1.48536E-08 1.48526E-08 

498.15 1.48549E-08 1.48541E-08 1.48532E-08 

523.15 1.48557E-08 1.48549E-08 1.48542E-08 

548.15 1.48572E-08 1.48564E-08 1.48559E-08 

573.15 1.48601E-08 1.48594E-08 1.48588E-08 

598.15 1.48668E-08 1.48660E-08 1.48632E-08 

623.15 1.48846E-08 1.48829E-08 1.48688E-08 
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Figure 3.3.9: Due to the low electrical conductivity of the samples, Fermi-corrected Lorenz # 

calculations were applied. For x = 0.01-0.04, the corrected L was found to be ~40% lower than the 

metallic value (2.44 x 10-8 W-Ω/K2). Plot of corrected Lorenz # vs. temperature.  

To decouple the electronic (κe) and lattice thermal conductivity (κL) contributions to κT, the 

equation κT =  κL + κe was solved for κL. Figure 3.3.10a presents the total thermal conductivity 

for x = 0-0.04. κT was observed to increase with increasing x value, correlating well with the 

shortening of the c-axis upon increasing Zn content. Refer to Figure 3.3.10b-c for the results of 

the electronic and lattice thermal conductivity, respectively. It was determined that κe contributed 

≤ 0.19% to κT; this minor amount is consistent with the fact that σ is small and L ~ 10-8. So, κL 

contributed ≥ 99.81% to κT; this is attributed to the low symmetry of the monoclinic crystal lattice 

(C2/m). 
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Figure 3.3.10: (a) Total thermal conductivity vs. temperature for all samples; (b) Electronic 

thermal conductivity (κe) and (c) Lattice thermal conductivity (κL) contributions, utilizing 

Wiedemann-Franz Law analysis. It was determined that κe contributed ≤ 0.19% to κT.  
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3.3.3 Magnetic Properties of Mn1-xZnxSb2Se4 

To characterize the magnetic behavior of Mn1-xZnxSb2Se4, temperature-dependent 

magnetic susceptibility (χ) was performed from 2-300 K, under zero field-cooled (ZFC) and field-

cooled (FC) conditions. Figure A.9a-b depicts the χ vs. T behavior of x = 0-0.15 in ZFC and FC 

configurations; typical antiferromagnetic (AFM) behavior was observed. The Néel temperature 

(TN) ranged from 16.5-21.5 K, where the reported TN values were averaged between the ZFC and 

FC curves for each x value. Since Figure A.9 was crowded due to the multitude of compositions, 

x = 0.01 was selected as a representation of the ZFC and FC χ vs. T data for Figure 3.3.11a-b.  

To extract the effective magnetic moment (μeff) of each composition, the susceptibility data 

was fit using the Curie-Weiss Law, χ = C/ (T – θ), where C is the Curie constant and θ is the Weiss 

constant. By expressing χ as inverse magnetic susceptibility (χ-1), a linear relationship with 

temperature is revealed. Figure 3.3.11c-d portrays the ZFC and FC χ-1 vs. T data for x = 0.01; 

Figure A.9c-d presents the ZFC and FC χ-1 vs. T data for all compositions. From fitting a linear 

trendline to the inverse susceptibility data, both C and θ were calculated; to ensure a good quality 

of fit, the trendline was implemented for the most linear segment of the χ-1 vs. T plots-from ~170-

300 K. The Curie constant was found to range between 5.29-9.22 emu∙K/Oe∙mol, while θ spanned 

from -63.8 K to -140.5 K. The Weiss constant is a measure of the magnetic coupling in the system; 

a negative θ corresponds to antiferromagnetic ordering, consistent with the observed AFM 

behavior in the magnetic susceptibility. With the Curie constant determined, the Langevin theory 

of paramagnetism was applied to calculate the effective magnetic moment for each composition; 

C is related to μeff by the expression μeff =  √3CkB/NA, where kB is Boltzmann’s constant and NA 

is Avogadro’s number. The effective magnetic moment was found to range between 6.5-8.59μB. 
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Figure 3.3.11: Mn0.99Zn0.01Sb2Se4 (x = 0.01) low-T magnetic susceptibility (χ) under (a) zero 

field-cooled and (b) field-cooled (FC) conditions; low-T inverse magnetic susceptibility (χ-1) under 

(c) zero field-cooled and (d) field-cooled (FC) conditions. Also noted are important magnetic 

parameters extracted using Curie-Weiss Law fitting from ~170-300 K and Langevin theory of 

paramagnetism calculations. Crystal field theory and Hund’s rules was used to calculate the 

theoretical magnetic moment, μtheo. 

Figure 3.3.12 portrays the effective magnetic moment (μeff) and Weiss constant (θ). The effective 

magnetic moment increased from x = 0.01-0.05, followed by a decrease afterward. The Weiss 

constant became more negative from x = 0.01-0.04, showing an increase in the relative AFM 

strength; after x = 0.04.  
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Figure 3.3.12: Effective magnetic moment and Weiss constant vs. zinc content. 

Table 3.3.4 contains the parameters extracted from the magnetic susceptibility data analysis. TN 

was seen to decrease from x = 0.01 to 0.03, increase to a maximum at x = 0.05, and decline upon 

further zinc addition. To predict the theoretical magnetic moment (μtheo) of the compound, the 

equation μtheo =  gl√J(J + 1)μB was applied, where gl is the Landé g-factor and J is the total 

angular momentum. Recall that the oxidation states and electron configurations of the elements 

involved are Mn2+ ([Ar]3d5), Zn2+ ([Ar]3d10), Sb3+ ([Kr]4d105s2), and Se2- ([Ar]3d104s24p6). Due 

to its electron configuration, Mn2+ possesses unpaired electrons to generate a magnetic moment. 

Also recall that Mn2+ is octahedrally coordinated to Se2-, a weak-field ligand, so electrons will tend 

to fill high-spin. Hund’s rules were applied to determine gl and J. To compute these parameters, 
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one must first calculate the spin angular momentum (S) and orbital angular momentum (L) based 

on crystal field theory. For high-spin Mn2+ ([Ar]3d5) in octahedral coordination, S = 5/2, L = 0, gl 

= 2, J = 5/2, and μtheo. = 5.92μB.  

Table 3.3.4: Parameters extracted from magnetic susceptibility data, such as Néel temperature 

(TN), effective magnetic moment (μeff), Curie constant (C), and Weiss constant (θ).28 

Zn Content (x) TN, Ave. (K) µeff, Ave. (µB) 
CAve.  

(emu∙K/Oe∙mol) 
θAve. (K) 

0* 20 5.82 5.48 -74 

0.01 21.505 6.5035 5.2915 -63.81 

0.03 19.523 7.191 6.47 -83.585 

0.04 21.505 8.09 8.14 -140.45 

0.05 21.5 8.583 9.2227 -115.52 

0.06 19.51 8.035 8.0815 -96.78 

0.08 19.725 7.9705 7.9472 -112.19 

0.15 16.5 7.019 6.3647 -89.697 

 

Surprisingly, μeff was much higher than predicted from Hund’s rules throughout the 

composition series. As such, some other phenomenon must be enhancing the magnetic moment. It 

is possible that Zn1-yMnySe is taking part in increasing the observed magnetic moment-for y < 0.3, 

Zn1-yMnySe exhibits paramagnetic behavior of uncorrelated Mn spins; for 0.3 < y < 0.6, AFM 

spin-glass structure is observed; for y > 0.6, it has AFM behavior.13 However, Vegard’s Law 

calculations estimated y = 0.0175-0.238-within the paramagnetic regime for Zn1-yMnySe. High-

spin Mn2+ ([Ar]3d5) in tetrahedral coordination predicts a theoretical moment of 5.92μB, the same 

value as predicted for Mn2+ in Mn1-xZnxSb2Se4. So, any Zn1-yMnySe impurity phase should not 

enhance the magnetic moment of the system. So, an additional contribution must be adding to the 

magnetic moment in the lattice. A substitution mechanism of Mn with Zn at the M1 and M2 sites 

must be the cause, similar to what was observed in Lopez et al.’s work on Fe1-xSnxBi2Se4.
32 This 

would explain the observed enhancement in the magnetic moment-as the magnetic lattice would 
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convert from antiferromagnetic to ferrimagnetic, having a small permanent moment. Figure 3.3.13 

depicts the proposed Mn1-xZnxSb2Se4 magnetic lattice. The top figure depicts the magnetic lattice 

in the case of x = 0, where the antiferromagnetic lattice has no net magnetic moment. The bottom 

figure shows the magnetic lattice for x ≠ 0, where Zn substitutes for Mn at the M1 and M2 sites. 

Since Zn is a nonmagnetic atom, it converts the AFM lattice to a ferrimagnetic lattice with a small 

net moment.  



 49 

 

Figure 3.3.13: Proposed Mn1-xZnxSb2Se4 magnetic lattice. For both images, each atomic site was 

coupled antiparallel to display the antiferromagnetic ordering nature of the compound. Top: x = 

0, before any Zn is substituted; note that μNet = 0 here. This case is an antiferromagnetic lattice. 

Bottom: Upon Zn substitution, the zinc preferentially substitutes first at the M1 and M2 sites. Zn2+ 

([Ar]3d10) has no unpaired e- and thus does not contribute to magnetism. Since the M3 site has the 

most Mn2+ ([Ar]3d5), a small net magnetic moment is observed in this case-i.e., μNet ≠ 0. The M1 

and M2 substitution generates a ferrimagnetic lattice. This mechanism explains the increase in μNet 

with increasing Zn.  
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3.4 Conclusion & Future Work: Mn1-xZnxSb2Se4 (x = 0-0.15) 

In this work, Mn1-xZnxSb2Se4 (x = 0-0.15), a p-type AFM semiconductor, was successfully 

synthesized. For x = 0.04-0.15, a minor secondary ZnSe phase was observed. PXRD, XPS, and 

DSC probed the phase purity, oxidation states of elements, and phase stability of the material. 

Rietveld refinement on the main phase noted a slight decrease in the c-axis and β angle with 

increasing zinc content, signifying successful Zn substitution in the lattice. Refinement on the 

secondary ZnSe phase indicated Mn incorporation in the lattice, creating a Zn1-yMnySe solid 

solution; Vegard’s Law determined that y = 0.0175-0.238. Quantitative phase coefficient analysis 

(ATZ) estimated that for x = 0.04-0.15, between 0.5-1.5 wt% Zn1-yMnySe was present in addition 

to Mn1-xZnxSb2Se4. Thermoelectric properties were probed to determine the figure of merit (zT) 

of each composition, with (zT)max = 0.02 occurring at 623.15 K for x = 0.01. Thermoelectric 

performance could be improved by hole doping at the Sb site, enhancing σ and zT as a result. 

Fitting the temperature-dependent magnetic susceptibility data with the Curie-Weiss Law found 

that µeff > µtheo throughout the composition series, so a Mn replacement with Zn at the M1 and M2 

sites mechanism was proposed. With this mechanism, the magnetic lattice goes from 

antiferromagnetic to ferrimagnetic-exhibiting a small nonzero magnetic moment. While the 

commercial viability of Mn1-xZnxSb2Se4 could be optimized further, it adds to the expanding 

library of ternary magnetic semiconductor compounds in the literature.
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4 CHAPTER 4: Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) Structural Properties and 

Optical Properties 

4.1 Introduction: Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) 

Recently, in 2019, Djieutedjeu et al. found that charge disproportionation was able to cause 

a temperature-induced Lifshitz transition in FeSb2-xSnxSe4, as seen in Figure 4.1.1.38  

 

 

Figure 4.1.1: FeSb2-xSnxSe4 (x = 0.15) temperature-induced Lifshitz transition, going from p-type 

to n-type at low-T. Here, Sn2+ is substituting for Sb3+, causing local excess negative charge. As 

such, some Sb3+ will oxidize to Sb5+ to charge-compensate, dumping electrons into the system. 

Image was adapted from Djieutedjeu et al.38 
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In FeSb2-xSnxSe4, Sb3+ is being substituted by Sn2+, causing local excess negative charge. As such, 

some Sb3+ will oxidize to Sb5+ to charge-compensate, dumping electrons into the system. In Figure 

4.1.1, we can see the Seebeck coefficient switching from p-type to n-type at low temperature, a 

signature hallmark of the Lifshitz transition.  

 The FeSb2-xSnxSe4 chemical system was the ideal inspiration for the Sb2-xSnxSe3 project, 

as here, Sn2+ is substituting for Sb3+. As such, it may be possible to generate a temperature-induced 

Lifshitz transition in this material as well. Sb2Se3 is already a well-studied material, crystallizing 

in the orthorhombic space group Pnma (ICSD #3097330), with lattice parameters a = 11.7938 Å, b 

= 3.9858 Å, c = 11.6478 Å; α = β = γ = 90°.30 Figure 4.1.2 depicts the Sb2Se3 Pnma crystal 

structure along the b-axis.  

 

Figure 4.1.2: Sb2Se3 Pnma (ICSD #3097330) crystal lattice projected along the b-direction. Along 

the c-axis, 1-D ribbons of Se-Sb-Se are seen. Image was adapted from Mavlonov et al.58  
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Along the c-axis, 1-D ribbons of Se-Sb-Se are visible. The electron configuration of Sb3+ is 

[Kr]4d105s2, so there is a stereochemically active 5s2 electron lone pair. This lone pair causes the 

Sb-Se to connect in a square pyramidal coordination, aiding in the formation of the 1-D ribbon 

structure seen above. Figure 4.1.3 depicts the Sb-Se polyhedron.  

 

 

Figure 4.1.3: Sb-Se square pyramidal polyhedron projected along the c-direction rotated. The 5s2 

electron lone pair is also shown. 58 

Due to the anisotropic nature of Sb2Se3, nanostructured growth has been studied 

extensively. Sb2Se3 and Sb2Se3: Sn-based nanowires, nanorods, nanotubes, and microrods have 

found potential applications in near-IR photodetectors, thermoelectrics, optoelectronics, and 

photovoltaics.59-65 In fact, a Sb2Se3 nanorod array solar cell was recently discovered to have a 9.2% 

efficiency.65 Figure 4.1.4 depicts an SEM cross-section image of the array.65  
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Figure 4.1.4: SEM cross-sectional image of the Sb2Se3 nanorod array along the [001] direction, 

grown on a Mo substrate. The record Sb2Se3 cell efficiency of 9.2% was recorded using an absorber 

layer of over 1000 nm and a device architecture of ZnO:Al/ZnO/CdS/TiO2/Sb2Se3 nanorod 

arrays/MoSe2/Mo. Image was adapted from Li et al.65 

Due to a nearly ideal optical bandgap of ~1.1 eV and high absorption coefficient, Sb2Se3 is 

positioned as a promising material for photovoltaics and has seen widespread research.58, 65-72 

Interestingly, Sb2Se3 has even seen promise in solar water splitting, serving as the photocathode; 

shown in Figure 4.1.5.72  
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Figure 4.1.5: Solar-driven water splitting photoelectrochemical cell. Image adapted from Li et 

al.72 

Additionally, Sb2Se3 is a topological insulator, and exhibits superconductivity at low 

temperatures.73, 74 Amorphous Sb2Se3 and Sb2Se3: Sn films have been probed for potential 

photonics and holographic recording applications.75-80 Chen et al. also found that the optical 

bandgap of Sb2Se3 can be tuned by doping Sb with Sn, decreasing from 1.17 eV to 1.1 eV.81 Due 

to the wealth of applications within Sb2Se3 and Sb2Se3: Sn, as well as the potential to generate a 

temperature-induced Lifshitz transition, Sb2-xSnxSe3 was an ideal chemical system to explore 

further.  
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4.2 Synthesis: Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) 

Polycrystalline powders of Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) were generated 

from a solid-state reaction of elements. Stoichiometric amounts of Sb (99.5%, Alfa Aesar), Sn 

(99.8%, Cerac Specialty Inorganics), and Se (99.5%, Sigma Aldrich) were weighed in an argon 

glovebox and ground thoroughly with a mortar and pestle, vacuum flame-sealed in quartz tubes, 

and placed in a programmable furnace as described in Section 2.1.1. The reaction profile was as 

follows: heat to 300 C over 12 hours, dwell at 300 C over 24 hours, heat to 550 C over 6 hours, 

dwell at 550 C for 48 hours, cool to 25 C over 6 hours. The resultant ingots were ground into 

powder and PXRD, DSC, and UV-Vis-NIR diffuse reflectance spectroscopy measurements were 

performed.   
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4.3 Results & Discussion: Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) 

4.3.1 Structural Properties of Sb2-xSnxSe3 

In this work, proper stoichiometric amounts of Sb, Sn, and Se were reacted and Sb2-xSnxSe3 

grey, lustrous ingots resulted, as seen in Figure B.1. The ingots were ground into fine grey powder, 

also seen in the figure. In order to probe the phase purity of the system, powder X-ray diffraction 

was used.  Figure 4.3.1  depicts the PXRD of the composition series, plotted against a reference 

pattern.  

 

Figure 4.3.1: Sb2-xSnxSe3 (x = 0-0.2) powder x-ray diffraction (PXRD). The plots were compared 

to the ICSD reference Sb2Se3 Pnma (#3097330), noted by the blue star.  
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Throughout the x = 0-0.2 substitution range, the samples crystallized isostructurally with the 

ICSD reference Sb2Se3 Pnma (#3097330) phase. Additionally, the thermal stability and melting 

point of each composition was probed using Differential Scanning Calorimetry (DSC). Figure 

4.3.2  depicts the heating DSC curve. With increasing tin content, the melting point (MP) was 

found to decrease from 887 K to 857 K (Figure 4.3.3). The trend is roughly linear until x = 0.1, 

where a secondary phase starts forming. 

 

Figure 4.3.2: Differential scanning calorimetry (DSC) of the Sb2-xSnxSe3 series upon heating.  
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For the case of x = 0.1-0.2, a growing secondary phase was observed. According to the Sb-Sn-Se 

pseudo-binary phase diagram (ASM #95273282) displayed in Figure B.2, the secondary phase 

corresponds to a SnSb2Se4 Pnnm phase (experimental MP = 778 K).  

 

Figure 4.3.3: Melting point vs. tin content for the Sb2-xSnxSe3 series. With increasing tin content, 

the melting point (MP) was found to decrease from 887-857 K. The trend is roughly linear until x 

= 0.1-where the secondary phase starts forming.  

Interestingly, plotting PXRD of the SnSb2Se4 Pnnm phase against the Sb2-xSnxSe3 series (Figure 

B.3) did not reveal drastic evidence of the additional phase. Upon zooming in between 20-60° 

(Figure B.4), minor evidence of the phase can be seen as various satellite peaks. Thus, the 

SnSb2Se4 Pnnm phase must be small, but present for x = 0.1-0.2.  

In order to verify the thermal stability of the samples, DSC upon cooling was also 

recorded (Figure 4.3.4). In the case of x = 0 and x = 0.01, a single recrystallization peak was 
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observed. However, for x = 0.05-0.2, multiple peaks upon cooling were noticed. So, the samples 

for x = 0 and x = 0.01 had reversible transitions. Still, the main recrystallization peak for each x 

value was recorded and plotted in Figure 4.3.5.  

 

Figure 4.3.4: Differential scanning calorimetry (DSC) of the Sb2-xSnxSe3 series upon cooling.  

For x = 0-0.1, the recrystallization temperature was seen to increase from 777 K to 791 K. For x = 

0.1-0.2 (corresponding to secondary phase formation), the trend was more irregular. For x = 0 and 

x = 0.01, only a single recrystallization peak was observed, signifying a reversible transition. In 

the case of x = 0.05-0.2, multiple peaks are seen, evidence of thermal instability.  
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Figure 4.3.5: Recrystallization temperature vs. tin content. For x = 0-0.1, the recrystallization 

temperature was seen to linearly increase from 777-791 K. For x = 0.1-0.2 (corresponding to 

secondary phase formation), the trend was more inconsistent. 

In order to probe the lattice parameters of the Sb2-xSnxSe3 series, Rietveld refinement using 

FullProf was utilized, as described in Section 2.2.2. Before the refinement was carried out, 

accurate starting values of lattice parameter were manually calculated. Recall that the Sb2Se3 Pnma 

phase is orthorhombic, so a, b, c parameters were gathered using 3 sets of experimental 2θ and 

(hkl) values (Figure B.5).Rigaku integrated X-ray powder diffraction software (PDXL) was 

implemented to identify the (hkl) values and a, b, and c were calculated. Figure B.6 describes the 
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refinement procedure steps taken. An example refinement fit for x = 0.01 (Sb1.99Sn0.01Se3) is seen 

in Figure 4.3.6. The ICSD phase Sb2Se3 Pnma (#3097330) was used as the CIF file. The quality of 

fit was χ2 = 58.4. Due to the orthorhombic nature of the structure (lattice parameters a = 11.7938 

Å; b = 3.9858 Å; c = 11.6478 Å; α = β = γ = 90°), preferred orientation was observed on several 

peaks, noted with the relevant (hkl) values.  

 

Figure 4.3.6: Powder XRD Rietveld refinement fit for Sb1.99Sn0.01Se3. In the figure, the red curve 

is the experimental pattern, the black line is the fitted pattern, the green tick marks correspond to 

the peak positions, and the blue curve is the difference pattern between experimental and fitted 

patterns.  

 

 

Figure 4.3.7: Powder XRD Rietveld refinement fit for Sb1.99Sn0.01Se3, zoomed in between 20-50°.  



 63 

Figure 4.3.7 shows a zoomed-in version of the x = 0.01 refinement plot, from 20-50°. Used to 

highlight the good alignment of the peak positions with the experimental data. So, the lattice 

parameters gathered will be accurate. 

 The same refinement procedure was applied for x = 0-0.2, and the lattice parameters were 

gathered-displayed in Figure 4.3.8 and Table 4.3.1. Both the a-axis and c-axis stayed relatively 

constant with increasing Sn; overall, the b-axis was seen to increase with increasing Sn. According 

to the Shannon radii, for CN = 6, RSb3+ = 0.76 Å, while RSn2+ = 1.18 Å; so, Sn2+ is ~55% larger 

than Sb3+ (ΔR/R).83 As such, the increase in the b-axis with rising Sn content is consistent. Recall 

that the Sb2Se3 Pnma (#3097330) lattice parameters were: a = 11.7938 Å; b = 3.9858 Å; c = 11.6478 

Å; α = β = γ = 90°. Since the b-axis is the shortest axis, the Sn substitution had the most dramatic 

effect on this crystal direction. 

 

Figure 4.3.8: Lattice parameters vs. tin content, extracted from Rietveld refinement. The relevant 

Sb2Se3 Pnma (ICSD #3097330) phase lattice parameters (a, b, c) were also noted by the filled red 

circle, blue square, and green diamond, respectively.   
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Table 4.3.1: Lattice parameter and χ2 values extracted from Rietveld refinement. Also noted was 

the lattice parameters of the Sb2Se3 Pnma (ICSD #3097330) phase, denoted by the asterisk. 

x Value (Sn 

Content) 
Sb2-xSnxSe3 Composition χ2 Value a (Å) b (Å) c (Å) 

0* Sb2Se3* N/A 11.7938 3.9858 11.6478 

0 Sb2Se3 69.1 11.81361 3.98669 11.66308 

0.01 Sb1.99Sn0.01Se3 58.4 11.80614 3.98455 11.65348 

0.05 Sb1.95Sn0.05Se3 119 11.84047 3.99894 11.68689 

0.1 Sb1.9Sn0.1Se3 67.5 11.81487 3.99342 11.66068 

0.15 Sb1.85Sn0.15Se3 112 11.85019 4.00964 11.69478 

0.2 Sb1.8Sn0.2Se3 73.4 11.82041 4.00287 11.66180 
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4.3.2 Optical Properties of Sb2-xSnxSe3 

Diffuse reflectance UV-Vis-NIR spectroscopy was performed on each of the six samples 

in the Sb2-xSnxSe3 series. Later, the Kubelka-Munk equation F(R)33 was used to transform percent 

reflectance data to absorption, which was then plotted as a function of energy in electron volts, eV. 

Figure B.7 shows the method for extracting the optical bandgap. Bulk Sb2Se3 is known to have an 

optical bandgap of ~1.1 eV.84 The bandgap of the sample of Sb2Se3 prepared in this work, ~1.168 

eV, was in good agreement with this value. Figure B.8 depicts analysis of the spectrum obtained 

for this sample; an onset of the absorption edge at ~1.4 eV is observed. This onset is consistent for 

all samples of the formula Sb2-xSnxSe3, as can be seen when all spectra are displayed in one plot 

(Figure 4.3.9).  

 

Figure 4.3.9: (Left): UV-Vis-NIR diffuse reflectance Tauc plot analysis. The Kubelka-Munk 

function F(R) was used to transform the reflectance data to absorbance. Plot of F(R) vs. 

wavelength. (Right): Plot of [F(R)*hν]1/r vs. energy; r = ½ was chosen here to signify a direct, 

allowed transition (direct bandgap). To determine the direct optical bandgap (Eg) for each x value, 

an absorption edge tangent line was extrapolated to the x-axis; the intercept with the x-axis 

corresponds to Eg.  

The undoped sample of Sb2Se3 had a sharp, well-defined absorption edge. As the amount 

of Sn increased, the absorption edges appeared more gradual. As such, bandgap values could not 
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be as easily assessed for these samples, as there was not a clear baseline to which the absorption 

edge can be extrapolated. As such, to be consistent for all samples, the optical bandgap (Eg) was 

identified by extrapolating the absorption edge to the energy axis; the x-intercept was recorded as 

Eg. When the value of x increased from 0.01 to 0.05, in the formula Sb2-xSnxSe3, a significant 

amount of band tailing could be seen on the low energy side of the absorption edge. The band 

tailing could be evidence of the presence of impurity sub-bands within the band gap. Kumar et 

al’s41 work on (Sb2Se3)100-xSnx (x = 0, 1, 3, 5, 7 at%) amorphous films and Chen et al.’s 42 work 

on (Sb1-xSnx)2Se3 (x = 0, 0.03, 0.05, 0.07, 0.1)  had similar findings-increasing Sn content raised 

the level of low-energy band tailing.78, 81  

Values of the optical bandgap for each x value were recorded, and a plot of this is shown 

in Figure 4.3.10. Interestingly, with increasing Sn, the bandgap was found to decrease linearly up 

until x = 0.1, corresponding to when the secondary SnSb2Se4 Pnnm phase started forming. For x 

= 0 to x = 0.1, Eg decreased from 1.17 eV to 1.09 eV. Interestingly, the secondary phase formation 

at x = 0.1 led to a rise in Eg to 1.11 eV for x = 0.15, followed by a decrease in Eg to 1.07 eV for x 

= 0.2. Specific values of Eg are recorded in Table 4.3.2. Also found in this table is the maximum 

absorbed wavelength (λMax) at each x value. For x = 0, the value was ~1062 nm, and for x = 0.2, 

λMax was ~1156 nm. Recalling the solar spectrum figure (Figure 1.3.4), We see that throughout 

the x = 0-0.2 range, the Sb2-xSnxSe3 series can absorb wavelengths in the UV, visible, and near-IR 

(NIR) region. With more Sn content, the compound can absorb further into the NIR portion of the 

solar spectrum. The tunable bandgap of the material around ~1.1 eV makes it an ideal candidate 

as a photovoltaic absorber layer. In fact, luminescence analysis done by Miller et al. found that the 

ideal bandgap ranges between 1-1.5 eV.85  
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To be complete in the optical analysis, effects of the SnSb2Se4 Pnnm secondary phase must 

be considered as well for x = 0.1-0.2. Upon searching through the literature, optical bandgap 

measurements on this compound do not seem to have been recorded. As such, an equation reaction 

involving SnSe Pnma and Sb2Se3 Pnma phases was implemented to estimate Eg:  

 SnSe(Pnma) + Sb2Se3(Pnma) → SnSb2Se4(Pnnm) 4.3-1. 

Now, since both SnSe and Sb2Se3 crystallize in the same space group, the SnSb2Se4 Eg can be 

estimated via a linear interpolation equation:  

 
Eg(SnSb2Se4, Pnnm)  =  

1

2
Eg(Sb2Se3, Pnma)  +  

1

2
Eg(SnSe, Pnma),  

4.3-2, 

where Eg(Sb2Se3, Pnma) = 1.1 eV-bulk, direct bandgap, and Eg(SnSe, Pnma) = 0.61 eV-bulk, 

direct bandgap.65, 86 Now, based on Equation  4.3-2, Eg(SnSb2Se4, Pnnm) = 0.86 eV; since this 

value is lower than the 1.17-1.07 eV range found for the Sb2-xSnxSe3 series, the secondary phase 

is not likely the cause of the decreasing bandgap for higher Sn values.  
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Figure 4.3.10: Direct optical bandgap vs. Sn content. For x = 0-0.1, Eg was seen to linearly 

decrease with increasing Sn. For x = 0.1-0.2 the trend becomes inconsistent-this correlates to the 

addition of the secondary phase.  

Table 4.3.2: Direct optical bandgap (Eg) and maximum absorbed wavelength (λMax) vs. Sn content 

(x).  

x Value Eg for r = 1/2 (eV) λMax (nm) 

0 1.17 ~1062 

0.01 1.16 ~1071 

0.05 1.13 ~1102 

0.1 1.09 ~1143 

0.15 1.11 ~1119 

0.2 1.07 ~1156 
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4.4 Conclusion & Future Work: Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) 

In this work, Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) powders were synthesized and 

found to crystallize in the orthorhombic Sb2Se3 Pnma phase. DSC revealed that x = 0-0.1 was 

single phase, with a growing SnSb2Se4 Pnnm secondary phase for x = 0.1-0.2. The Sb2-xSnxSe3 

melting point decreased linearly with increasing Sn content, from 887-857 K. Similarly, the Sb2-

xSnxSe3 recrystallization temperature was found to increase somewhat linearly from 777-791 K for 

x = 0-0.1; once the SnSb2Se4 secondary phase  formed, the trend was more inconsistent. The 

cooling DSC curves revealed that for x = 0-0.01, the melting was reversible;  for x = 0.05-0.2, 

multiple cooling peaks were observed, showing evidence of thermal instability. Rietveld 

refinement was implemented to extract the lattice parameters for the Sb2-xSnxSe3 series, and it was 

found that both the a-axis and b-axis were relatively constant with increasing Sn. The a-axis and 

c-axis fluctuated around ~11.8251 Å and ~11.6718 Å. On the other hand, the b-axis showed a 

general rise with increasing Sn, from b = 3.9867-4.0096 Å. According to the Shannon radii, for 

CN = 6, RSb3+ = 0.76 Å, while RSn2+ = 1.18 Å; so, Sn2+ is ~55% larger than Sb3+ (ΔR/R). As such, 

the increase in the b-axis with rising Sn content is consistent. Since the b-axis is the shortest axis, 

the Sn substitution had the most dramatic effect on this crystal direction. 

Diffuse reflectance UV-Vis-NIR spectroscopy was implemented to analyze the optical 

properties of the samples, and the Kubelka-Munk function and Tauc plot analysis was applied to 

gather the direct optical bandgap, Eg. All Sb2-xSnxSe3 samples had an onset of the absorption edge 

at ~1.4 eV. The undoped Sb2Se3 sample had a well-defined absorption edge, while as the amount 

of Sn increased, the absorption edges appeared more gradual. Increasing the Sn content raised the 

level of low-energy band tailing. The band tailing could be evidence of the presence of impurity 

sub-bands within the band gap. With increasing x value, Eg was found to decrease linearly from 
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1.17 eV for x = 0 to 1.09 eV for x = 0.1. Intriguingly, the secondary phase formation at x = 0.1 led 

to a rise in Eg to 1.11 eV for x = 0.15, followed by a decrease in Eg to 1.07 eV for x = 0.2. In terms 

of the maximum absorbed wavelength λMax: for x = 0, λMax = 1062 nm; for x = 0.2, λMax = 1156 

nm. So, throughout the x = 0-0.2 range, the Sb2-xSnxSe3 series can absorb wavelengths in the UV, 

visible, and near-IR (NIR) region. With more Sn content, the compound can absorb further into 

the NIR portion of the solar spectrum. The tunable bandgap of the material around ~1.1 eV makes 

it an ideal candidate as a photovoltaic absorber layer.  

For the x = 0.1-0.2 compositions, the optical bandgap of SnSb2Se4 Pnnm secondary phase 

was also considered. A reported literature value for Eg of SnSb2Se4 Pnnm was not known, so the 

bandgap was estimated via a linear interpolation equation based on a reaction of SnSe (Pnma) and 

Sb2Se3 (Pnma). It was found that the Eg of SnSb2Se4 Pnnm was 0.86 eV; since the value was lower 

than the 1.17-1.07 eV range, it likely did not cause the decreasing bandgap for higher Sn values.  

In the future for the Sb2-xSnxSe3 series (where Sb3+ and Sn2+), it is suggested to analyze the 

samples using photoluminescence or another spectroscopy technique that could reveal the impurity 

states causing the low-energy band tailing at increased Sn content. Since we are doping Sb3+ with 

Sn2+, there may be both donor and acceptor states found in some Sn content. Undoped Sb2Se3 is a 

known p-type material, and adding Sn2+ would cause a charge imbalance, eventually dumping 

electrons into the system. At high enough Sn content, a p-type to n-type transition at low-T could 

be generated-a Lifshitz transition. As such, for the composition series, low-T Seebeck coefficient 

and low-T Hall effect measurements would be ideal to shed light on this idea. As a reminder, for 

x = 0-0.1 the sample is single phase, so focusing on this composition range for both 

photoluminescence and low-T electrical transport measurements would be wise. 
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5 CHAPTER 5: Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 

5.1 Introduction: Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 

In terms of photovoltaic materials currently in the literature, Si, CuInSe2 (CIS), CuInxGa1-

xSe2 (CIGS), Cu2ZnSn(S, Se)4 (CZTS), and CdTe are well-studied.87-91 Interestingly, in 2018 Chen 

et al.92 recently discovered Cu4TiSe4, a promising p-type material with a large optical absorption 

coefficient and direct bandgap of 1.34 eV.92 Table 5.1.1 lists the optical bandgap and record 

efficiency for several absorber materials. Additionally, the type of bandgap of each material was 

also listed. Direct bandgap transitions much more efficiently convert a photon of light to electricity 

when compared to indirect transitions. This is due to the fact that indirect bandgap materials have 

to rely on phonon-assisted Umklapp processes to carry out the electron excitation from valence to 

conduction band.93 Based on the bandgap, the maximum wavelength of light the material can 

absorb was calculated.  

Table 5.1.1: Optical Bandgap (Eg) and record efficiency for various solar absorber materials.   

Solar Absorber Direct or 

Indirect 

Bandgap? 

Eg (eV) λMax (nm) Record 

Efficiency 

Si Indirect94 1.1193 1117 26.3%87 

CuInSe2 (CIS) Direct95 195 1240 13.5%88 

CuInxGa1-xSe2 

(CIGS) 

Direct96 1.05-1.689 775-1181 23.4%89 

Cu2ZnSn(S, Se)4 

(CZTS) 

Direct94 1.0-1.594 827-1240 12.6%90 

CdTe Indirect93 1.4493 861 22.1%91 

Cu4TiSe4 Direct92 1.3492 925 - 
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In this work, the following copper-metal-selenides were synthesized: Cu2Zn3Se4, 

Cu2Zn2Ti0.5Se4, Cu2ZnTiSe4, Cu2Ti1.5Se4, and Cu2Mn3Se4. To help visualize the typical elements 

utilized for solar applications, as well as those used in this work-please refer to Figure 5.1.1 for a 

periodic table. In the diagram, the elements utilized were boxed-black for the metals, and red for 

the anions.   

 

Figure 5.1.1: Periodic table of the elements. Typical metals and anions for solar applications and 

those synthesized in this work were boxed in black and red, respectively. Image was adapted 

from PT.com.  

 Now, it is crucial to analyze the elemental abundance of the solar absorber materials in 

question-as this will partially dictate the commercial viability of the compound. In terms of the 

elements involved in the absorbers as well as in this work, there are the following: Cu, Zn, Sn, 

Ti, Se, Mn, Si, In, Ga, S, Cd, and Te. Figure 5.1.2 depicts the abundance of the elements listed-

metals boxed in green, and anions boxed in red. In this figure, we can see that Si is extremely 

abundant, so it makes sense that most commercially made solar cells are based on silicon. 

Fortunately for the case of CZTS, Cu4TiSe4, and the Cu-M-Se elements in this work, the 
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elemental abundance is relatively high as well. However, for the case of CIS, CIGS, and CdTe, 

we see that In, Cd, and Te are somewhat scarce by comparison.  

 

 
Figure 5.1.2: Top: Elemental abundance for atomic numbers 1-48. Bottom: Elemental abundance 

for atomic numbers 49-93. The relevant elements for Si, CZTS, CIGS, CdTe, and the compounds 

used in this thesis were highlighted with a box around the element-green for a metal, and red for 
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an anion. Images were adapted from Fleischer’s work on the abundance of elements in the Earth’s 

crust.97 

 In addition to the elemental abundance, the price in USD/kg is also an important quantity, 

as this will estimate the raw materials cost to form the solar absorber. The y-axis on the right side 

of Figure 5.1.3 lists the cost of the elements in question by the black/grey bar graphs.  

 

Figure 5.1.3: Crustal abundance and price of various elements used in CZTS, CIGS, and CdTe. 

Relevant elements not depicted: Ti, Mn, and Si. According to the U.S. 2010 geological survey98, 

these elements are priced at the following: Ti (sponge-porous, ~$10.7/kg); Mn, (50% ore, 

~$0.00855/kg); Si (metal, ~$3.1/kg).98 Bar graphs for Ti, Mn, and Si were manually added to the 

plot accordingly. Image was adapted from Das et al.99 

In terms of cheapest to most expensive elements, the list is as follows: Mn, S, Zn & Cd, Si, Cu, Ti, 

Sn, Se, Te, Ga, and In. Since the costliest elements are Te, Ga, and In, CIS, CIGS, and CdTe would 

be expensive to synthesize.  
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 An additional consideration one must consider is the toxicity of each element involved. 

The Occupational Safety and Health Administration (OSHA) permissible exposure limit (PEL) is 

one way the relative toxicity of the elements can be considered. A material with a lower PEL value 

is less safe for humans. To gather this data, the PEL values were referenced from the Center for 

Disease Control and Prevention (CDC) database on the National Institute for Occupational Safety 

and Health (NIOSH). On the NIOSH database, elemental PEL values were not reported for the 

following: S, Ti, Zn, and Ga. In this case, the proper Sigma-Aldrich (SA) materials safety data 

sheet (MSDS) was referenced.  Table 5.1.2 lists the PEL of the twelve elements in consideration.  

Table 5.1.2: Occupational Safety and Health Administration (OSHA) permissible exposure limit 

(PEL) of various relevant elements for solar absorber materials. The PEL values were referenced 

from the Center for Disease Control and Prevention (CDC) database on the National Institute for 

Occupational Safety and Health (NIOSH). On the NIOSH database, elemental PEL values were 

not reported for the following: S, Ti, Zn, and Ga. In this case, the proper Sigma-Aldrich (SA) 

materials safety data sheet (MSDS) was referenced. Note: CAS stands for Chemical Abstracts 

Service. For the case of elements with a hyphen, this means that they are relatively safe and do not 

have specific OSHA PEL values reported.  

Element Atomic # OSHA PEL 

(mg/m3) 

Source: NIOSH or SA-MSDS?  

Si 14 15 NIOSH CAS #7440-21-3 

S 16 - SA-MSDS #414980 

Ti 22 - SA-MSDS #366994 

Mn 25 5 NIOSH CAS #7439-96-5 

Cu 29 1 NIOSH CAS #7440-50-8 

Zn 30 10 SA-MSDS #96454 

Ga 31 - SA-MSDS #263265 

Se 34 0.2 NIOSH CAS #7782-49-2 

Cd 48 0.005 NIOSH CAS #7440-43-9 

In 49 0.1 NIOSH CAS #7440-74-6 

Sn 50 2 NIOSH CAS #7440-31-5 

Te 52 0.1 NIOSH CAS #13494-80-9 

 

With the elemental PEL values in mind, it may be wise to analyze the overall PEL limit of the 

complete solar compound. In Table 5.1.3, this was carried out by summing the individual PEL 
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values of each element in the compound. This should provide at least a reasonable estimate for the 

relative toxicity of the photovoltaic material in question. CIGS was found to have a low PEL, so 

it was used as a standard of comparison for the rest of the solar materials.  

Table 5.1.3: To estimate the relative safety of the absorber material, the PEL of each absorber 

element was summed together in the compound. CIGS was noted to have a low PEL, so each 

absorber compound was compared to CIGS. Also listed below are the thesis compounds 3.3-3.7 

for comparison purposes.  

Thesis 

Compound # 

Solar Absorber  Solar Absorber PEL 

Sum (mg/m3) 

 PEL Relative 

to CIGS 

- Si 15 12.5x safer 

- CuInSe2  

(CIS) 

1.3 1.1x safer 

- CuInxGa1-xSe2 

(CIGS) 

1.2 - 

- Cu2ZnSn(S, Se)4 

(CZTS) 

13.2 11x safer 

- CdTe 0.105 11.4x more toxic 

- Cu4TiSe4
92 1.2 equal 

3.3 Cu2Zn3Se4 11.2 9.3x safer 

3.4 Cu2Zn2Ti0.5Se4 11.2 9.3x safer 

3.5 Cu2ZnTiSe4 11.2 9.3x safer 

3.6 Cu2Ti1.5Se4 1.2 equal 

3.7 Cu2Mn3Se4 6.2 5.2x safer 

 

Relative to CIGS, most compounds were found to be less toxic except for CdTe. Due to the 

extremely low PEL values for both Cd and Te, it was found to be quite toxic. Si, CZTS, and most 

of the thesis Cu-M-Se compounds had much higher PEL values.  

 So, to recap, although CIS, CIGS, and CdTe have relatively high cell efficiencies and close 

to ideal band gap values, The elements are relatively scarce, expensive, and toxic. On a positive 

note, Si, CZTS, and the Cu-M-Se systems have relatively favorable properties overall.  

To gain further insight on the Cu-based solar materials (CIS, CIGS, CZTS, Cu4TiSe4) in 

particular, one must turn to the crystal structure of each compound. Figure 5.1.4a depicts the CIS 
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chalcopyrite crystal structure.99  CIS crystallizes in the tetragonal space group I4̅2d (#122), with 

lattice parameters a = b = 5.7810 Å, c = 11.6422 Å (~2*a); α = β = γ = 90°.99, 100 In CIS, both Cu 

and In are tetrahedrally coordinated to S/Se; when projected along the b-axis, the elements 

alternate along the c-axis as Cu-In-Cu, Se-Se, Cu-In-Cu, Se-Se, In-Cu-Se, Se-Se, In-Cu-Se, Se-

Se, and Cu-In-Se.99   

 

Figure 5.1.4: a) CuInSe2 chalcopyrite crystal structure. b) Kesterite Cu2ZnSn(S, Se)4 (CZTS) 

crystal structure. c) Stannite Cu2ZnSn(S, Se)4 (CZTS) crystal structure. Image was adapted from 

Das et al.99 
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CuIn1-xGaxSe2 (CIGS) forms isostructurally with CIS, with the exact lattice parameters varying 

with the x value in question.  

Interestingly, CZTS forms in a similar fashion to CIS, where half of the In atoms are 

replaced by Zn, and the other half are replaced by Sn. Figure 5.1.4b and Figure 5.1.4c illustrate 

this point.99 Surprisingly, CZTS forms two distinct forms: Kesterite (Figure 5.1.4b) and Stannite 

(Figure 5.1.4c). Kesterite CZTS forms in the tetragonal space group tetragonal space group I4̅ 

(#82), with lattice parameters a = b = 5.693 Å, c = 11.342 Å (~2*a); α = β = γ = 90°.101 Stannite 

CZTS forms in the tetragonal space group tetragonal space group I4̅2m (#121), with lattice 

parameters a = b = 5.6954 Å, c = 11.3475 Å (~2*a); α = β = γ = 90°.102 As we can see from Figure 

5.1.4b and Figure 5.1.4c, the two structures are quite similar. Both structures have cations that sit 

at tetrahedral sites, but when along the c-axis, a very slight difference in the stacking arrangement 

of Cu and Zn is observed.99 For purposes of consistency, for the remainder of this dissertation, 

CZTS will be referred to as kesterite.  

Cu4TiSe4 crystallizes in the cubic space group F4̅3c (#219), with lattice parameters a = b = 

c = 11.2936 Å; α = β = γ = 90°.92 Figure 5.1.5 depicts the Cu4TiSe4 structure. In the structure, Ti4+ 

ions sit in channels between [Cu4Se4]
4- anion clusters.92 
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Figure 5.1.5: a) Cu4TiSe4 crystal projection along [001], depicting the connectivity of the 

structure. b) [Cu4Se4]
4- anion clusters, with Ti4+ ions sitting in the channels between the clusters.  

Image was adapted from Chen et al.92 

In this work, we took a systematic topochemical approach to engineering the structure and 

vacancies of Cu-metal-selenides. A parent formula of (Cu
1+)

2
(Zn2+)

2x
(Ti

4+)3-2x

2

(Se
2-)

4
 (x = 1.5, 

1, 0.5, 0) or Cu2Mn3Se4 was synthesized, with the high-temperature β-phase of Cu2Se (i.e., Cu8Se4) 

as the model structure. β-Cu2Se crystallizes in the cubic space group Fm3̅m (#225), with lattice 

parameters a = b = c = 5.694 Å; α = β = γ = 90°.103 In the lattice, the Cu1+ ions are superionic, 

having high mobility to move throughout the structure.104 Figure 5.1.6 depicts the β-Cu2Se 

structure. It forms in an antifluorite-like M2X lattice where M = Cu1+ and X = Se2-.105 In the crystal, 

Se3- forms an fcc lattice, with the Cu1+ cations filling the 8/8 tetrahedral interstitial sites.105 For 

Cu1+, CN = 4-corresponding to a tetrahedral coordination geometry.  
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Figure 5.1.6: β-Cu2Se structure. It forms in an antifluorite-like M2X lattice where M = Cu1+ and 

X = Se2-. The Cu1+ are highly mobile in the lattice. Image was adapted from Sun et al.105 

 

By writing Cu2Se as Cu8Se4, we can see the interstitial vacancy count. More generally, we can say 

MySe4, where M is every metal and y are the total metal count in the compound. Now, we can 

write the various absorber materials and dissertation compounds in this MySe4 form to analyze the 

amount of interstitial tetrahedral vacancies. Table 5.1.4 depicts these results below. We see that 

aside for Cu2Se, all other compounds in the list exhibit at least some level of interstitial tetrahedral 

vacancies.  
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Table 5.1.4: Generic MySe4 formula for solar cell materials and dissertation compounds, where M 

is every metal and y are the total metal count in the compound. For the cases where single crystal 

growth formed a different stoichiometry than expected, the single crystal compound MySe4 

formula was also reported.  

x Value Compound 
MySe4 of 

Compound 

Single Crystal 

Compound 

MySe4 of 

Single 

Crystal 

Compound 

Any change in 

MySe4 between 

compound and 

single crystal? 

- Cu8Se4 M8Se4 - - - 

- Cu4TiSe4 M5Se4 - - - 

- Cu2ZnSnSe4 M4Se4 - - - 

- Cu2In2Se4 M4Se4 - - - 

- Cu2In2-2xGa2xSe4 M4Se4 - - - 

- Cu2Mn3Se4 M5Se4 Cu2Mn3Se4 M5Se4 No 

x = 1.5 Cu2Zn3Se4 M5Se4 Cu2Zn3Se4 M5Se4 No 

x = 1 Cu2Zn2Ti0.5Se4 M4.5Se4 Cu2.75Zn0.625TiSe4 M4.375Se4 M ↓ by 0.125 

x = 0.5 Cu2ZnTiSe4 M4Se4 Cu2ZnTiSe4 M4Se4 No 

x = 0 Cu2Ti1.5Se4 M3.5Se4 Cu3Ti1.25Se4 M4.25Se4 M ↑ by 0.75 

 

For Cu2Mn3Se4, there were 3/8 tetrahedral vacancies. For the parent formula 

(Cu
1+)

2
(Zn2+)

2x
(Ti

4+)3-2x

2

(Se
2-)

4
 (x = 1.5, 1, 0.5, 0), decreasing the x value increased the number 

of tetrahedral vacancies from 3/8, to 3.5/8, 4/8, and 4.5/8. Table 5.1.5 and Table 5.1.6 depict the 

number of vacancies and percent of vacancies for each compound, respectively. By engineering 

the total metal count and number of vacancies of each compound, changes in the crystal structure 

and materials properties are to be expected.  
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Table 5.1.5: Number of tetrahedral interstitial vacancies in each compound.  

x 

Value 
Compound 

# of 

Tetrahedral 

Interstitial 

Vacancies 

in   

Compound 
8 - y

8
 

Single Crystal 

Compound 

# of 

Tetrahedral 

Interstitial 

Vacancies 

in Single-

Crystal 

Compound  
8 - y

8
 

Any change 

in the # of 

Tetrahedral 

Interstitial 

Vacancies 

between the 

compound 

and single 

crystal? 

- 
Cu8Se4 

 

0

8
 

 
- - - 

- 
Cu4TiSe4 

 

3

8
 

 
- - - 

- 
Cu2ZnSnSe4 

 

4

8
 

 
- - - 

- 
Cu2In2Se4 

 

4

8
 

 
- - - 

- 

Cu2In2-

2xGa2xSe4 

 

4

8
 

 
- - - 

- 
Cu2Mn3Se4 

 

3

8
 

 

Cu2Mn3Se4 

 

3

8
 

 
No 

x = 1.5 
Cu2Zn3Se4 

 

3

8
 

 

Cu2Zn3Se4 

 

3

8
 

 
No 

x = 1 
Cu2Zn2Ti0.5Se4 

 

3.5

8
 

 

Cu2.75Zn0.625TiSe4 

 

3.625

8
 

 

↑ 
0.125

8
 

 

x = 0.5 
Cu2ZnTiSe4 

 

4

8
 

 

Cu2ZnTiSe4 

 

4

8
 

 
No 

x = 0 
Cu2Ti1.5Se4 

 

4.5

8
 

 

Cu3Ti1.25Se4 

 

3.75

8
 

 

↓ 
0.75

8
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Table 5.1.6: Percent of tetrahedral vacancies in each compound.  

x 

Value 
Compound 

% 

Tetrahedral 

Interstitial 

Vacancies 

in   

Compound 
8 - y

8
∗ 𝟏𝟎𝟎 

Single Crystal 

Compound 

% 

Tetrahedral 

Interstitial 

Vacancies 

in Single-

Crystal 

Compound  
8 - y

8
∗ 𝟏𝟎𝟎 

Any change 

in the % 

Tetrahedral 

Interstitial 

Vacancies 

between the 

compound 

and single 

crystal? 

- Cu8Se4 0% - - - 

- Cu4TiSe4 37.5% - - - 

- Cu2ZnSnSe4 50% - - - 

- Cu2In2Se4 50% - - - 

- 
Cu2In2-

2xGa2xSe4 
50% - - - 

- Cu2Mn3Se4 37.5% Cu2Mn3Se4 37.5% No 

x = 1.5 Cu2Zn3Se4 37.5% Cu2Zn3Se4 37.5% No 

x = 1 Cu2Zn2Ti0.5Se4 43.75% Cu2.75Zn0.625TiSe4 45.31% ↑ 1.56% 

x = 0.5 Cu2ZnTiSe4 50% Cu2ZnTiSe4 50% No 

x = 0 Cu2Ti1.5Se4 56.25% Cu3Ti1.25Se4 46.88% ↓ 9.38% 
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5.2 Synthesis: Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 

Table 5.2.1: Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4 synthesis methods. Refer to 

the proper sections for the procedures used.  

Compound 
Powder 

Synthesis 

Annealed 

Powder 

Synthesis 

Hot 

Pressed 

Pellet/ 

Bar 

Synthesis 

Single Crystal  

(SC) Method 

SC Synthesis 

Temperature(s) 

Used 

Cu2Zn3Se4 
Section 

5.2.1 

Section 

5.2.2 

Section 

5.2.3 

High-T 

Annealing 
(Section 5.2.4) 

1080 °C 

Cu2Zn2Ti0.5Se4 
Section 

5.2.1 
- - 

Melt & Slow 

Cool 
(Section 5.2.5) 

900 °C, then slow 

cool to 750 °C 

Cu2ZnTiSe4 
Section 

5.2.1 
- - 

Melt & Slow 

Cool 
(Section 5.2.5) 

900 °C, then slow 

cool to 750 °C 

Cu2Ti1.5Se4 
Section 

5.2.1 
- 

Section 

5.2.3 

Dual-Zone 

Furnace 
(Section 5.2.6) 

THot = 720 °C; 

TCold = 520 °C 

Cu2Mn3Se4 
Section 

5.2.1 
- - 

Dual Zone 

Furnace 
(Section 5.2.6) 

THot = 450 °C; 

TCold = 250 °C 

 

5.2.1 Powder Synthesis:  

Polycrystalline powder of were generated from a solid-state reaction of elements. 

Stoichiometric amounts of the proper elements: Cu (99.5%, Alfa Aesar), Zn (99.99%, J.T. Baker 

Chemical), Ti (99.5%, Alfa Aesar), Mn (99.3%, Alfa Aesar), or Se (99.5%, Sigma Aldrich) were 

weighed in an argon glovebox and ground thoroughly with a mortar and pestle, vacuum flame-

sealed in quartz tubes, and placed in a programmable furnace as described in Section 2.1.1. The 

reaction profile was as follows: heat to 300 °C in 12 hours, hold at 300 °C for 24 hours, heat to 

700 °C in 6 hours, hold at 700 °C for 72 hours, cool to 50 °C in 6 hours, and cool to 25 °C in 1 
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hour. The resultant ingot was ground into powder and PXRD, DSC, and UV-Vis-NIR diffuse 

reflectance spectroscopy measurements were performed.  

5.2.2 Annealing Powder: 

Ground powder was loaded into a quartz tube and flame-sealed at ~10 cm. When annealing 

was applied, the following conditions were used: heat to 1000 °C over 6 hours, dwell at 1000 °C 

for 3 weeks, cool to 25 °C over 24 hours. 

5.2.3 Hot-Pressed Pellet/Bar:  

Hot pressing was carried out in a similar fashion as described in Section 2.1.2. In this case, 

the temperature program was as follows: heat to 300 °C over 2 hours, dwell at 300 °C for 4 hours, 

cool to 25 °C over 2 hours. The pellet was pressed at a pressure of 98.6 MPa.  The pellet was 

polished to a mirror finish using 600/P1200/800 grit SiC paper. Proper densification was 

confirmed using the pycnometer (machine accuracy of < 0.3%). For electrical 

conductivity/Seebeck coefficient analysis, the pellet was cut into a rectangular bar with the 

approximate dimensions of 3 mm x 3 mm x 10 mm using an Isomet 1000 precision diamond saw 

and polished using the above SiC paper grit series. 

5.2.4 Single-Crystal Synthesis: High-T Annealing 

Due to a high melting point of ~1150 C, high-T annealing was utilized. Approximately 200 

mg of sample was placed into a quartz tube and sealed at a length of 7 cm. The following reaction 

profile was used: heat to 1080 °C over 12 hours, dwell at 1080 °C for 5 days, cool to 25 °C over 

12 hours. 
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5.2.5 Single-Crystal Synthesis: Melt & Slow-Cool 

Having a melting point around 800 °C, a melt & slow cool crystal growth procedure was 

used. Approximately 200 mg of sample was placed into a quartz tube and sealed at a length of 7 

cm. The following reaction profile was used: heat to 900 °C over 24 hours, slow cool to 750 °C 

over 5 days, cool to 25 °C over 12 hours. 

5.2.6 Single-Crystal Synthesis: Dual-Zone Furnace 

A dual-zone furnace method was used in this case. Figure 5.2.1 depicts the melting point 

of the sample, and the chosen hot temperature and cold temperature. A temperature gradient of 

200 °C was used.  Figure 5.2.2 gives a schematic of the dual-zone furnace. A tube length of 23 

cm was utilized, with 200 mg powder. The sample end of the tube was placed at T 
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Figure 5.2.1: Dual-Zone furnace single-crystal method instructions.   

 

Figure 5.2.2: Dual-zone furnace diagram.  
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5.3 Cu2Zn3Se4 (x = 1.5) Single Crystal Synthesis (Cu2Zn3Se4), Structural, Optical, and 

Thermoelectric Properties:  

5.3.1 Results & Discussion: Cu2Zn3Se4 (x = 1.5):  

5.3.1.1 Single Crystal Synthesis (Cu2Zn3Se4) (x = 1.5) 

Cu2Zn3Se4 single crystals were grown via a high-T annealing method at 1080 °C. Refer to 

Section 5.2 for more details. Figure 5.3.1 depicts the reacted powder on the left. The powder 

appeared dark/army green in color. The center image is an extended depth of focus (EDF) optical 

micrograph. The crystal is amber yellow in appearance and faceted. Also noted is the scale bar, 

with the crystal size being ~200 μm, i.e., 0.2 mm. The right image is another single crystal mounted 

on a glass fiber for single-crystal XRD analysis. Again, the crystal appeared amber yellow in color. 

 

Figure 5.3.1: Left: Cu2Zn3Se4 powder after reaction and being ground. Photograph was taken 

using an Apple iPhone 11 Pro Max camera (12 MP).  Middle: Cu2Zn3Se4 single crystal taken 

using a Nikon brightfield optical microscope with DS-Ri2 camera. Recorded using the extended 

depth of focus (EDF) mode at 20x magnification. Right: Cu2Zn3Se4 single crystal mounted on the 

tip of a glass fiber for single crystal XRD analysis. Image was recorded using a Leica S6E stereo 

microscope equipped with a Leica L2 light source at 4x zoom. Image was captured through the 

lenspiece with an Apple iPhone 11 Pro Max 2x telephoto optical zoom lens (12-megapixel), giving 

a total of ~8x magnification. 
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5.3.1.2 Structural Properties of Cu2Zn3Se4 

Cu2Zn3Se4 single crystals were grown and the crystal structure was solved using single-

crystal XRD and structure refinement. During refinement, two lattices were discovered, a small 

cell (SC) and a 3x3x3 supercell  version of the SC (labeled large cell, LC). Selected crystal data is 

listed in Table 5.3.1. Both the SC and LC versions of Cu2Zn3Se4 crystallized in the cubic 

Table 5.3.1: Selected crystallographic data for Cu2Zn3Se4. 

Cell Type Small Cell Large Cell 

Formula Cu2Zn3Se4 Cu2Zn3Se4 

Crystal system Cubic Cubic 

Space group Fm3̅m (#225) Fm3̅m (#225) 

a = b = c (Å) 5.6721(7) 17.014(2) 

α = β = γ (°) 90 90 

V (Å3) 182.49(4) 4925.15(100) 

Formula Mass (g/mol) 639.03 639.03 

ρ (g/cm3) 5.81451 5.81686 

Z 1 27 

Temperature (K) 300 300 

RAll 0.0174 0.0922 

Rint 0.0865 0.0491 

R1(Fo > 4σ(Fo)) 0.0174 0.0735 

wR2 (all) 0.0317 0.0913 

GooF 1.307 1.332 

 

Fm-3m (#225) space group with lattice parameters of a = 5.6721 Å and a =17.014 Å, respectively. 

Table 5.3.2 and Table 5.3.3  lists the atomic coordinates, equivalent isotropic displacement 

parameters, and site occupancies for the SC and LC, respectively. For the SC case, Zn1 and Cu1 

share the same Wyckoff position 8c, corresponding to the tetrahedral sites in the lattice. Also note 

the large amount of vacancies at each position. There is disorder of Cu and Zn atoms in all 
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tetrahedral sites: site ocupancy = 5/8, vacancy = 3/8. The 3x3x3 supercell was found to resolve the 

ordering of the Cu and Zn atoms in all tetrahedral sites. Notice that the overall site occupancy  

Table 5.3.2: Cu2Zn3Se4 Small Cell atomic coordinates, equivalent isotropic displacement 

parameters Ueq., and occupancies for all atoms. *Note: only U11 had values, so Ueq. = U11 here.  

Cu2Zn3Se4-small cell 

Atom Wyck. S.O.F. Vac. x y z *Ueq. (Å2 x 10-4) 

Se1 4a 1 - 0 0.5 0.5 349.4(7) 

Zn1 8c 0.38 62% 0.25 0.75 0.75 420.7(9) 

Cu1 8c 0.25 75% 0.25 0.75 0.75 420.7(9) 

 

Table 5.3.3: Cu2Zn3Se4 Large Cell atomic coordinates, equivalent isotropic displacement 

parameters Ueq., and occupancies for all atoms. 

Cu2Zn3Se4-large cell 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Se1 4a 1 - 0 0.5 0.5 352.1(4) 

Se2 48h 1 - 0.16667(3) 0.5 0.66667(3) 287.7(2) 

Se3 24e 1 - 0 0.5 0.83338(6) 321.4(2) 

Se4 32f 1 - 0.83334(2) 0.33334(2) 0.83334(2) 256.4(2) 

Zn1 32f 0.63 37% 0.08246(5) 0.58246(5) 0.91754(5) 371.8(4) 

Zn2 96k 0.63 37% 0.91661(4) 0.41661(4) 0.74917(7) 423(3) 

Cu1 8c 0.61 39% 0.75 0.25 0.75 273.2(5) 

Cu2 32f 0.61 39% 0.08407(4) 0.58407(4) 0.58407(4) 218.6(3) 

Cu3 48g 0.61 39% 0.25 0.58336 0.75 272(3) 

 

increased and the vacancies in each site decreased for the LC case. Figure 5.3.2  and Figure 5.3.3  

and depict the crystal projection along the a-axis for the SC and LC, respectively. Notice the mixed 

Cu/Zn site for the SC case. For the LC projection, the cell was divided into a 3x3x3 grid to help 

visualize the small cell repeat unit. Notice that in this case, Cu and Zn have separate atomic 

positions.  
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Figure 5.3.2: Cu2Zn3Se4 Small Cell crystal projection along the a-direction.  

 

Figure 5.3.3: Cu2Zn3Se4 Large Cell crystal projection along the a-direction. The blue dotted lines 

were overlayed to depict the 3x3 supercell. Each square represents the small cell.  
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Figure 5.3.4: Cu2Zn3Se4 Small Cell crystal projection along the a-direction, rotated, with all 

polyhedra.  

 

Figure 5.3.5: Cu2Zn3Se4 Large Cell crystal projection along the a-direction, rotated, with all 

polyhedra. 
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Cu2Zn3Se4 polyhedral projections along the a-direction rotated are found for SC and LC in 

Figure 5.3.4  and Figure 5.3.5, respectively. For all cases, the Cu1+ and Zn2+ were in tetrahedral 

coordination, forming MSe4 tetrahedra. In Figure 5.3.6, a small cell Cu/Zn-Cu/Zn chain is 

depicted to illustrate typical distances between metal ions, which is 2.836 Å.  For LC metal chains, 

Figure 5.3.7 illustrates metal-metal distances as well, being typically < 3 Å.   

 

Figure 5.3.6: Cu2Zn3Se4 Small Cell a-direction rotated, Cu/Zn chain with distances between metal 

ions noted.  

 

Figure 5.3.7: Cu2Zn3Se4 Large Cell a-direction, rotated Cu-Zn chain, with distances between 

metal ions noted.  

Bond distances between M-Se is shown for SC and LC in Table 5.3.4 and Table 5.3.5, 

respectively. In the SC case, the M-Se distances are uniformly 2.4561 Å.  
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Table 5.3.4: Cu2Zn3Se4 Small Cell selected inter-atomic bond distances (in Å). Small cell 

operators for generating equivalent atoms: (i) x, y+1/2, z+1/2; (ii) x+1/2, y, z+1/2; (iii) x+1/2, 

y+1/2, z; (iv) x, y-1/2, z-1/2; (v) x-1/2, y, z-1/2; (vi) x-1/2, y-1/2, z; (vii) -x, -y+1, -z+1; (viii) -x, -

y+3/2, -z+3/2; (ix) -x+1, -y+3/2, -z+3/2; (x) -x+1/2, -y+1, -z+3/2; (xi) -x+1/2, -y+2, -z+3/2; (xii) 

-x+1/2, -y+3/2, -z+1; (xiii) -x+1/2, -y+3/2, -z+2. 

Cu2Zn3Se4-small cell 

Atoms 1,2 d 1,2 [Å] 

Zn1/Cu1—Se1i 2.4561(3) 

Zn1/Cu1—Se1ii 2.4561(3) 

Zn1/Cu1—Se1iii 2.4561(3) 

Table 5.3.5: Cu2Zn3Se4 Large Cell selected inter-atomic bond distances (in Å). Large cell 

operators for generating equivalent atoms: (i) -x, 1-y, 1-z; (ii) -x, y, z; (iii) -x, 1-y, z; (iv) x, y, 1-

z; (v) -x, y, 1-z; (vi) x, 1-y, z; (vii) x, 1-y, 1-z; (viii) 1-x, y, z; (ix) 1-x, 1-y, z; (x) -0.5+z, -0.5+x, 

1-y; (xi) -0.5+z, 1.5-x, 1-y; (xii) 0.5-x, 1-y, 1.5-z; (xiii) -1+x, y, z; (xiv) -1+x, 1-y, z; (xv) 1.5-y, -

0.5+z, 1-x; (xvi) z, 0.5-x, 1.5-y; (xvii) 0.5+y, -0.5+z, x; (xviii) z, -0.5+x, 0.5+y; (xix) 1-z, 0.5-x, 

1.5-y; (xx) 0.5-y, 1.5-z, 1-x; (xxi) x, y, 2-z; (xxii) 1-z, 1.5-x, 0.5+y; (xxiii) 0.5-y, 1.5-z, x; (xxiv) 

0.5+y, 1-z, 0.5+x; (xxv) 1+x, y, z; (xxvi) 2-x, y, z; (xxvii) x, 0.5-y, 1.5-z; (xxviii) 1.5-x, 0.5-y, z; 

(xxix) 1.5-x, y, 1.5-z; (xxx) 0.5+x, -0.5+y, z; (xxxi) z, x, y; (xxxii) y, -0.5+z, 0.5+x; (xxxiii) -

0.5+z, 0.5+x, y; (xxxiv) -0.5+y, z, 0.5+x; (xxxv) 0.5-y, z, 1.5-x; (xxxvi) -0.5+x, 1-y, 1.5-z; (xxxvii) 

-0.5+x, 0.5+y, z. 

Cu2Zn3Se4-large cell 

Atoms 1,2 d 1,2 [Å] 

Zn1—Se3xix 2.4469(8) 

Zn1—Se3xx 2.4468(8) 

Zn1—Se4ix 2.4811(16) 

Zn2—Se2ix 2.4476(7) 

Zn2—Se2xxiv 2.4476(7) 

Zn2—Se3xxv 2.4655(11) 

Cu1—Se4xxvii 2.4560(7) 

Cu1—Se4xxviii 2.4560(7) 

Cu1—Se4xxix 2.4560(7) 

Cu2—Se2xxxiii 2.4486(7) 

Cu2—Se2xxxiv 2.4486(7) 

Cu3—Se4xxxvi 2.4556(7) 

Cu3—Se4ix 2.4556(7) 

Cu3—Se2xii 2.4560(7) 
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For LC, the M-Se bond distances are not uniform, showing evidence of distorted tetrahedra. In 

general, bond distances ranged from ~2.44-2.5 Å. Table C.1 and Table C.2 display the SC and 

LC anisotropic displacement parameters of each structure. Table C.3 and Table C.4 list the 

interatomic Se-M-Se bond angles for SC and LC. The Cu2Zn3Se4 small cell had uniform 

tetrahedral bond angles of 109.5°. The large cell had some Se-M-Se bond angles that were ideal, 

others more narrow than expected, and some wider than 109.5°.  

 In this work, polycrystalline powders of Cu2Zn3Se4 were synthesized via solid-state 

synthesis. PXRD of the sample was recorded to analyze the phase purity, shown in Figure 5.3.8.  

 

Figure 5.3.8: PXRD of Cu2Zn3Se4, plotted against the small cell and large cell patterns, as well as 

a potential minor binary phase of Cu2Se C2/c (PDXL #04-018-3523106).  
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The reacted, annealed, and hot-pressed pellet of Cu2Zn3Se4 was plotted against the SC and LC 

patterns, as well as a potential minor binary phase of Cu2Se C2/c (PDXL #04-018-3523106). The 

major peaks were indexed to the SC/LC Cu2Zn3Se4 pattern, with PDXL phase analysis identifying 

a minor Cu2Se monoclinic binary phase present. To verify the thermal stability of the compound, 

DSC was also performed, as can be seen in Figure 5.3.9. Thermal events were noted on the plot.  

 

Figure 5.3.9: Cu2Zn3Se4 DSC vs. temperature for both heating and cooling. The thermal 

transitions were also noted.  
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A low-T phase transition was noted at 131.7 °C, with the melting point occurring at 1148.4 

°C. Upon cooling, multiple transitions were observed, so the sample is not thermally stable after 

melting. To further probe the sample after the phase transition, high-T PXRD was utilized, as 

shown in Figure 5.3.10. In the experiment, the powder was loaded onto an inconel holder and 

covered with a graphite dome, as depicted in Figure 2.2.1. Before adding the sample powder, 

background scans were first recorded of the holder and dome.  

 

Figure 5.3.10: High-T PXRD of Cu2Zn3Se4. First, background scans were done on just the 

graphite dome and Inconel holder to help identify the peaks later. Next, the powder was scanned 

at various temperatures and dwell times.  
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Next, the powder was added, and PXRD scans were taken at room temperature, 600 °C, 

then RT again. At 12.92°, a peak does indeed disappear at high-T and appear again upon cooling 

back to RT. This is further confirmation that the DSC peak at 131.7 °C is indeed a phase transition.  

 Now, to analyze the Cu2Zn3Se4 phase purity further, a Cu-Se binary phase diagram from 

ASM was referenced, as seen in Figure C.1. Also, for a reference, experimental Cu2Se powder 

XRD and DSC plots are shown in Figure C.2. On the phase diagram, the heating DSC transition 

temperatures were noted on the y-axis, and the potential binary Cu2Se monoclinic phase was noted 

on the x-axis. We see that the temperatures correspond closely to the Cu2Se phase transitions, but 

this is consistent with the fact that the original design of the Cu2Zn3Se4 compound was modeled 

after the Cu2Se system. Re-writing Cu2Zn3Se4 as M5Se4 and Cu2Se as M8Se4, we have very similar 

chemical make-up, with more vacancies in the lattice present in the ternary compound. Further, 

Cu1+ and Zn2+ are isoelectronic, with both ions having an electron configuration of [Ar]3d10. As 

such, the PXRD and DSC results are what was to be expected. The Cu2Zn3Se4 chemical system 

should behave quite similar to Cu2Se.  

 Finally, the oxidation states in Cu2Zn3Se4 (Cu1+, Zn2+, Se2-) were verified via XPS. Figure 

5.3.11 shows the results. Reference values were obtained via the handbook of XPS, and listed in 

Table C.5.31 Cu1+, Zn2+, and Se2- were found to be within the proper energy windows, so the 

oxidation states of each of the elements were indeed confirmed.  
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Figure 5.3.11: XPS counts per second vs. binding energy for (a) Cu; (b) Zn; (c) Se. Two scans 

were run on the same pellet portion to ensure the data collection was sufficient.  
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5.3.1.3 Optical Properties of Cu2Zn3Se4 

Diffuse reflectance UV-Vis-NIR spectroscopy was performed on Cu2Zn3Se4. Later, the 

Kubelka-Munk equation F(R)33 was used to transform percent reflectance data to absorption, 

which was then plotted as a function of energy in electron volts, eV. The left image in Figure 

5.3.12 depicts F(R) vs. wavelength. On the right, we see a plot of [F(R)*hν]1/r vs. energy, where r 

= ½ corresponds to a direct bandgap Eg. To determine Eg, an absorption edge tangent line was 

extrapolated to the x-axis; the intercept with the x-axis corresponded to Eg. The direct bandgap 

was found to be 2.24 eV, corresponding to a maximum absorbed wavelength (λMax) of ~554 nm. 

As such, Cu2Zn3Se4 can absorb in the UV and a portion of the visible spectrum (violet, blue, cyan, 

and green). However, lower energy visible colors (yellow, orange, and red) will not be absorbed, 

as well as the whole NIR/IR portion of the solar spectrum. See Figure 1.3.4 to reference the solar 

spectrum.  

Now, in order to be complete in the optical analysis, one must consider the potential minor 

Cu2Se monoclinic secondary phase. According to Choi et al., the low-T α-Cu2Se monoclinic phase 

has a bulk indirect bandgap between 1-1.3 eV.107 For reference, the high-T β-Cu2Se cubic Fm-3m 

phase essentially has no bandgap, being semi-metallic.107 Since the Cu2Zn3Se4 bandgap was found 

to be 2.24 eV, and because the secondary Cu2Se phase is very minor with a much lower bandgap, 

the second phase should not be factoring into the recorded Cu2Zn3Se4 Eg value.  
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Figure 5.3.12: (Left): UV-Vis-NIR diffuse reflectance Tauc plot analysis. The Kubelka-Munk 

function F(R) was used to transform the reflectance data to absorbance. Plot of F(R) vs. 

wavelength. (Right): Plot of [F(R)*hν]1/r vs. energy; r = ½ was chosen here to signify a direct, 

allowed transition (direct bandgap). To determine the direct optical bandgap (Eg), an absorption 

edge tangent line was extrapolated to the x-axis; the intercept with the x-axis corresponds to Eg.  
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5.3.1.4 Thermoelectric Properties of Cu2Zn3Se4 

Temperature-dependent electrical conductivity (σ) and Seebeck coefficient (S) were 

measured. Raw heating and cooling σ/S data were fit using 4th-order and 3rd-order polynomials 

with respect to temperature, respectively, with polynomial coefficients taken to 16 decimal places. 

Figure 5.3.13a presents the fitted σ data. Between T = 300-425 K, typical semiconductor behavior 

with increasing T was observed. However, due to the high electrical conductivity, at high enough   

 

Figure 5.3.13: Temperature-dependent thermoelectric properties: (a) electrical conductivity (σ); 

(b) thermopower (S); (c) total thermal conductivity (κT); (d) figure of merit (zT). 
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temperature, enough p-type hole carriers were thermally excited to behave in a metallic-like 

fashion (degenerate semiconductor). For T = 425-800 K, σ was seen to decrease with increasing 

T, following a metallic Wiedemann-Franz Law-like behavior of σ = κe/ LT, i.e., σ ∝ 
1

T
. Figure C.3 

depicts a plot of σ vs. 1/T-at high-T, a linear relationship with 1/T is indeed observed. The values 

for σ ranged from 6672.3 S/m at T = 800 K to 13682 S/m at T = 425 K; at T = 300 K, σ = 11681 

S/m.  

The temperature-dependent Seebeck coefficient is seen in Figure 5.3.13b. Between 300-

350 K, S was found to slightly decrease from +73.7 μV/K to +70.7 μV/K. For T = 350-800 K, S 

increased from +70.7 μV/K to +151.3 μV/K. Throughout the temperature range, S was positive, 

indicating a p-type material. According to the Mott equation, the Seebeck coefficient of a 

degenerate semiconductor is given by:  

 
S = -

π2kB
2

6eEF

T ∝ T 
5.3-1, 

Where kB is the Boltzman constant, e is the electronic charge, and EF is the Fermi energy.108 So, 

the roughly linear increase in S with rising T after the transition temperature is consistent with 

what theory predicts.  

Next, Figure C.4 depicts the temperature-dependent power factor (PF = σS2). PF ranged 

from 0.634 μV/cm*K for T = 300 K to 1.53 μV/cm*K for T = 800 K. Throughout the temperature 

range, PF was seen to increase with increasing T. In order to analyze the electrical conductivity 

further, Arrhenius analysis was carried out in Figure 5.3.14.  In Figure 5.3.14a, the figure was 

divided into the high-T degenerate semiconductor/ metallic-like region (R1) and the low-T 

extrinsic semiconductor region (R2). Figure 5.3.14b shows the low-T extrinsic region Arrhenius 

plot, used to obtain the activation energy, Ea by fitting the ln(σ) vs. 1/T region with a linear 

trendline and extracting the slope. Ea was found to be 36.6 meV. Interestingly, the Ea value of 36.6 
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meV was quite consistent with the Cu vacancy defect level reported for CuInSe2 (Cu2In2Se4) by 

Zhang, Wei, and Zunger.109 In their work on CuInSe2 (Cu2In2Se4), these Cu vacancies caused p-

type self-doping.109 It is likely that a similar Cu vacancy p-type doping mechanism is involved for 

Cu2Zn3Se4. For σ vs. T, the increasing behavior from T = 300 K-425 K was caused by the carrier 

population of the Cu vacancy acceptor level. Similarly, the carrier population caused a slight dip 

in S vs. T from T = 300 K-350 K.  

 

Figure 5.3.14: (a) Electrical conductivity Arrhenius plot. The figure was divided into the high-T 

degenerate semiconductor/ metallic-like region (R1) and the low-T extrinsic semiconductor region 

(R2). (b) Low-T extrinsic region Arrhenius plot, employed to obtain the activation energy, Ea by 

fitting the ln(σ) vs. 1/T region with a linear trendline and extracting the slope. Ea was found to be 

36.6 meV.  

 Additionally, the temperature-dependent total thermal conductivity was recorded in Figure 

5.3.13c. To gather κT, The equation κT = ρCpD was used, where ρ is pellet density, Cp is heat 

capacity, and D is thermal diffusivity. The Dulong-Petit Law was used to calculate Cp, given by 

Equation 2.2-1. The temperature-dependent thermal diffusivity was measured during the laser 

flash analysis (LFA) measurement, with the raw data being fit by a 4th-order polynomial, with 
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coefficients taken to 16 decimal places. With increasing T, κT was found to decrease from ~4 

W/mK at 300 K, to ~1.52 W/mK at 800 K.  

Wiedemann-Franz Law analysis was applied to κT to decouple the κe and κL contributions, 

as shown in Figure 5.3.15. It was found that κe contributed between ~2-9% to κT, while κL  

 

Figure 5.3.15: (a) Total thermal conductivity vs. temperature (b) Electronic thermal conductivity 

(κe) and (c) Lattice thermal conductivity (κL) contributions, utilizing Wiedemann-Franz Law 

analysis. It was determined that κe contributed ~2-9% to κT. 

contributed ~91-98% to κT. Notice that in Figure 5.3.15b, κe increased from 300-550 K, then 

decreased afterward. Recall that κe = LσT: so, we can see the temperature effect on κe dominated 

the behavior at this range. From 550-800 K, the electrical conductivity contribution takes over, 

causing the decrease seen in κe in this regime. Recall that for Figure 5.3.13a, we saw that after the 

transition temperature (~425 K), σ decreased with increasing T. The overall temperature-
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dependent behavior of κL in Figure 5.3.15c mirrored that of κT. According to Ashcroft & Mermin, 

at high-T, κL is given by the following power law:  

 
κL ~ 

1

Tx
  

5.3-2, 

where x ranges from 1-2.110 The precise value of x is dependent on the type of phonon scattering 

processes involved.110 So, from Equation 5.3-2, we can see that with increasing T, the amount of 

phonon scattering increases, decreasing κL. Since κL is the dominant contribution to κT, this 

explains the temperature-dependent behavior of κT. In general, the high-symmetry cubic lattice 

also helps explain why κL and κT are relatively large, as the well-ordered crystal will propogate 

phonons better than lower symmetry polymorphs.  

Finally, temperature-dependent the thermoelectric figure of merit (zT) is shown in Figure 

5.3.13d. With increasing T, zT was found to increase from 0.005 at 300 K to 0.08 at 800 K. At 

some T  > 800 K, the Cu2Zn3Se4 zT should reach 0.1. Recall that zT is given by the equation zT = 

(σS2/κT)T: The large σ and moderate S are promising, but since κT is > 1 throughout the 

temperature range, the zT value is relatively low.  
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5.3.2 Conclusion & Future Work: Cu2Zn3Se4 (x = 1.5):  

Cu2Zn3Se4 single crystals were grown via a high-T annealing method at 1080 °C. Amber 

yellow faceted crystals were created, with the largest of the crystal sizes being ~0.2 mm wide. 

Single-crystal XRD and structure refinement revealed a small cell and larger 3x3 supercell, both 

crystallizing in the cubic Fm-3m space group with lattice parameters of a = 5.6721 Å and 17.014 

Å, respectively. Cu2Zn3Se4 was isostructural with β-Cu2Se, the high-T cubic Fm-3m phase. For 

SC, Zn1 and Cu1 shared the same site, having a 3/8 total vacancy. The 3x3 supercell was found to 

resolve the ordering of Cu and Zn in all tetrahedral sites. For LC, the vacancies at each site 

decreased overall. All metals for SC and LC were found in tetrahedral MSe4 coordination. 

Distances between metal atoms were typically < 3 Å. For SC, M-Se distances were uniformly 

2.4561 Å, while LC bond distances ranged from ~2.44-2.5 Å. Bond angles in the small cell were 

all 109.5°, while the large cell had some Se-M-Se bond angles that were ideal, others narrower 

than expected, and some wider than 109.5°.  

Cu2Zn3Se4 powder was synthesized, and PXRD revealed a phase match with both the SC 

and LC phases. PDXL phase matching identified a minor binary phase of Cu2Se C2/c. DSC 

revealed a phase transition at 131.7 °C, followed by melting at 1148.4 °C. Upon cooling, multiple 

peaks were noticed-evidence of thermal instability. To probe the phase transition further, high-T 

PXRD was used, and revealed that above 131.7 °C, a peak at 12.92° disappears, further proof of 

the phase transition. Referencing the ASM Cu-Se binary phase diagram noted that the thermal 

events closely mirrored the Cu2Se RT to HT phase transition, followed by melting. This is 

consistent with the fact that Cu2Zn3Se4 was modeled after the Cu2Se HT structure. XPS confirmed 

the expected oxidation states for each of the elements present.  
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Diffuse reflectance UV-Vis-NIR spectroscopy was implemented to analyze the optical 

properties of the sample, and the Kubelka-Munk function and Tauc plot analysis was applied to 

gather the direct optical bandgap, Eg. The analysis revealed that Eg = 2.24 eV, corresponding to a 

λMax of 554 nm. As such, Cu2Zn3Se4 can absorb in the UV and a portion of the visible spectrum 

(violet, blue, cyan, and green). However, lower energy visible colors (yellow, orange, and red) will 

not be absorbed, as well as the whole NIR/IR portion of the solar spectrum. For reference, the 

binary Cu2Se RT monoclinic phase has an indirect bandgap of 1-1.3 eV. So, the measured bandgap 

belongs to Cu2Zn3Se4.  

Thermoelectric properties of Cu2Zn3Se4 were also measured. Electrical conductivity 

revealed a highly conductive material, with values ranging from 6672.3 S/m at T = 800 K to 13682 

S/m at T = 425 K; at T = 300 K, σ = 11681 S/m. Between T = 300-425 K, typical semiconductor 

behavior was noticed. However, for T = 425-800 K, degenerate semiconductor was seen, with σ 

decreasing in a 1/T-like fashion. The Seebeck coefficient was moderate and positive (p-type 

material), generally increasing with increasing T in a degenerate semiconductor Mott equation-

like behavior. S values ranged from +70.7 μV/K at T = 350 K, to +151.3 μV/K at T = 800 K. 

Power factor increased with increasing T, ranging from 0.634 μV/cm*K for T = 300 K to 1.53 

μV/cm*K for T = 800 K. Arrhenius analysis on σ vs. T revealed that in the low-T extrinsic region, 

an activation energy Ea of 36.6 meV was revealed, consistent with Cu vacancy defect levels 

reported in CuInSe2. For σ vs. T, the increasing behavior from T = 300 K-425 K was caused by 

the carrier population of the Cu vacancy acceptor level. Similarly, the carrier population caused a 

slight dip in S vs. T from T = 300 K-350 K. With increasing T, κT was found to decrease from ~4 

W/mK at 300 K, to ~1.52 W/mK at 800 K. Wiedemann-Franz Law analysis revealed that κe 
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contributed ~2-9% to κT. Finally, thermoelectric figure of merit was calculated, and zT was found 

to increase from 0.005 at 300 K to 0.08 at 800 K. 

In summation, Cu2Zn3Se4 single crystals were grown and polycrystalline powder was 

synthesized, and the compound exhibited promising properties such as a direct optical bandgap of 

2.24 eV, being a wide-bandgap semiconductor. Also, the Seebeck coefficient revealed p-type 

conduction, and a large electrical/ thermal conductivity. Based on λMax, Cu2Zn3Se4 could be a 

promising detector material for UV, as well as the visible colors violet, blue, cyan, and green. 

Interestingly, λMax is quite close to the wavelength where the sun peaks in spectral irradiance. 

Perhaps, Cu2Zn3Se4 could also be integrated in a multi-junction solar cell, where it could absorb 

the higher energy portion of the solar spectrum.  

In the future, it may be worthwhile to probe the acceptor states in the compound further 

with photoluminescence measurements. Additionally, thin film ellipsometry measurements could 

be interesting, as this would reveal the index of refraction (n), extinction coefficient (k), and optical 

absorption coefficient (α) of Cu2Zn3Se4. For the ellipsometry measurements, a Cu2Zn3Se4 thin film 

would need to be grown; with collaboration of the Heron lab, pulsed-laser deposition (PLD) could 

be a possible route, following similar thin film conditions to Chen et al.’s work on Cu4TiSe4.
92 

These optical properties could be useful for further understanding its viability as a potential UV-

visible photodetector and wide-bandgap photovoltaic absorber material. Additionally, due to the 

relatively low DSC phase transition at 131.9 °C, a temperature-dependent single-crystal XRD and 

structure refinement study of Cu2Zn3Se4 from 80-400 K could be interesting to carry out.  
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5.4 Cu2Zn2Ti0.5Se4 (x = 1) Single Crystal Synthesis (Cu2.75Zn0.625TiSe4), Structural, and 

Optical Properties:  

5.4.1 Results & Discussion: Cu2Zn2Ti0.5Se4 (x = 1):  

5.4.1.1 Single Crystal Synthesis (Cu2.75Zn0.625TiSe4) 

In order to grow single crystals, Cu2Zn2Ti0.5Se4 powder was reacted via a melt & slow cool 

method, starting at 900 °C, then slowly cooling to 750 °C. Refer to Section 5.2 for more details. 

Interestingly, single-crystal XRD analysis and structure refinement revealed the crystals formed 

were a different stoichiometry than the powder used. In fact, Cu2.75Zn0.625TiSe4 single crystals were 

grown-slightly Cu-rich, Zn-poor, and Ti-rich when compared to the original powder formula. As 

such, Cu2.75Zn0.625TiSe4 must be the more stable stoichiometry. In Figure 5.4.1, the left image 

depicts the original Cu2Zn2Ti0.5Se4 powder, appearing greyish in color. The right image shows a 

mounted Cu2.75Zn0.625TiSe4 single crystal, appearing grey/black in color and irregular in shape.  

 

Figure 5.4.1: Left: Cu2Zn2Ti0.5Se4 powder after reaction and being ground. Photograph was taken 

using an Apple iPhone 11 Pro Max camera (12 MP).  Right: Cu2.75Zn0.625TiSe4 single crystal 

mounted on the tip of a glass fiber for single crystal XRD analysis. Image was recorded using a 

Leica S6E stereo microscope equipped with a Leica L2 light source at 4x zoom. Image was 

captured through the lenspiece with an Apple iPhone 11 Pro Max 2x telephoto optical zoom lens 

(12-megapixel), giving a total of ~8x magnification.  
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5.4.1.2 Structural Properties of Cu2Zn2Ti0.5Se4 

In this work, Cu2Zn2Ti0.5Se4 powder was reacted to grow single crystals. Surprisingly, 

structure refinement revealed that the grown crystals were of a different stoichiometry: 

Cu2.75Zn0.625TiSe4. Cu2.75Zn0.625TiSe4 was found to crystallize in the F-43c space group (#219), 

with a lattice parameter of a = 11.2958 Å. Table 5.4.1 lists selected crystal data for the compound.  

Table 5.4.1: Selected crystallographic data for Cu2.75Zn0.625TiSe4. 

 

Formula Cu2.75Zn0.625TiSe4 

Crystal system Cubic 

Space group F4̅3c (#219) 

a = b = c (Å) 11.2958(13) 

α = β = γ (°) 90 

V (Å3) 1441.29(29) 

Formula Mass (g/mol) 1158.66 

ρ (g/cm3) 5.33935 

Z 4 

Temperature (K) 300 

RAll 0.037 

Rint 0.0553 

R1(Fo > 4σ(Fo)) 0.037 

wR2 (all) 0.1002 

GooF 1.242 

 

In Table 5.4.2, the atomic coordinates, isotropic displacement parameters, and site occupancies 

are listed.  In this structure, Cu1, Zn1, and Ti1 all occupy separate sites in the crystal. The Cu1 site 

has a low amount of vacancies (~0.64/8), while the Zn1 site has a vacancy of ~3/8. Interestingly, 

the Ti1 position is fully occupied, with no vacancies. Figure 5.4.2  shows the Cu2.75Zn0.625TiSe4 

crystal structure. Note that all metal positions are ordered and not shared.  
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Table 5.4.2: Cu2.75Zn0.625TiSe4 atomic coordinates, equivalent isotropic displacement parameters 

Ueq., and occupancies for all atoms. 

 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Se1 32e 1 - 0.12424(13) 0.12424(13) 0.12424(13) 284.4(7) 

Cu1 24d 0.92 8% 0 0 0.25 75(7) 

Zn1 8a 0.63 37% 0 0 0 126.8(20) 

Ti1 8b 1 0% 0.25 0.25 0.25 157.3(17) 

 

Figure 5.4.2: Cu2.75Zn0.625TiSe4 crystal structure.  
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Figure 5.4.3: Cu2.75Zn0.625TiSe4 crystal structure with tetrahedral polyhedra drawn. 

 

In Figure 5.4.3, the tetrahedral polyhedra are depicted along with the crystal structure. Figure 

5.4.4  and Figure 5.4.5 show the Ti and Zn connectivity in the lattice, respectively. There is corner-

sharing between ZnSe4 and TiSe4 tetrahedra; edge-sharing between ZnSe4 and CuSe4 tetrahedra; 

corner-sharing between CuSe4 tetrahedra. In Table 5.4.3, M-Se bond distances are reported. 

Within each metal, the interatomic distances are consistent. In general, values ranged between 

~2.44-2.5 Å.   
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Figure 5.4.4: Cu2.75Zn0.625TiSe4 Ti coordination connectivity.  

 

Figure 5.4.5: Cu2.75Zn0.625TiSe4 Zn coordination connectivity.   
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Table 5.4.3: Cu2.75Zn0.625TiSe4 selected inter-atomic bond distances (in Å). Operators for 

generating equivalent atoms: (i) y, z, x; (ii) z, x, y; (iii) -x, -y, z; (iv) -y, x, 0.5-z; (v) y, -x, 0.5-z; 

(vi) y, x, 0.5+z; (vii) x, -y, -z; (viii) -x, y, -z; (ix) y, -z, -x; (x) -z, -x, y; (xi) x, 0.5-y, 0.5-z; (xii) 

0.5-x, 0.5-y, z; (xiii) 0.5-x, y, 0.5-z. 

Atoms 1,2 d 1,2 [Å] 

Cu1—Se1iii 2.4407(9) 

Cu1—Se1iv 2.4407(9) 

Cu1—Se1v 2.4407(9) 

Zn1—Se1vii 2.431(2) 

Zn1—Se1viii 2.431(2) 

Zn1—Se1iii 2.431(2) 

Ti1—Se1xi 2.460(2) 

Ti1—Se1xii 2.460(2) 

Ti1—Se1xiii 2.460(2) 

 

Anisotropic displacement parameters are reported in Table D.1, and Se-M-Se bond angles are 

found in Table D.2. For the case of M = Zn1 and Ti1, the bond angles were the ideal tetrahedral 

bond angle of 109.5°, while for the case of M = Cu1, the angle was either narrower or wider.  

In order to verify the phase purity of the Cu2Zn2Ti0.5Se4 powder, PXRD was performed 

and compared to the Cu2.75Zn0.625TiSe4 crystal reference pattern (Figure 5.4.6). The powder 

pattern matched extremely well, and PDXL phase matching did not identify any secondary phases 

present.   
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Figure 5.4.6: PXRD of Cu2Zn2Ti0.5Se4, plotted against the Cu2.75Zn0.625TiSe4 single crystal pattern.  

 

To test the thermal stability of Cu2Zn2Ti0.5Se4, DSC was implemented. The heating and 

cooling DSC is seen in Figure 5.4.7. Since XRD verified that Cu2Zn2Ti0.5Se4 is single phase, 

thermal events at 375.5 °C and 511 °C are likely phase transitions in the crystal. The melting point 

of the sample was 798.6 °C. Cooling DSC revealed multiple peaks present, meaning the melting 

point was not reversible. To probe the phase transitions further, high-T PXRD was taken at 425 

°C and 600 °C, depicted in Figure 5.4.8. Interestingly, no changes in the XRD pattern was 

observed at elevated T.   
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Figure 5.4.7: Cu2Zn2Ti0.5Se4 DSC vs. temperature for both heating and cooling. The thermal 

transitions were also noted. 
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Figure 5.4.8: High-T PXRD of Cu2Zn2Ti0.5Se4. First, background scans were done on just the 

graphite dome and Inconel holder to help identify the peaks later. Next, the powder was scanned 

at various temperatures and dwell times. 
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5.4.1.3 Optical Properties of Cu2Zn2Ti0.5Se4 

Diffuse reflectance UV-Vis-NIR spectroscopy was performed on Cu2Zn2Ti0.5Se4. Later, 

the Kubelka-Munk equation F(R)33 was used to transform percent reflectance data to absorption, 

which was then plotted as a function of energy in electron volts, eV. The left image in Figure 5.4.9 

depicts F(R) vs. wavelength. On the right, we see a plot of [F(R)*hν]1/r vs. energy, where r = ½ 

corresponds to a direct bandgap Eg. To determine Eg, an absorption edge tangent line was 

extrapolated to the x-axis; the intercept with the x-axis corresponded to Eg. The direct bandgap 

was found to be 2.59 eV, corresponding to a maximum absorbed wavelength (λMax) of ~479 nm. 

As such, Cu2Zn2Ti0.5Se4 can absorb in the UV and a portion of the visible spectrum (violet, blue, 

and blue-cyan). However, visible colors such as cyan, green, yellow, orange, and red will not be 

absorbed. Additionally, the whole NIR/IR portion of the solar spectrum would be too low in energy 

as well. See Figure 1.3.4 to reference the solar spectrum. No secondary phases were identified via 

PDXL in this case, so the recorded Eg value must be the true value for Cu2Zn2Ti0.5Se4. 

 

 

Figure 5.4.9: (Left): UV-Vis-NIR diffuse reflectance Tauc plot analysis. The Kubelka-Munk 

function F(R) was used to transform the reflectance data to absorbance. Plot of F(R) vs. 
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wavelength. (Right): Plot of [F(R)*hν]1/r vs. energy; r = ½ was chosen here to signify a direct, 

allowed transition (direct bandgap). To determine the direct optical bandgap (Eg), an absorption 

edge tangent line was extrapolated to the x-axis; the intercept with the x-axis corresponds to Eg. 

 

5.4.2 Conclusion & Future Work: Cu2Zn2Ti0.5Se4 (x = 1):  

In order to grow single crystals, Cu2Zn2Ti0.5Se4 powder was reacted via a melt & slow cool 

method, starting at 900 °C, then slowly cooling to 750 °C. Interestingly, single-crystal XRD 

analysis and structure refinement revealed that Cu2.75Zn0.625TiSe4 single crystals were grown-

slightly Cu-rich, Zn-poor, and Ti-rich when compared to the original powder formula. As such, 

Cu2.75Zn0.625TiSe4 must be the more stable stoichiometry. The Cu2.75Zn0.625TiSe4 single crystals 

were grey/black in color and irregular in shape. Structure refinement revealed that the sample 

crystallized in the cubic F-43c phase with a = 11.2958 Å. The Cu1 site had a low amount of 

vacancy at ~0.64/8, Zn1 had a vacancy of ~3/8, and Ti was fully occupied. All metal sites were 

ordered, with no mixed metal sharing. Every metal was found to be in tetrahedral coordination, 

with corner-sharing between ZnSe4 and TiSe4 tetrahedra; edge-sharing between ZnSe4 and CuSe4 

tetrahedra; corner-sharing between CuSe4 tetrahedra. M-Se distances were self-consistent, ranging 

from ~2.44-2.5 Å. For M = Zn1 and Ti1, the Se-M-Se bond angle was ideal at 109.5°, while for 

M = Cu1, the angle was either narrower or wider than expected.  

PXRD revealed that although the Cu2Zn2Ti0.5Se4 powder formed a different single-crystal 

stoichiometry of Cu2.75Zn0.625TiSe4, the peaks still matched quite well. PXDL phase analysis 

revealed no secondary phases. DSC revealed two phase transitions of 375.5 °C and 511 °C, 

followed by sample melting at 798.6 °C. Cooling revealed that the melting was not reversible. 

Surprisingly, high-T PXRD did not reveal any obvious phase transformations.  

Diffuse reflectance UV-Vis-NIR spectroscopy was used to analyze the optical properties 

of the sample, and the Kubelka-Munk function and Tauc plot analysis was applied to gather the 



 121 

direct optical bandgap, Eg. The analysis revealed that Eg = 2.59 eV, corresponding to a λMax of 479 

nm; so, the material would absorb in the UV, and visible for violet, blue, and blue-cyan.  

In the future, it would be interesting to measure the thermoelectric properties and XPS of 

Cu2Zn2Ti0.5Se4 and compare to Cu2Zn3Se4. For this Cu2Zn2xTi(3-2x)/2Se4 iteration, there is Ti 

present, so the effect of Ti on the properties would be intriguing. Further, it could be worthwhile 

to synthesize Cu2.75Zn0.625TiSe4 powder using the same reaction profile and characterize via 

PXRD, DSC, and high-T PXRD to confirm similar behavior to Cu2Zn2Ti0.5Se4 powder.  
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5.5 Cu2ZnTiSe4 (x = 0.5) Single Crystal Synthesis (Cu2ZnTiSe4), Structural, and Optical 

Properties:  

5.5.1 Results & Discussion: Cu2ZnTiSe4 (x = 0.5):  

5.5.1.1 Single Crystal Synthesis (Cu2ZnTiSe4) (x = 0.5) 

Single crystals were grown via a melt & slow cool method, starting at 900 °C, then slowly 

cooling to 750 °C. See Section 5.2 for more details. The left image in Figure 5.5.1 shows the 

Cu2ZnTiSe4 powder after reaction, appearing dark grey/black in color. The right image depicts a 

mounted Cu2ZnTiSe4 single crystal, appearing pink-red in color and irregular in shape.  

 

Figure 5.5.1: Left: Cu2ZnTiSe4 powder after reaction and being ground. Photograph was taken 

using an Apple iPhone 11 Pro Max camera (12 MP).  Right: Cu2ZnTiSe4 single crystal mounted 

on the tip of a glass fiber for single crystal XRD analysis. Image was recorded using a Leica S6E 

stereo microscope equipped with a Leica L2 light source at 4x zoom. Image was captured through 

the lenspiece with an Apple iPhone 11 Pro Max 2x telephoto optical zoom lens (12-megapixel), 

giving a total of ~8x magnification. 
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5.5.1.2 Structural Properties of Cu2ZnTiSe4 

Cu2ZnTiSe4 single crystals were grown and studied via single-crystal XRD and structure 

refinement. The results revealed a small cell, crystallizing in the cubic F-43m (#216) space group 

and possessing a lattice parameter of a = 5.6812 Å. Additionally, a larger 2x2x2 supercell (LC) 

was discovered, with space group Fd-3m (#227) and lattice parameter a = 11.3292 Å. The general 

crystal data is found in Table 5.5.1.  

Table 5.5.1: Selected crystallographic data for Cu2ZnTiSe4. 

 

Cell Type Small Cell Large Cell 

Formula Cu2ZnTiSe4 Cu2ZnTiSe4 

Crystal system Cubic Cubic 

Space group F4̅3m (#216) Fd3̅m (#227) 

a = b = c (Å) 5.6812(7) 11.3292(13) 

α = β = γ (°) 90 90 

V (Å3) 183.37(4) 1454.11(29) 

Formula Mass (g/mol) 556.19 556.19 

ρ (g/cm3) 5.03647 5.08088 

Z 1 8 

Temperature (K) 300 300 

RAll 0.021 0.0526 

Rint 0.1832 0.1652 

R1(Fo > 4σ(Fo)) 0.021 0.0409 

wR2 (all) 0.0533 0.1074 

GooF 1.074 0.865 

 

Table 5.5.2 and Table 5.5.3 list the atomic coordinates, equivalent isotropic displacement 

parameters, and site occupancies for SC and LC. In SC, Cu1 and Zn1 share the same Wyckoff 

position 4c, with a total site vacancy of 2/8. On the other hand, Ti1 sits a the 4d position with a 6/8 

vacancy. In the 2x2 supercell, Cu1 and Zn1 was found to share the 16d site, with a site vacancy of 
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~4.56/8. Similarly, Cu2 and Zn2 was found to share the 32e site, with a site vacancy of ~4.56/8. 

The 2x2x2 supercell resolved the Ti1 disorder, having 100% site occupancy.   

 

Table 5.5.2: Cu2ZnTiSe4 Small Cell atomic coordinates, equivalent isotropic displacement 

parameters Ueq., and occupancies for all atoms. 

Cu2ZnTiSe4-small cell 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Se1 4b 1 - 0.5 0.5 0.5 163.8(10) 

Cu1 4c 0.5 50% 0.25 0.25 0.25 89.6(12) 

Zn1 4c 0.25 75% 0.25 0.25 0.25 89.6(12) 

Ti1 4d 0.25 75% 0.25 0.25 0.75 515.1(125) 

 

Table 5.5.3: Cu2ZnTiSe4 Large Cell atomic coordinates, equivalent isotropic displacement 

parameters Ueq., and occupancies for all atoms. 

 

Cu2ZnTiSe4-large cell 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Cu1 16d 0.29 71% 0.38 0.38 0.62 49.3(3) 

Zn1 16d 0.14 86% 0.38 0.38 0.62 49.3(3) 

Cu2 32e 0.29 71% 0.38 0.88 0.38 46.9(4) 

Zn2 32e 0.14 86% 0.38 0.88 0.38 46.9(4) 

Ti1 16d 1 0% 0.13 0.13 0.63 220.1(4) 

Se1 48f 1 - 0.25 0.25 0.5 107.2(3) 

Se2 48f 1 - 0.25 0 0.25 109.7(3) 

 

Figure 5.5.2  and  Figure 5.5.3  depict the SC and LC along the a-direction. For both SC 

and LC, note the mixed metal site of Cu/Zn. For LC, the 2x2x2 supercell grid was drawn. In Figure 

5.5.4  and Figure 5.5.5, the MSe4 tetrahedra were added, projected along the a-direction, rotated.  
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Figure 5.5.2: Cu2ZnTiSe4 Small Cell crystal projection along the a-direction.  

 

Figure 5.5.3:  Cu2ZnTiSe4 Large Cell crystal projection along the a-direction. The blue dotted lines 

were overlayed to depict the 2x2 supercell. Each square represents the small cell. 
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Figure 5.5.4: Cu2ZnTiSe4 Small Cell crystal projection along the a-direction, rotated, with all 

polyhedra. 

 

 
Figure 5.5.5: Cu2ZnTiSe4 Large Cell crystal projection along the a-direction, rotated, with all 

polyhedra. 
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To get a sense of the typical M-M distance in SC and LC, Figure 5.5.6 and Figure 5.5.7 was 

drawn. Distances between Cu/Zn-Cu/Zn and Cu/Zn-Ti were ~4 Å. For LC, the Ti-Ti distance was 

~8 Å. This makes sense, as Ti4+-Ti4+ has a large amount of electrostatic repulsion.  

 

Figure 5.5.6: Cu2ZnTiSe4 small cell [011] direction rotated, Cu/Zn-Cu/Zn chain. 

 

Figure 5.5.7: Cu2ZnTiSe4 large cell [011] direction rotated, Ti-Cu/Zn-Ti chain. 

 

Table 5.5.4  and Table 5.5.5 list the M-Se bond distances for SC and LC. For SC, all M-Se 

distances were 2.46 Å. For LC, all Ti-Se bond distances were 2.4518 Å, while the Cu/Zn-Se bond 

distances were slightly varied from 2.4527-2.4530 Å.  
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Table 5.5.4: Cu2ZnTiSe4 Small Cell selected inter-atomic bond distances (in Å). Small cell 

operators for generating equivalent atoms: i) 0.5+x, 0.5+y, z; (ii) x, 0.5+y, 0.5+z; (iii) 0.5+x, y, 

0.5+z; (iv) x, 0.5+y, -0.5+z; (v) 0.5+x, y, -0.5+z; (vi) -0.5+x, -0.5+y, z; (vii) -0.5+x, y, -0.5+z; 

(viii) x, -0.5+y, -0.5+z; (ix) x, y, -1+z; (x) -0.5+x, y, 0.5+z; (xi) x, -0.5+y, 0.5+z; (xii) x, y, 1+z. 

Cu2ZnTiSe4-small cell 

Atoms 1,2 d 1,2 [Å] 

Cu1/Zn1—Se1vi 2.4600(3) 

Cu1/Zn1—Se1vii 2.4600(3) 

Cu1/Zn1—Se1viii 2.4600(3) 

Ti1—Se1vi 2.4600(3) 

Ti1—Se1x 2.4600(3) 

Ti1—Se1xi 2.4600(3) 

 

Table 5.5.5: Cu2ZnTiSe4 Large Cell selected inter-atomic bond distances (in Å). Large cell 

operators for generating equivalent atoms: (i) 0.25-z, 0.25-x, 0.25-y; (ii) 0.25-x, 0.25-y, 0.25-z; 

(iii) x, 0.5+y, 0.5+z; (iv) 0.75-x, 0.25+y, 1.75+z; (v) -0.5-z, -1-x, 1.5+y; (vi) 1.25-x, 1.75-z, 1.75-

y; (vii) 1.25-x, 1.75+y, 1.75+z; (viii) 0.75-y, -0.75+x, 0.75+z; (ix) 0.25-z, 1.75+y, 0.75+x; (x) 0, 

0, 0; (xi) x, 1+y, z; (xii) 0, 0, 0; (xiii) y, z, x; (xiv) 0, 0, 0; (xv) x, 0.5+y, -0.5+z; (xvi) -0.5+z, 0.5+x, 

y; (xvii) 0, 0, 0; (xviii) 0, 0, 0; (xix) y, 0.5-x, 1.5-z; (xx) 0.25-y, 0.25-z, 1.25-x; (xxi) 0, 0, 0; (xxii) 

-0.75-y, 0.75-x, 0.75-z; (xxiii) 0.5+x, -z, 1.5-y; (xxiv) 0.25+z, 0.25+x, 0.25-y; (xxv) 0, 0, 0; (xxvi) 

0.5+z, 1-y, 0.5-x; (xxvii) x, -1+y, z; (xxviii) -y, -0.5-x, -0.5+z; (xxix) x, -0.5+y, -0.5+z; (xxx) -

0.5+z, -0.5+x, y; (xxxi) 0, 0, 0. 

Cu2ZnTiSe4-large cell 

Atoms 1,2 d 1,2 [Å] 

Cu1/Zn1—Se1 2.4527(4) 

Cu1/Zn1—Se1i 2.4527(4) 

Cu1/Zn1—Se2ii 2.4530(4) 

Cu1/Zn1—Se2iii 2.4530(4) 

Cu2/Zn2—Se2ix 2.4528(3) 

Cu2/Zn2—Se2x 2.4528(3) 

Cu2/Zn2—Se2i 2.4528(3) 

Cu2/Zn2—Se2xi 2.4528(3) 

Ti1—Se1xviii 2.4528(3) 

Ti1—Se1xix 2.4528(3) 

Ti1—Se1xx 2.4528(3) 

Ti1—Se1 2.4528(3) 
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Table E.1 and Table E.2 lists the SC and LC anisotropic displacement parameters. The inter-

atomic Se-M-Se bond angles for SC and LC are noted in Table E.3 and Table E.4. For SC, all 

bond angles were the typical tetrahedral bond angle of 109.5°. For LC, most bond angles were also 

109.5°, with tiny deviations noted for two Se-Cu/Zn-Se bonds.  

 To check the phase purity of the Cu2ZnTiSe4 powder, PXRD was implemented (Figure 

5.5.8). The powder pattern was plotted against the SC and LC. Additionally, PDXL phase analysis 

identified a large secondary TiSe2 P-3m1 phase. Surprisingly, there were two unidentified peaks 

 

Figure 5.5.8: PXRD of Cu2ZnTiSe4, plotted against the small cell and large cell patterns, as well 

as a potential binary phase of TiSe2 P-3m1 (PDXL #00-030-1383111). The two blue asterisks were 

unidentified peaks.  
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at 35.417° and 48.125°, noted by the blue asterisks.  

 To probe the thermal stability, heating and cooling DSC was measured (Figure 5.5.9). A 

single melting peak was observed at 795.7 °C, followed by decomposition. Upon cooling, multiple 

peaks were seen, so the melting was not reversible.  

 

Figure 5.5.9: Cu2ZnTiSe4 DSC vs. temperature for both heating and cooling. The thermal 

transitions were also noted. 

 

In order to analyze the PXRD and DSC results further, a Ti-Se binary phase diagram was 

referenced, as seen in Figure E.1. The DSC events upon melting were noted, as well as the TiSe2 

RT P-3m1 phase. Note that for TiSe2, this corresponds to 33 at% Ti.  Interestingly, near this 

composition range no TiSe2 P-3m1 phase changes or melting were observed. To gain further 
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insight on the TiSe2 binary, PXRD and DSC on TiSe2 powder is depicted in Figure E.2. 

Surprisingly, only two minor heating peaks were observed that did not correlate to the Cu2ZnTiSe4 

thermal events. Further, no melting was observed for the temperature range up to 1200 °C. As 

such, the Cu2ZnTiSe4 melting point seen in the heating DSC curve is indeed that of the main phase.  
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5.5.1.3 Optical Properties of Cu2ZnTiSe4 

Diffuse reflectance UV-Vis-NIR spectroscopy was performed on Cu2ZnTiSe4. Later, the 

Kubelka-Munk equation F(R)33 was used to transform percent reflectance data to absorption, 

which was then plotted as a function of energy in electron volts, eV. The left image in Figure 

5.5.10 depicts F(R) vs. wavelength. On the right, we see a plot of [F(R)*hν]1/r vs. energy, where r 

= ½ corresponds to a direct bandgap Eg. To determine Eg, an absorption edge tangent line was 

extrapolated to the x-axis; the intercept with the x-axis corresponded to Eg. The direct bandgap 

was found to be 2.61 eV, corresponding to a maximum absorbed wavelength (λMax) of ~475 nm. 

As such, Cu2ZnTiSe4 can absorb in the UV and a portion of the visible spectrum (violet, blue, and 

blue-cyan). However, visible colors such as cyan, green, yellow, orange, and red will not be 

absorbed. Additionally, the whole NIR/IR portion of the solar spectrum would be too low in energy 

as well. See Figure 1.3.4 to reference the solar spectrum.  

Now, in order to be complete in the optical analysis, one must consider the effect of the 

TiSe2 P-3m1 secondary phase. According to Gaby et al., TiSe2 is actually a semimetal with a band 

overlap of 0.2 eV.112 As such, the recorded Eg value for Cu2ZnTiSe4 must be the true value.  



 133 

 

Figure 5.5.10: (Left): UV-Vis-NIR diffuse reflectance Tauc plot analysis. The Kubelka-Munk 

function F(R) was used to transform the reflectance data to absorbance. Plot of F(R) vs. 

wavelength. (Right): Plot of [F(R)*hν]1/r vs. energy; r = ½ was chosen here to signify a direct, 

allowed transition (direct bandgap). To determine the direct optical bandgap (Eg), an absorption 

edge tangent line was extrapolated to the x-axis; the intercept with the x-axis corresponds to Eg. 
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5.5.2 Conclusion & Future Work: Cu2ZnTiSe4 (x = 0.5):  

Single crystals of Cu2ZnTiSe4 were grown via a melt & slow cool method, starting at 900 

°C and then slowly cooling to 750 °C, appearing pink-red in color and irregular in shape. The 

single crystals were found to possess a small cell, crystallizing in the cubic F-43m (#216) space 

group and possessing a lattice parameter of a = 5.6812 Å. Additionally, a larger 2x2 supercell (LC) 

was discovered, with space group Fd-3m (#227) and lattice parameter a = 11.3292 Å. For SC, 

Cu1/Zn1 had a shared site vacancy of 2/8, while Ti1 had a 6/8 vacancy. In the 2x2 supercell, Cu1 

and Zn1 was found to share the 16d site, with a site vacancy of ~4.56/8. Similarly, Cu2 and Zn2 

was found to share the 32e site, with a site vacancy of ~4.56/8. The 2x2 supercell resolved the Ti1 

disorder, having 100% site occupancy. In both cells, all metal sites had tetrahedral coordination. 

Typical M-M distances were ~4 Å; for SC, all M-Se distances were 2.46 Å. For LC, all Ti-Se bond 

distances were 2.4518 Å, while the Cu/Zn-Se bond distances were slightly varied from 2.4527-

2.4530 Å. The SC Se-M-Se bond angles were all the ideal angle, while for LC had fluctuations in 

the Se-M-Se bond angle.  

PXRD was used to check phase purity of the powders, and matched the SC and LC patterns. 

Additionally, PDXL phase matching identified a binary TiSe2 P-3m1 phase. Upon inspection, the 

powder does indeed appear to be a mixture of the Cu2ZnTiSe4 SC/LC and the TiSe2 P-3m1 phase. 

DSC analysis noted a single melting peak at 795.7 °C, with decomposition afterward. The cooling 

DSC revealed multiple peaks, suggesting thermal instability after melting. To analyze the melting 

peak and TiSe2 P-3m1 phase further, a Ti-Se binary phase diagram was referenced. No thermal 

transitions at this temperature was noted in the phase diagram. Further, TiSe2 powder DSC saw no 

melting up to 1200 °C. As such, the 795.7 °C melting did belong to Cu2ZnTiSe4.  
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Diffuse reflectance UV-Vis-NIR spectroscopy was used to analyze the optical properties 

of the sample, and the Kubelka-Munk function and Tauc plot analysis was applied to gather the 

direct optical bandgap, Eg. The analysis revealed that Eg = 2.61 eV, corresponding to a λMax of 475 

nm; so, the material would absorb in the UV, and visible for violet, blue, and blu-cyan. For 

reference, the binary TiSe2 P-3m1 phase is a semimetal with a band overlap of 0.2 eV. So, the 

measured bandgap belongs to Cu2ZnTiSe4.  

In the future, since there was a large TiSe2 P-3m1 phase found in the powder sample, the 

synthesis conditions of Cu2ZnTiSe4 need to be further optimized. One possible route is growing 

large amounts of Cu2ZnTiSe4 pink-red single crystals via the melt & slow-cool process and 

crushing that into powder for the various measurements. Alternatively, perhaps a Kesterite-like 

solid-state reaction profile from the literature could be implemented since there are similarities in 

the chemical formula. Once successfully synthesized, repeating the characterization sweep such 

as PXRD, DSC, optical bandgap, and thermoelectric measurements would be suggested.  
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5.6 Cu2Ti1.5Se4 (x = 0) Single Crystal Synthesis (Cu3Ti1.25Se4), Structural, and Optical 

Properties: 

5.6.1 Results & Discussion: Cu2Ti1.5Se4 (x = 0):  

5.6.1.1 Single Crystal Synthesis (Cu3Ti1.25Se4) 

In order to grow single crystals, Cu2Ti1.5Se4 powder was reacted via a dual-zone furnace 

method. The hot thermocouple was set to 720 °C, while the cold thermocouple was set to 520 °C. 

The sample powder end of the tube was aligned at the hot thermocouple side, with the temperature 

gradient causing crystals to form on the cold end of the tube via a temperature-assisted vapor 

transport mechanism. See Section 5.2, Figure 5.2.1, and Figure 5.2.2 for more details. 

Interestingly, single-crystal XRD analysis and structure refinement revealed the crystals formed 

were a different stoichiometry than the powder used. In fact, Cu3Ti1.25Se4 single crystals were 

grown-slightly Cu-rich and Ti-poor when compared to the powder formula. As such, Cu3Ti1.25Se4 

must be the more stable stoichiometry. The left image in Figure 5.6.1 shows the reacted 

Cu2Ti1.5Se4 powder, appearing black in color. The right image was a Cu3Ti1.25Se4 single crystal, 

appearing black in color and faceted.  

 

Figure 5.6.1: Left: Cu2Ti1.5Se4 powder after reaction and being ground. Photograph was taken 

using an Apple iPhone 11 Pro Max camera (12 MP). Right: Cu3Ti1.25Se4 single crystal mounted 

on the tip of a glass fiber for single crystal XRD analysis. Image was recorded using a Leica S6E 

stereo microscope equipped with a Leica L2 light source at 4x zoom. Image was captured through 
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the lenspiece with an Apple iPhone 11 Pro Max 2x telephoto optical zoom lens (12-megapixel), 

giving a total of ~8x magnification.  
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5.6.1.2 Structural Properties of Cu2Ti1.5Se4 

In this work, Cu2Ti1.5Se4 powder was reacted to grow single crystals. Surprisingly, 

structure refinement revealed that the grown crystals were of a different stoichiometry: 

Cu3Ti1.25Se4. Cu3Ti1.25Se4 was found to crystallize in the cubic F-43m space group (#216), with a 

lattice parameter of a = 11.2954 Å. Table 5.6.1 lists selected crystal data for the compound.  

Table 5.6.1: Selected crystallographic data for Cu3Ti1.25Se4. 

 

Formula Cu3Ti1.25Se4 

Crystal system Cubic 

Space group F4̅3m (#216) 

a = b = c (Å) 11.2954(11) 

α = β = γ (°) 90 

V (Å3) 1441.14(24) 

Formula Mass (g/mol) 1132.67 

ρ (g/cm3) 5.22014 

Z 4 

Temperature (K) 300 

RAll 0.0485 

Rint 0.0744 

R1(Fo > 4σ(Fo)) 0.047 

wR2 (all) 0.1409 

GooF 1.197 

 

The atomic coordinates, equivalent isotropic displacement parameters, and site occpancies are 

found in Table 5.6.2. In the structure, Cu1 is highly ordered, having only ~1/8 total vacancy. 

Cu2/Ti2 actually share the same 4c site, with a total tetrahedral site vacancy of ~1/8. Ti1, Ti3, and 

Ti4 possess their own positions with varying vacancy levels: ~1/8, ~4/8, and ~2/8, respectively. 

Figure 5.6.2 depicts the Cu3Ti1.25Se4 crystal lattice, with tetrahedral polyhedra shown. In the 

figure, note the Cu/Ti shared site, corresponding to the Cu2/Ti2 atoms.  
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Table 5.6.2: Cu3Ti1.25Se4 atomic coordinates, equivalent isotropic displacement parameters Ueq., 

and occupancies for all atoms. 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Cu1 24g 0.89 11% 0.25 0.25 -0.00001(10) 164.1(4) 

Cu2 4c 0.65 35% 0.25 0.25 0.25 125.4(10) 

Ti2 4c 0.28 72% 0.25 0.25 0.25 125.4(10) 

Ti1 4d 0.91 9% 0.25 0.25 -0.25 216.1(13) 

Ti3 4b 0.52 48% 0 0.5 0 273.3(31) 

Ti4 4a 0.79 21% 0.5 0.5 0 83.9(12) 

Se1 16e 1 - 0.37425(6) 0.37425(6) -0.12575(6) 202.7(7) 

Se2 16e 1 - 0.12567(5) 0.37433(5) 0.12567(5) 124(5) 

 

 

Figure 5.6.2: Cu3Ti1.25Se4 crystal structure, with polyhedra drawn.  
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Figure 5.6.3 shows the Ti substructure in the Cu3Ti1.25Se4 crystal lattice. In this case, 

Cu(1)Se4 tetrahedra share corners and edges with Ti(1)Se4 and Ti(2)Se4 tetrahedra to form layers 

that intersect with each other at the Ti(1)Se4 and Ti(2)Se4 tetrahedra to form a three dimensional 

Cu-substructure that fills the empty channels of the Ti-sublattice.  In Figure 5.6.4, the Cu 

substructure is depicted. Here, Cu(1)Se4 tetrahedra share corners and edges with Ti(1)Se4 and 

Ti(2)Se4 tetrahedra to form layers that intersect with each other at the Ti(1)Se4 and Ti(2)Se4 

tetrahedra to form a three-dimensional Cu-substructure that fills the empty channels of the Ti-

sublattice.  

 

Figure 5.6.3: Cu3Ti1.25Se4 Ti substructure.  
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Figure 5.6.4: Cu3Ti1.25Se4 Cu substructure.  

 

Table 5.6.3: Cu3Ti1.25Se4 selected inter-atomic bond distances (in Å). Operators for generating 

equivalent atoms: (i) 0.5-x, 0.5-y, z; (ii) 0.5-x, y, 0.5-z; (iii) x, 0.5-y, 0.5-z; (iv) z, x, y; (v) 0.5-z, 

0.5-x, y; (vi) y, z, x; (vii) y, 0.5-z, 0.5-x; (viii) x, 0.5-y, -0.5-z; (ix) 0.5-x, y, -0.5-z; (x) 0.5+z, x, -

0.5+y; (xi) -z, 0.5-x, -0.5+y; (xii) y, 0.5+z, -0.5+x; (xiii) y, -z, -x; (xiv) -x, y, -z; (xv) x, 1-y, -z; 

(xvi) -x, 1-y, z; (xvii) 1-x, 1-y, z; (xviii) 1-x, y, -z. 

Atoms 1,2 d 1,2 [Å] Atoms 1,2 d 1,2 [Å] 

Cu1—Se1i 2.4406(8) Ti3—Se2xiv 2.4586(10) 

Cu1—Se1 2.4406(8) Ti3—Se2 2.4586(10) 

Cu1—Se2i 2.4413(7) Ti3—Se2xv 2.4586(10) 

Cu1—Se2 2.4413(7) Ti3—Se2xvi 2.4586(10) 

Cu2|Ti2—Se2ii 2.4324(10) Ti4—Se1 2.4602(12) 

Cu2|Ti2—Se2iii 2.4324(10) Ti4—Se1xv 2.4602(12) 

Cu2|Ti2—Se2i 2.4324(10) Ti4—Se1xvii 2.4602(12) 

Cu2|Ti2—Se2 2.4324(10) Ti4—Se1xviii 2.4602(12) 

Ti1—Se1 2.4308(12) - - 

Ti1—Se1viii 2.4308(12) - - 

Ti1—Se1ix 2.4308(12) - - 

Ti1—Se1i 2.4308(12) - - 
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Additionally, the Cu3Ti1.25Se4 selected interatomic bond distances are listed in Table 5.6.3. 

Cu1-Se had distances ranging from 2.406-2.4413 Å, while Cu2/Ti2-Se were consistently 2.4324 

Å. Ti1-Se remained at 2.4308 Å, Ti3-Se bond distances were 2.4586 Å, and Ti4-Se were 2.4602 

Å. Table F.1 lists the anisotropic displacement parameters, and Table F.2 shows the interatomic 

Se-M-Se bond angles. Interestingly, Se-Cu1-Se had some bond angles shorter than 109.5° while 

some were wider than expected. All other Se-M-Se bond angles (M = Cu2/Ti2, Ti1, Ti3, Ti4) were 

the ideal bond angle.  

 In order to probe the phase purity of the Cu2Ti1.5Se4 powder, PXRD was implemented 

(Figure 5.6.5). The powder and pressed pellet was compared to the single crystal Cu3Ti1.25Se4 

 

Figure 5.6.5: PXRD of Cu2Ti1.5Se4, plotted against the Cu3Ti1.25Se4 single crystal pattern, as well 

as a potential binary TiSe2 P-3m1 phase (PDXL #00-030-1383111).  
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reference pattern. Also, PDXL phase analysis revealed a TiSe2 P-3m1 secondary phase. So, it 

appears as though the Cu2Ti1.5Se4 powder and pellet is a mixture of the Cu3Ti1.25Se4 single crystal 

structure, as well as the TiSe2 secondary phase. Next, DSC was implemented to analyze the thermal 

events in the powder, as well as the phase stability (Figure 5.6.6). Upon heating, a smaller event 

at 621.8 °C was observed, followed by the melting point at 814 °C. Upon cooling, recyrstallization 

was found at 806 °C, but multiple minor thermal events were also noted-i.e. the melting transition 

is not reversible.  

 

Figure 5.6.6: Cu2Ti1.5Se4 DSC vs. temperature for both heating and cooling. The thermal 

transitions were also noted. 
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 In order to probe the 621.8 °C thermal event further, high-T PXRD was implemented 

(Figure 5.6.7). First, the graphite dome and inconel holder was measured before powder was 

added. Next, a RT scan was recorded, followed by various high-T and hold time scans. 

Surprisingly, no changes were noted between the RT and HT scans. To analyze the TiSe2 P-3m1 

phase further, a Ti-Se binary phase diagram was referenced from the ASM alloy database, as seen  

 

Figure 5.6.7: High-T PXRD of Cu2Ti1.5Se4. First, background scans were done on just the graphite 

dome and Inconel holder to help identify the peaks later. Next, the powder was scanned at various 

temperatures and dwell times. 
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in Figure F.1. On the diagram, the two heating DSC peaks were noted, as well as the TiSe2 RT P-

3m1 phase. Recall that TiSe2 corresponds to 33 at% Ti: toward the far-left portion of the diagram, 

the TiSe2 phase does not appear to have any thermal events at or near the DSC peaks. Furthermore, 

PXRD and heating DSC plots on synthesized TiSe2 powder are noted in Figure F.2. Up to 1200 

°C, no melting peaks are noted, and no thermal events were seen at or near 621.8 °C or 814 °C. As 

such, the Cu2Ti15Se4 heating DSC thermal events indeed belonged to the desired phase. So, the 

sample likely has a phase transition at 621.8 °C, followed by melting at 814 °C. 
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5.6.1.3 Optical Properties of Cu2Ti1.5Se4 

Diffuse reflectance UV-Vis-NIR spectroscopy was performed on Cu2Ti1.5Se4. Later, the 

Kubelka-Munk equation F(R)33 was used to transform percent reflectance data to absorption, 

which was then plotted as a function of energy in electron volts, eV. The left image in Figure 5.6.8 

depicts F(R) vs. wavelength. On the right, we see a plot of [F(R)*hν]1/r vs. energy, where r = ½ 

corresponds to a direct bandgap Eg. To determine Eg, an absorption edge tangent line was 

extrapolated to the x-axis; the intercept with the x-axis corresponded to Eg. The direct bandgap 

was found to be 2.75 eV, corresponding to a maximum absorbed wavelength (λMax) of ~451 nm. 

As such, Cu2Ti1.5Se4 can absorb in the UV and a portion of the visible spectrum (violet and blue). 

However, visible colors such as blue-cyan, cyan, green, yellow, orange, and red will not be 

absorbed. Additionally, the whole NIR/IR portion of the solar spectrum would be too low in energy 

as well. See Figure 1.3.4 to reference the solar spectrum.  

Now, in order to be complete in the optical analysis, one must consider the effect of the 

TiSe2 P-3m1 secondary phase. According to Gaby et al., TiSe2 is actually a semimetal with a band 

overlap of 0.2 eV.112 As such, the recorded Eg value for Cu2Ti1.5Se4 must be the true value.  
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Figure 5.6.8: (Left): UV-Vis-NIR diffuse reflectance Tauc plot analysis. The Kubelka-Munk 

function F(R) was used to transform the reflectance data to absorbance. Plot of F(R) vs. 

wavelength. (Right): Plot of [F(R)*hν]1/r vs. energy; r = ½ was chosen here to signify a direct, 

allowed transition (direct bandgap). To determine the direct optical bandgap (Eg), an absorption 

edge tangent line was extrapolated to the x-axis; the intercept with the x-axis corresponds to Eg. 
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5.6.2 Conclusion & Future Work: Cu2Ti1.5Se4 (x = 0):  

In order to grow single crystals, Cu2Ti1.5Se4 powder was reacted via a dual-zone furnace 

method, where THot = 720 °C and TCold = 520 °C. Surprisingly, structure refinement revealed that 

Cu3Ti1.25Se4 single crystals were grown-slightly Cu-rich and Ti-poor when compared to the 

powder formula. As such, Cu3Ti1.25Se4 must be the more stable stoichiometry. The Cu3Ti1.25Se4 

single crystals appeared black in color and faceted. Cu3Ti1.25Se4 was found to crystallize in the 

cubic F-43m space group (#216), with a lattice parameter of a = 11.2954 Å. In the structure, Cu1 

is highly ordered, having only ~1/8 total vacancy. Cu2/Ti2 actually share the same 4c site, with a 

total tetrahedral site vacancy of ~1/8. Ti1, Ti3, and Ti4 possess their own positions with varying 

vacancy levels: ~1/8, ~4/8, and ~2/8, respectively. All metal positions coordinated in a tetrahedral 

coordination; further visual analysis of the crystal revealed substructures of Ti and Cu, where either 

sublattice filled the empty channels of the other. A mixture of edge and corner sharing was 

observed. Between the various MSe4 tetrahedra. Cu1-Se had distances ranging from 2.406-2.4413 

Å, while Cu2/Ti2-Se were consistently 2.4324 Å. Ti1-Se remained at 2.4308 Å, Ti3-Se bond 

distances were 2.4586 Å, and Ti4-Se were 2.4602 Å. Interestingly, Se-Cu1-Se had some bond 

angles shorter than 109.5° while some were wider than expected. All other Se-M-Se bond angles 

(M = Cu2/Ti2, Ti1, Ti3, Ti4) were the ideal bond angle.  

To verify the phase purity of the Cu2Ti1.5Se4 powder, PXRD was used, and the powder was 

plotted against the Cu3Ti1.25Se4 pattern. PDXL phase analysis revealed a significant binary phase 

of TiSe2 P-3m1. Upon further investigation, the powder appeared to be a mix of the Cu3Ti1.25Se4 

and TiSe2 P-3m1 phases. DSC revealed a small transition at 621.8 °C, followed by melting at 814 

°C. Cooling DSC noted multiple peaks, signs of thermal instability after melting. High-T PXRD 

did not notice any changes between RT and HT scans. Consulting the Ti-Se binary phase diagram, 
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as well as the powder TiSe2 DSC curves did not have any thermal transitions correlating to the 

Cu2Ti1.5Se4 DSC. So, 621.8 °C and 814 °C must be a Cu2Ti1.5Se4 phase transition and melting 

point, respectively.  

Diffuse reflectance UV-Vis-NIR spectroscopy was used to analyze the optical properties 

of the sample, and the Kubelka-Munk function and Tauc plot analysis was applied to gather the 

direct optical bandgap, Eg. The analysis revealed that Eg = 2.75 eV, corresponding to a λMax of 451 

nm; so, the material would absorb in the UV, and visible for violet and blue. For reference, the 

binary TiSe2 P-3m1 phase is a semimetal with a band overlap of 0.2 eV. So, the measured bandgap 

indeed belongs to Cu2Ti1.5Se4.  

In the future, since there was a large TiSe2 P-3m1 phase found in the powder sample, the 

synthesis conditions of Cu2Ti1.5Se4 needs to be further optimized. One possible route is growing 

large amounts of Cu2Ti1.5Se4 single crystals via the dual-zone process and crushing that into 

powder for the various measurements. Since the crystals were irregular in shape and dark, isolating 

some candidate Cu2Ti1.5Se4 single crystals and analyzing the stoichiometry via EDX or XRF would 

be recommended, as this could aid in selecting the proper crystals.  Once successfully synthesized, 

repeating the characterization sweep such as PXRD, DSC, optical bandgap, and thermoelectric 

measurements would be suggested.  
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5.7 Cu2Mn3Se4 Single Crystal Synthesis (Cu2Mn3Se4), Structural Properties, Optical 

Properties, and Predicted Magnetic Moment 

5.7.1 Results & Discussion: Cu2Mn3Se4:  

5.7.1.1 Single Crystal Synthesis (Cu2Mn3Se4) 

In order to grow single crystals, Cu2Mn3Se4 powder was reacted via a dual-zone furnace 

method. The hot thermocouple was set to 450 °C, while the cold thermocouple was set to 250 °C. 

The sample powder end of the tube was aligned at the hot thermocouple side, with the temperature 

gradient causing crystals to form on the cold end of the tube via a temperature-assisted vapor 

transport mechanism. See Section 5.2, Figure 5.2.1, and Figure 5.2.2 for more details. The left 

image in Figure 5.7.1 is the reacted Cu2Mn3Se4 powder, appearing blue-grey in color. The right 

image depicts a Cu2Mn3Se4 single crystal mounted on a glass fiber, appearing black in color and 

faceted.  

 

Figure 5.7.1: Left: Cu2Mn3Se4 powder after reaction and being ground. Photograph was taken 

using an Apple iPhone 11 Pro Max camera (12 MP). Right: Cu2Mn3Se4 single crystal mounted on 

the tip of a glass fiber for single crystal XRD analysis. Image was recorded using a Leica S6E 

stereo microscope equipped with a Leica L2 light source at 4x zoom. Image was captured through 

the lenspiece with an Apple iPhone 11 Pro Max 2x telephoto optical zoom lens (12-megapixel), 

giving a total of ~8x magnification. 
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5.7.1.2 Structural Properties of Cu2Mn3Se4 

The structure of Cu2Mn3Se4 single crystals were analyzed using single-crystal XRD and 

structure refinement. It was revealed that the Cu2Mn3Se4 crystals had both a small cell and a 2x2x2 

supercell, i.e. large cell. The SC crystallizes in the cubic Fm-3m (#225) space group, with a lattice 

parameter of a = 5.7454 Å. As for LC, it possessed a cubic Fd-3m (#227) space group with a lattice 

parameter of a = 11.4932 Å. The selected crystal data is seen in Table 5.7.1.  

Table 5.7.1: Selected crystallographic data for Cu2Mn3Se4. 

 

Cell Type Small Cell Large Cell 

Formula Cu2Mn3Se4 Cu2Mn3Se4 

Crystal system Cubic Cubic 

Space group Fm3̅m (#225) Fd3̅m (#227) 

a = b = c (Å) 5.7454(7) 11.4932(13) 

α = β = γ (°) 90 90 

V (Å3) 189.65(4) 1518.18(30) 

Formula Mass (g/mol) 607.74 607.74 

ρ (g/cm3) 5.32084 5.31751 

Z 1 8 

Temperature (K) 300 300 

RAll 0.0432 0.057 

Rint 0.1799 0.1918 

R1(Fo > 4σ(Fo)) 0.0411 0.0569 

wR2 (all) 0.0985 0.1137 

GooF 1.395 1.461 

 

The SC and LC atomic coordinates, isotropic displacement parameters and site occupancies are 

listed in  Table 5.7.2 and Table 5.7.3, respectively. For SC, Mn1 and Cu1 were found to share the 

8c position, with a total site vacancy of 3/8. The 2x2x2 supercell was able to resolve the Cu and 

Mn, now occupying separate sites. In LC, with Cu3 sitting at the 16c site with 100% occupancy; 

Cu4 was found at the 16d site, also possessing 100% site occupancy; Mn5 had 50% occupancy, 
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corresponding to a 4/8 tetrahedral site vacancy. So, the 2x2x2 supercell ordered the crystal quite 

well.  

Table 5.7.2: Cu2Mn3Se4 Small Cell atomic coordinates, equivalent isotropic displacement 

parameters Ueq., and occupancies for all atoms. 

Cu2Mn3Se4-small cell 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Mn1 8c 0.38 62% 0.25 0.25 0.25 306.7(8) 

Cu1 8c 0.25 25% 0.25 0.25 0.25 306.7(8) 

Se2 4b 1 - 0.5 0 0 308.4(8) 

 

Table 5.7.3: Cu2Mn3Se4 Large Cell atomic coordinates, equivalent isotropic displacement 

parameters Ueq., and occupancies for all atoms. 

 

Cu2Mn3Se4-large cell 

Atom Wyck. S.O.F. Vac. x y z Ueq. (Å2 x 10-4) 

Se1 8b 1 - 0 0.5 0 234.4(30) 

Se2 8a 1 - 0.5 0.5 0 355.4(41) 

Cu3 16c 1 0% 0.625 0.625 0.125 1880.4(378) 

Cu4 16d 1 0% 0.125 0.625 0.125 894(216) 

Mn5 96g 0.5 50% 0.88723(1) 0.625 0.125 *34.9(23) 

 

SC and LC crystal projections along the a-direction are found in Figure 5.7.2  and Figure 5.7.3. 

For SC, note the mixed Cu/Mn atomic site. In LC, the 2x2 grid was overlaid; also note that the Cu 

and Mn now occupy separate sites. In Figure 5.7.4 and Figure 5.7.5, the tetrahedra were added 

for all metal sites for SC and LC, projecting each crystal along the a-direction rotated.  
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Figure 5.7.2: Cu2Mn3Se4 Small Cell crystal projection along the a-direction.  

 

Figure 5.7.3: Cu2Mn3Se4 Large Cell crystal projection along the a-direction. The blue dotted lines 

were overlayed to depict the 2x2 supercell. Each square represents the small cell. 
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Figure 5.7.4: Cu2Mn3Se4 Small Cell crystal projection along the a-direction, rotated, with all 

polyhedra. 

 

Figure 5.7.5: Cu2Mn3Se4 Large Cell crystal projection along the a-direction, rotated, with all 

polyhedra. 
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 To analyze the M-M distances, tetrahedral metal chains were drawn for SC and LC in 

Figure 5.7.6 and Figure 5.7.7. For SC, the Cu/Mn-Cu-Mn distances were 2.873 Å. For LC, the 

Mn-Mn distance ranged from 3.865-4.262 Å.  

 

Figure 5.7.6: Cu2Mn3Se4 Small Cell a-direction rotated, Mn-Mn chain with distances between 

metal ions noted. 

 

 

Figure 5.7.7: Cu2Mn3Se4 Large Cell a-direction, rotated Mn-Mn chain, with distances between 

metal ions noted. 

 

The M-Se bond distances for SC and LC are seen in Table 5.7.4 and Table 5.7.5. For SC, the 

Mn1/Cu1-Se bond distance was uniformly 2.4878 Å. For LC, the Cu3-Se and Cu4-Se distance 

was 2.4884 Å. However, Mn5-Se1 had a shorter bond distance than Mn5-Se2-2.410 Å and 2.572 

Å, respectively. The SC and LC anisotropic displacement parameters are listed in Table G.1   
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Table 5.7.4: Cu2Mn3Se4 Small Cell selected inter-atomic bond distances (in Å). Small cell 

operators for generating equivalent atoms: (i) x, 0.5+y, 0.5+z; (ii) -0.5+x, 0.5+y, z; (iii) -0.5+x, y, 

0.5+z; (iv) -x, 0.5-y, 0.5-z; (v) 0.5-x, 1-y, 0.5-z; (vi) 0.5-x, 0.5-y, -z; (vii) 0.5-x, 0.5-y, 1-z; (viii) 

1-x, 0.5-y, 0.5-z; (ix) 0.5-x, -y, 0.5-z; (x) x, -0.5+y, -0.5+z; (xi) 0.5+x, -0.5+y, z; (xii) 1-x, -y, -z; 

(xiii) 0.5+x, y, -0.5+z. 

Cu2Mn3Se4-Small Cell 

Atoms 1,2 d 1,2 [Å] 

Mn1/Cu1—Se2i 2.4878(3) 

Mn1/Cu1—Se2ii 2.4878(3) 

Mn1/Cu1—Se2iii 2.4878(3) 

Mn1/Cu1—Se2 2.4878(3) 

 

Table 5.7.5: Cu2Mn3Se4 Large Cell selected inter-atomic bond distances (in Å). Large cell 

operators for generating equivalent atoms: (i) 0, 0z, 0; (ii) -0.5+y, 0.5+z, -1+x; (iii) y, 1.5+z, 0.5+x; 

(iv) -1+x, y, z; (v) 1+y, 1-z, -x; (vi) z, -0.5+x, -0.5+y; (vii) y, 1-z, -x; (viii) 0, 0, 0; (ix) 1.25-y, 

1.25+x, 0.25+z; (x) -0.5-y, -1-x, 0.5+z; (xi) x, 1.5+z, 0.5+y; (xii) 0, 0, 0; (xiii) 0, 0, 0; (xiv) 0.25+x, 

1.25-z, 0.25+y; (xv) 1.25+z, 0.25+y, 0.25-x; (xvi) y, 0.5+z, -0.5+x; (xvii) 0.5+z, x, -0.5+y; (xviii) 

0.25-y, 1.25+x, 0.25+z; (xix) 0.25+z, 0.25+y, 0.25-x; (xx) 0.75+z, 0.25+x, 1.75-y; (xxi) 0, 0, 0; 

(xxii) 1.25+x, 1.25-z, 0.25+y; (xxiii) 1+x, y, z; (xxiv) 0, 0, 0; (xxv) 1+y, 1.5+z, 0.5+x; (xxvi) 0.25-

z, 1.25-y, -0.75-x; (xxvii) 1-y, -0.5+z, -0.5-x. 

Cu2Mn3Se4-large cell 

Atoms 1,2 d 1,2 [Å] 

Cu3—Se2xiv 2.4884(3) 

Cu3—Se2xv 2.4884(3) 

Cu3—Se2ix 2.4884(3) 

Cu4—Se1xiv 2.4884(3) 

Cu4—Se1xviii 2.4884(3) 

Cu4—Se1xix 2.4884(3) 

Mn5—Se1xxii 2.410(8) 

Mn5—Se1xxiii 2.410(8) 

Mn5—Se2xv 2.572(9) 

Mn5—Se2ix 2.572(9) 

 

and Table G.2. The Se-M-Se bond angles for SC and LC are depicted in Table G.3 and Table 

G.4. In the case of SC, all Se-Mn1/Cu1-Se bond angles are 109.5°. All LC Se-Cu3-Se and Se-

Cu4-Se bond angles were also 109.5°. However, in the case of Se-Mn5-Se, there was much 
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tetrahedral bond angle variation. Se1-Mn5-Se2 bond angles were consistently 109.26°, close to 

the expected tetrahedral angle. However, Se1-Mn5-Se1 had a much larger than expected angle of 

114.9°, while Se2-Mn5-Se2 had a narrow angle of 104.4°. Figure 5.7.8 and Figure 5.7.9 depict a 

single Cu1/Mn1 and Mn5 tetrahedron for SC and LC, respectively. The atomic labels, bond angles, 

and bond distances were noted.  

 

Figure 5.7.8: Cu2Mn3Se4 Small Cell single Cu/Mn tetrahedron. Note that all bond angles are what 

is expected: 109.5°. Additionally, all Cu1/Mn1-Se bond distances are regular.  

 

Figure 5.7.9: Cu2Mn3Se4 Large Cell single Mn tetrahedron. Note that some bond angles are 

smaller than 109.5°, while other bond angles are larger than 109.5°. Also, all Mn5-Se1 bond 

distances are shorter at 2.410 Å, while the Mn5-Se2 bond distances are longer at 2.572 Å. 
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 To analyze the phase purity of the powder Cu2Mn3Se4, PXRD was utilized (Figure 5.7.10). 

The powder was plotted against both the SC and LC patterns. PDXL phase analysis identified two 

extra phases present: MnSe Fm-3m and Cu3Se2 P-421m. Upon inspection, MnSe Fm-3m does 

indeed appear to be the dominate phase, with the rest of the peaks beint either the Cu2Mn3Se4 

phase or Cu3Se2 P-421m. To probe the thermal events, DSC was applied upon heating and cooling,  

 

Figure 5.7.10: PXRD of Cu2Mn3Se4, plotted against the small cell and large cell patterns, as well 

as a potential binary phases of MnSe Fm-3m (PDXL #04-004-5377113) and Cu3Se2 P-421m (PDXL 

#04-003-6622114). 
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as seen in Figure 5.7.11. Upon heating, a single melting peak was observed at 550.2 °C. Based on 

the cooling curve, the sample appeared to have decomposed after melting, as multiple thermal 

events are observed. To assist in the identification of the heating thermal event, Mn-Se and Cu-Se 

binary phase diagrams were referenced. For the Mn-Se diagram (Figure G.1), the 550.2 °C heating 

DSC peak was noted, as well as the MnSe Fm-3m phase. At T = 675 °C, MnSe Fm-3m is seen to 

decompose into a MnSe2 RT Pa-3 phase, which then melts at that same temperature. Now,  

 

Figure 5.7.11: Cu2Mn3Se4 DSC vs. temperature for both heating and cooling. The thermal 

transitions were also noted. 
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in the Cu-Se binary phase diagram (Figure G.2), the 550.2 °C heating DSC peak was noted, as 

well as the Cu3Se2 RT P-421m phase. For Cu3Se2, multiple low-T thermal events are observed-at 

50 °C and 135 °C. Referring back to the DSC curve (Figure 5.7.11), upon heating only one peak 

was noted at 550.2 °C. So, Cu3Se2 cannot be the culprit. Thus, the 550.2 °C thermal event 

corresponds to MnSe decomposing to MnSe2, which then melts at the same temperature.   
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5.7.1.3 Optical Properties of Cu2Mn3Se4 

Diffuse reflectance UV-Vis-NIR spectroscopy was performed on Cu2Mn3Se4. Later, the 

Kubelka-Munk equation F(R)33 was used to transform percent reflectance data to absorption, 

which was then plotted as a function of energy in electron volts, eV. The left image in Figure 

5.7.12 depicts F(R) vs. wavelength. On the right, we see a plot of [F(R)*hν]1/r vs. energy, where r 

= ½ corresponds to a direct bandgap Eg. To determine Eg, an absorption edge tangent line was 

extrapolated to the x-axis; the intercept with the x-axis corresponded to Eg. The direct bandgap 

was found to be 1.36 eV, corresponding to a maximum absorbed wavelength (λMax) of ~912 nm. 

As such, Cu2Mn3Se4 can absorb in the UV, Visible, and a small portion of the NIR. However, most 

of the IR spectrum will be too low in energy to be absorbed. See Figure 1.3.4 to reference the 

solar spectrum.  

Now, in order to be complete in the optical analysis, one must consider both secondary 

phases identified via PDXL: MnSe Fm-3m and Cu3Se2 P-421m. For MnSe Fm-3m, Thanigaimani 

et al. reported the thin film direct bandgap to be ~1.12 eV.115 Now, Cu3Se2 P-421m has a film 

direct bandgap of 1.91-2.01 eV.116 Note that the Cu2Mn3Se4 direct bandgap was found to be 1.36 

eV, relatively close to the value reported for MnSe Fm-3m. Based on the PXRD shown in Figure 

5.7.10, MnSe Fm-3m is indeed the dominant phase in the experimental pattern, with Cu3Se2 P-

421m contributing a smaller amount to the pattern. So, most likely the calculated bandgap is a 

result of some fractional contribution from both MnSe Fm-3m and Cu3Se2 P-421m (to a lesser 

extent).  
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Figure 5.7.12: (Left): UV-Vis-NIR diffuse reflectance Tauc plot analysis. The Kubelka-Munk 

function F(R) was used to transform the reflectance data to absorbance. Plot of F(R) vs. 

wavelength. (Right): Plot of [F(R)*hν]1/r vs. energy; r = ½ was chosen here to signify a direct, 

allowed transition (direct bandgap). To determine the direct optical bandgap (Eg), an absorption 

edge tangent line was extrapolated to the x-axis; the intercept with the x-axis corresponds to Eg.  
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5.7.1.4 Predicted Magnetic Moment of Cu2Mn3Se4 

Due to the fact that Mn2+ [Ar]3d5 is found in this Cu2M3Se4 iteration, there is a possibility 

of generating antiferromagnetic ordering in the compound. From Figure 5.7.6 and Figure 5.7.7, 

we can see that the Mn2+ forms MnSe4 tetrahedra, where along certain directions the Cu2Mn3Se4 

large cell has Mn-Mn chains. As such, it is worthwhile to predict the magnetic moment of the 

compound. Based on crystal field theory, the tetrahedral Se2- ligand geometry would split the 

degenerate Mn2+ 3d orbitals into a doublet and a higher energy triplet state, as seen in Figure 

5.7.13. According to the spectrochemical series (Figure 5.7.14), Se2- is a weak-field ligand (same 

column as S2-), filling the Mn 3d5 electrons in a high-spin fashion. Based on quantum numbers and 

Hund’s rules, the theoretical magnetic moment can be predicted (Appendix H). For Mn2+ high-

spin in a tetrahedral arrangement, μtheo = 5.92μB.  

Furthermore, recall that Figure 5.7.8 and Figure 5.7.9 depict a single Cu1/Mn1 and Mn5 

tetrahedron for SC and LC, respectively. In the SC case, Mn-Se bond distances are regular, and all 

bond angles are the ideal tetrahedral angle. However, in the LC case, both the bond distances and 

bond angles are irregular. The Mn5-Se1 bond distances are shorter than the Mn5-Se2 bond 

distances. The Se2-Mn5-Se1 bond angles were close to ideal: 109.257°. However, the Se2-Mn5-

Se2 bond angle was much smaller, at 104.368°; the Se1-Mn5-Se1 bond angle was much larger 

than expected, at 114.917°. Distortions in the Cu2Mn3Se4 large cell tetrahedral bond lengths and 

bond angles may cause additional intriguing magnetic phenomena. For example, due to the 

distortions, the experimental magnetic moment may deviate from the theoretical predictions.  
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Figure 5.7.13: Predicting the Mn2+ [Ar]3d5 theoretical magnetic moment in a tetrahedral Se2- 

ligand geometry using Hund’s rules and crystal-field theory. 

 

 

Figure 5.7.14: Spectrochemical series of ligands, listed from weaker to stronger ligands. A weak-

field ligand would lead to a high-spin configuration, while a strong-field ligand would lead to a 

low-spin configuration. Based on work originally done by Tsuchida.117 
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5.7.2 Conclusion & Future Work: Cu2Mn3Se4:  

In order to grow single crystals, Cu2Mn3Se4 powder was reacted via a dual-zone furnace 

method, where THot = 450 °C and TCold = 250 °C. Crystals appeared black in color and faceted. 

Structure refinement revealed that the Cu2Mn3Se4 crystals had both a small cell and a 2x2 

supercell, i.e. large cell. The SC crystallized in the cubic Fm-3m (#225) space group, with a lattice 

parameter of a = 5.7454 Å. As for LC, it possessed a cubic Fd-3m (#227) space group with a lattice 

parameter of a = 11.4932 Å. For SC, Mn1 and Cu1 were found to share the 8c position, with a 

total site vacancy of 3/8. The 2x2 supercell was able to resolve the Cu and Mn, now occupying 

separate sites. In LC, with Cu3 sitting at the 16c site with 100% occupancy; Cu4 was found at the 

16d site, also possessing 100% site occupancy; Mn5 had 50% occupancy, corresponding to a 4/8 

tetrahedral site vacancy. So, the 2x2 supercell ordered the crystal quite well.  

For both SC and LC, all metal positions were in tetrahedral coordination. For SC, the 

Cu/Mn-Cu-Mn distances were 2.873 Å. For LC, the Mn-Mn distance ranged from 3.865-4.262 Å. 

For SC, the Mn1/Cu1-Se bond distance was uniformly 2.4878 Å. For LC, the Cu3-Se and Cu4-Se 

distance was 2.4884 Å. However, Mn5-Se1 had a shorter bond distance than Mn5-Se2-2.410 Å 

and 2.572 Å, respectively. In the case of SC, all Se-Mn1/Cu1-Se bond angles are 109.5°. All LC 

Se-Cu3-Se and Se-Cu4-Se bond angles were also 109.5°. However, in the case of Se-Mn5-Se, 

there was much tetrahedral bond angle variation. Se1-Mn5-Se2 bond angles were consistently 

109.26°, close to the expected tetrahedral angle. However, Se1-Mn5-Se1 had a much larger than 

expected angle of 114.9°, while Se2-Mn5-Se2 had a narrow angle of 104.4°. 

PXRD was implemented to analyze the phase purity of the powder, and was plotted against 

both SC and LC patterns. PDXL phase analysis identified binary compounds of MnSe Fm-3m and 

Cu3Se2 P-421m. Upon inspection, the powder does indeed appear to be a mixture of Cu2Mn3Se4 
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and the two binary compounds, with MnSe Fm-3m being the dominant phase. DSC revealed a 

single melting peak at 550.2 °C. Consulting both Mn-Se and Cu-Se binary phase diagrams revealed 

that the thermal transition corresponded to the decomposition of MnSe Fm-3m into a MnSe2 RT 

Pa-3 phase, which then melted at the same temperature.  

Diffuse reflectance UV-Vis-NIR spectroscopy was used to analyze the optical properties 

of the sample, and the Kubelka-Munk function and Tauc plot analysis was applied to gather the 

direct optical bandgap, Eg. The analysis revealed that Eg = 1.36 eV, corresponding to a λMax of 912 

nm; so, the material would absorb in the UV, visible, and a small portion of the NIR. Now, MnSe 

Fm-3m was reported to have a film direct bandgap of 1.12 eV, while Cu3Se2 P-421m had a bandgap 

of 1.91-2.01 eV. Due to the fact that MnSe Fm-3m was a dominant phase in the PXRD, the 

Cu2Mn3Se4 bandgap measured was likely a mixture of contributions of both binary phases.  

In the Cu2Mn3Se4 compound, Mn2+ [Ar]3d5 is present in tetrahedral coordination of MnSe4. 

As such, it is possible to generate AFM order in the compound. In the crystal structure, Mn-Mn 

tetrahedral chains exist in the large cell. Crystal field theory and Hund’s rules predict a theoretical 

magnetic moment of μtheo = 5.92μB. Interestingly, for the large cell the MnSe4 tetrahedra are 

distorted, with some bond M-Se distances longer than others, and Se-M-Se bond angles were found 

to deviate widely from 109.5°. These bond distance and bond angle distortions may result in 

intriguing magnetic properties, such as a deviation between μtheo and μexperimental.  

In the future, since there was a large MnSe Fm-3m phase, as well as a smaller Cu3Se2 P-

421m phase present, the synthesis conditions of Cu2Mn3Se4 needs to be further optimized. In 

general, Mn2+ prefers octahedral coordination-partially due to the Rcation/Ranion ratio of 0.404, close 

to the limit of 0.414 for a tetrahedral compound. So, it is not that surprising that Cu2Mn3Se4 seems 

difficult to synthesize. The most promising route is by growing large amounts of Cu2Mn3Se4 single 
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crystals via the dual-zone process and crushing that into powder for the various measurements. 

Once successfully synthesized, a characterization sweep such as PXRD, DSC, optical bandgap, 

and thermoelectric measurements would be suggested. Additionally, low-T magnetic 

susceptibility measurements are encouraged to elucidate if there is indeed AFM ordering at certain 

temperatures. Further, if more Cu2Mn3Se4 single crystals are grown, additional magnetic 

measurements to test for anisotropy along certain directions could also be interesting due to the 

distortions in the MnSe4 tetrahedral Mn-Se bond distances and Se-Mn-Se bond angles.  

Finally, since Cu2Mn3Se4 should be optically active and possess AFM ordering, more exotic 

measurements could be carried out to see if there is any coupled magneto-optic behavior occurring 

in the compound. For example, Newnham discusses a magneto-optic Kerr effect (MOKE) where 

the plane of polarization of  linearly polarized light is rotated by the magnetic film via reflection.118 

Three types of Kerr effects exists-polar, longitudinal, or transverse, depending on the magnetic 

film magnetization direction.118 Magneto-optic media typically utilizes the polar Kerr effect in 

particular.118 To probe the MOKE, a setup involving a laser and magnetic field would be needed, 

as found in Gadetsky et al.119 The MOKE is more typically observed in ferromagnetic films, but 

it is possible to occur in AFM materials too. For example, Kang et al. observed the polar MOKE 

in AFM M2As (M = Cr, Mn, Fe).120 It is important to note that the MOKE setup uses magnetic 

thin films, so a Cu2Mn3Se4 thin film would need to be grown; with collaboration of the Heron lab, 

pulsed-laser deposition (PLD) could be a possible route, following similar thin film conditions to 

Chen et al.’s work on Cu4TiSe4.
92 On a similar note, the magneto-optics of the sample could also 

be probed using X-ray magnetic circular dichroism (XMCD) or X-ray magnetic linear dichroism 

(XMLD).118 XMCD or XMLD measurements could be performed at the  Advanced Photon Source 

in Argonne National Laboratory. 
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6 CHAPTER 6: Conclusions and Future Work on Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) 

and Cu2Mn3Se4 

For Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0), it was noted that by increasing the amount of Ti4+ 

in the compound, the number of tetrahedral vacancies increased. The higher Ti4+ content iterations 

also possessed a large TiSe2 P-3m1 binary phase in addition to the desired Cu2Zn2xTi(3-2x)/2Se4 

powder. Likely, the powder synthesis difficulties arose from a combination of increased disorder 

in the lattice, as well as increased levels of electrostatic repulsion due to the rising amount of Ti4+ 

in the structure. Interestingly, decreasing the x value was observed to consistently increase Eg: 2.24 

eV, 2.59 eV, 2.61 eV, and 2.75 eV for x = 1.5, 1, 0.5, and 0, respectively. Table 6.1.1 portrays the 

optical bandgap, maximum absorbed wavelength, and absorbed regions of the solar spectrum. The 

increase in Eg with decreasing x value let to a decrease in λMax, cutting off longer wavelength 

portions of the visible spectrum.  

Table 6.1.1: Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) Eg, λMax, and absorbed regions of the solar 

spectrum.  

x Value Eg for r = 1/2 (eV) λMax (nm) Absorbed Regions 

1.5 2.24 ~554 UV, Vis (violet→green) 

1 2.59 ~479 UV, Vis (violet→blue-cyan) 

0.5 2.61 ~475 UV, Vis (violet→blue-cyan) 

0 2.75 ~451 UV, Vis (violet and blue) 

 

For both Cu2Zn2xTi(3-2x)/2Se4 (x = 1.5, 1, 0.5, 0) and Cu2Mn3Se4, aside from the 

conventional solid-state reaction from the elements or growing single crystals and grinding them, 

an “explosion” reaction method could also be implemented. Here, one would start from CuSe2 
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precursor and mix in proper elemental stoichiometries to form the various x = 1.5, 1, 0.5, 0 or 

Cu2Mn3Se4 iterations. Grind the powder with mortar and pestle, and cold press at RT and 100 MPa 

for 2 hours under vacuum using the graphite press to bring the precursor materials into closer 

contact. Place the pellet into a quartz tube and flame-seal under vacuum. According to the proper 

DSC melting peaks, choose a temperature ~100 °C below MP. Rapidly increase the temperature 

to MP – 100 °C over 4 hours, dwell for 1 or 2 hours, and quench in a bucket of water or liquid 

nitrogen (LN2). Note: while initiating the programmable furnace steps, do not place the quartz 

tubes into mullite tubes because the rapid increase in temperature could cause thermal shock to the 

mullite. Ideally, the “explosion” reaction and quenching process should trap the cubic structure in 

place and avoid binary formation. It is essential to wear the proper heat-resistant attire while 

performing the “explosion” reaction for adequate protection. The ideal explosion reaction 

synthesis conditions likely still need to be optimized based on preliminary PXRD scans.  

This same “explosion” reaction procedure could be implemented to create a substitution 

series of Cu2Zn3Se4-4xTe4x, where x = 0, 0.05, 0.1, 0.2, 0.5, 0.8, and 1. The x values correspond to 

the following compounds: Cu2Zn3Se4, Cu2Zn3Se3.8Te0.2, Cu2Zn3Se3.6Te0.4, Cu2Zn3Se3.2Te0.8, 

Cu2Zn3Se2Te2, Cu2Zn3Se0.8Te3.2, and Cu2Zn3Te4. Based on preliminary results, x = 0-0.4 appeared 

the most promising in terms of crystallizing as close to the Cu2Zn3Se4 large cell structure as 

possible. Again, the synthesis conditions need to be optimized further. It is possible that annealing 

will be required to further purify the various Cu2Zn3Se4-4xTe4x compositions. Most likely, 

substituting Se with Te could tune various physical properties such as the optical bandgap of the 

material, melting point, and thermoelectric properties.  
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A. APPENDIX A: Mn1-xZnxSb2Se4 (x = 0, 0.01, 0.04, 0.05, 0.06, 0.08, 0.1, 0.15) 

 

 

Figure A.1: MnSb2Se4 XRD peak analysis using Jade software. The Starred peaks were chosen to 

match the theoretical (hkl) values to the experimental 2θ values. Using Bragg’s law and the 

monoclinic interplanar spacing equation, the lattice parameters a, b, c, and β were calculated. 

 

Figure A.2: Rietveld refinement procedure of the main phase using the FullProf software. 

 

  



 172 

Table A.1: Extracted information from Rietveld refinement of the secondary phase, ZnSe. χ2 was 

noted before and after secondary phase refinement to depict the moderate improvement in the 

quality of fit upon secondary refinement. The lattice parameter of ZnSe for each composition was 

determined and compared to ICSD reference values. *ICSD Reference #7709129 (ZnSe, F-43m). 

Zn Content (x) 

χ2 Value (Before 

Secondary Phase 

Refinement) 

χ2 Value (After 

Secondary Phase 

Refinement) 

aZnSe (Å) 

ZnSe* N/A N/A 5.674 

0.04 8.34 8.19 5.7014 

0.05 0.824 0.776 5.690867 

0.06 4.12 4.08 5.67654 

0.08 14.9 14.6 5.708696 

0.1 21.1 21 5.699156 

0.15 13.5 12.8 5.701872 

 

Table A.2: XPS energy values, cross-referenced with the corresponding elemental energy 

windows. 

Zn Content (x) 
Mn L3 

2p3/2 (eV) 

Zn L3 

2p3/2 (eV) 

Sb M5 

3d5/2 

(eV) 

Se M4 

3d3/2 

(eV) 

Se M5 

3d5/2 

(eV) 

Reference 640.254 1021.055 52956 55.031 53.731 

0.01 641.4 

Unable to 

determine 

peak 

position 

529.6 54.7 54.2 

0.03 

Unable to 

determine 

peak 

position 

Unable to 

determine 

peak 

position 

529.6 54.4 54.1 

0.04 

Unable to 

determine 

peak 

position 

Unable to 

determine 

peak 

position 

529.6 54.8 54.2 

0.05 641.4 1024.7 529.5 54.7 54.2 
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Figure A.3: (a) Mn0.97Zn0.03Sb2Se4 (x = 0.03) electrical conductivity Arrhenius plot. The figure 

was divided into the intrinsic region, saturation plateau, and extrinsic region depending on 

temperature; (b) Intrinsic region Arrhenius plot, utilized to extract electronic bandgap, Eg; (c) 

Extrinsic region Arrhenius plot, employed to obtain activation energy, Ea. 
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Figure A.4: (a) Mn0.96Zn0.04Sb2Se4 (x = 0.04) electrical conductivity Arrhenius plot. The figure 

was divided into the intrinsic region, saturation plateau, and extrinsic region depending on 

temperature; (b) Intrinsic region Arrhenius plot, utilized to extract electronic bandgap, Eg; (c) 

Extrinsic region Arrhenius plot, employed to obtain activation energy, Ea. 
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Table A.3: Electrical conductivity of typical insulators, semiconductors, and metals. As a 

reference, Mn1-xZnxSb2Se4 σ ~ 10-1-102 S/m.121 

Material Electrical Conductivity (S/m) 

Insulators 
 

Fused Silica < 10-18 
 

Al2O3 < 10-13 
 

Soda-lime glass 10-10-10-11 
 

Semiconductors 

 

 

GaAs (undoped) 3 x 10-7 
 

Si (undoped) 3.4 x 10-4 
 

Ge 2.2 x 101 
 

Metals 

 

 

Al 3.8 x 107 
 

Cu 6 x 107 
 

Ag 6.8 x 107 
 

 

 

 

Figure A.5: Fermi-corrected Lorenz # file folder, displaying the relevant files. 
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Figure A.6: (Left): Screenshot of the data_test file that loads in Seebeck coefficient data to the 

Fermi-corrected Lorenz # Mathematica script. (Right): Screenshot of the result file that is 

generated once the Mathematica script is ran. 
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Figure A.7: Fermi-corrected Lorenz # Mathematica script, written by Hang Chi of the Uher group. 

It inputs Seebeck coefficient data and calculates accurate values for L. 
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Figure A.8: The bottom portion of the Fermi-corrected Lorenz # Mathematica script, written by 

Hang Chi of the Uher group. 
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Figure A.9: (a, b) Temperature-dependent magnetic susceptibility in zero field-cooled (ZFC) and 

field-cooled (FC) configurations, respectively; (c, d) Temperature-dependent inverse magnetic 

susceptibility in ZFC and FC configurations. 
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B.  APPENDIX B: Sb2-xSnxSe3 (x = 0, 0.01, 0.05, 0.1, 0.15, 0.2) 

 

 
Figure B.1: (Top): Sb2-xSnxSe3 compound series ingots after the solid-state reaction. The ingots 

were dark grey and lustrous in appearance. No apparent color changes were seen. With increasing 

Sn content. (Bottom): After grinding the reacted ingots into powder-dark grey in appearance. 
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Figure B.2: Sb-Sn-Se pseudo-binary phase diagram (ASM #95273282). This diagram was gathered 

from a vertical section of the Sb-Sn-Se ternary phase diagram. For x = 0-0.2, this corresponded to 

0-4 at% Sn. The proper window on the diagram was highlighted with a box in yellow. We see that 

as Sn increases, we go further into the 2-phase region on the phase diagram between the Sb2Se3 

Pnma and SnSb2Se4 Pnnm phases. So, this is consistent with the heating DSC observation of a 

growing secondary peak from x = 0.1-0.2. 
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Figure B.3: Powder x-ray diffraction comparing Sb1.8Sn0.2Se3 to both the Sb2Se3 Pnma (ICSD 

#3097330) and SnSb2Se4 Pnnm (ICSD #49723122) phases. At this zoom level, it is difficult to 

decipher if the SnSb2Se4 Pnnm phase is in fact present. See Figure B.4 for a zoomed-in version of 

the curve. 
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Figure B.4: Powder x-ray diffraction comparing Sb1.8Sn0.2Se3 to both the Sb2Se3 Pnma (ICSD 

#3097330) and SnSb2Se4 Pnnm (ICSD #49723122) phases, zoomed-in from 20-60° to show the 

peaks more clearly. Upon close inspection, there are minor SnSb2Se4 Pnnm peaks present in the 

Sb1.8Sn0.2Se3 in-between the Sb2Se3 Pnma peaks at various 2θ values. 
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Figure B.5: Sb2Se3 (x = 0) lattice parameter analysis using PDXL software. The experimental data 

was compared to the Sb2Se3 Pnma (ICSD #3097330) phase with lattice parameters: a = 11.7938 Å; 

b = 3.9858 Å; c = 11.6478 Å; α = β = γ = 90°. Three sets of (hkl) values were correlated to the 

proper experimental 2θ values. Bragg’s Law and the orthorhombic interplanar spacing equation 

were applied to manually extract more accurate lattice parameters. Corrected lattice parameters 

from manual peak analysis: a = 11.8126 Å; b = 3.98339 Å; c = 11.6672 Å; α = β = γ = 90°. 

 

Figure B.6: FullProf Rietveld refinement procedure implemented to gather the lattice parameters 

a, b, c for the Sb2-xSnxSe3 compound series.  
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Figure B.7: Instructions on how to convert reflectance data into absorbance using the Kubelka-

Munk function F(R). By plotting [F(R)*hν]1/r vs. energy, we can extract the proper optical 

transition. For the case of r = ½, this corresponds to a direct allowed transition, i.e., a direct optical 

bandgap (Eg). Eg is determined by extrapolating the absorption edge to the baseline; the 

intersection of the two tangent lines corresponds to Eg. In the case where there is not a clear 

baseline to extrapolate to, the intersection of the absorption edge tangent line with the x-axis 

corresponds to Eg. Note: this slide originated from course material in MSE 510: Materials 

Chemistry, instructed by Dr. McCrory at the University of Michigan. 
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Figure B.8: Kubelka-Munk function F(R) vs. energy. Drawn on the plot is a vertical line at 1.4 

eV, noting the onset of the absorption edge. 
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C. APPENDIX C: Cu2Zn3Se4 (x = 1.5) 

 

Table C.1: Cu2Zn3Se4 small cell anisotropic displacement parameters, in units of Å2 x 10-4. 

Cu2Zn3Se4-small cell 

Atom U11 U22 U33 U12 U13 U23 

Se1 349.4(7) - - - - - 

Zn1 420.7(9) - - - - - 

Cu1 420.7(9) - - - - - 

 

Table C.2: Cu2Zn3Se4 large cell anisotropic displacement parameters in units of Å2 x 10-4. 

Cu2Zn3Se4-large cell 

Atom U11 U22 U33 U23 U13 U12 

Se1 352.1(4) 352.1(4) 352.1(4) 0 0 0 

Se2 287.3(2) 288.4(3) 287.3(2) 0 -0.6(2) 0 

Se3 323.4(3) 323.4(3) 317.5(4) 0 0 0 

Se4 256.4(2) 256.4(2) 256.4(2) 0.7(1) 0.7(1) 0.7(1) 

Zn1 371.8(4) 371.8(4) 371.8(4) 3.8(3) 3.8(3) -3.8(3) 

Zn2 423.7(3) 423.7(3) 421.6(4) 1.5(3) 1.5(3) 5(3) 

Cu1 273.2(5) 273.2(5) 273.2(5) 0 0 0 

Cu2 218.6(3) 218.6(3) 218.6(3) -2.7(2) -2.7(2) -2.7(2) 

Cu3 273.5(3) 269(4) 273.5(3) 0 2.2(4) 0 
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Table C.3: Cu2Zn3Se4 small cell selected inter-atomic bond angles (in °). Small cell operators for 

generating equivalent atoms: (i) x, y+1/2, z+1/2; (ii) x+1/2, y, z+1/2; (iii) x+1/2, y+1/2, z; (iv) x, 

y-1/2, z-1/2; (v) x-1/2, y, z-1/2; (vi) x-1/2, y-1/2, z; (vii) -x, -y+1, -z+1; (viii) -x, -y+3/2, -z+3/2; 

(ix) -x+1, -y+3/2, -z+3/2; (x) -x+1/2, -y+1, -z+3/2; (xi) -x+1/2, -y+2, -z+3/2; (xii) -x+1/2, -y+3/2, 

-z+1; (xiii) -x+1/2, -y+3/2, -z+2. 

Cu2Zn3Se4-small cell 

Atoms 1,2,3 Angle 1,2,3 [°] 

Se1i—Zn1/Cu1—Se1ii 109.5 

Se1iii—Zn1/Cu1—Se1ii 109.5 

Se1—Zn1/Cu1—Se1ii 109.5 

Se1iii—Zn1/Cu1—Se1i 109.5 

Se1—Zn1/Cu1—Se1i 109.5 

Se1—Zn1/Cu1—Se1iii 109.5 
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Table C.4: Cu2Zn3Se4 large cell selected inter-atomic bond angles (in °). Large cell operators for 

generating equivalent atoms: (i) -x, 1-y, 1-z; (ii) -x, y, z; (iii) -x, 1-y, z; (iv) x, y, 1-z; (v) -x, y, 1-

z; (vi) x, 1-y, z; (vii) x, 1-y, 1-z; (viii) 1-x, y, z; (ix) 1-x, 1-y, z; (x) -0.5+z, -0.5+x, 1-y; (xi) -0.5+z, 

1.5-x, 1-y; (xii) 0.5-x, 1-y, 1.5-z; (xiii) -1+x, y, z; (xiv) -1+x, 1-y, z; (xv) 1.5-y, -0.5+z, 1-x; (xvi) 

z, 0.5-x, 1.5-y; (xvii) 0.5+y, -0.5+z, x; (xviii) z, -0.5+x, 0.5+y; (xix) 1-z, 0.5-x, 1.5-y; (xx) 0.5-y, 

1.5-z, 1-x; (xxi) x, y, 2-z; (xxii) 1-z, 1.5-x, 0.5+y; (xxiii) 0.5-y, 1.5-z, x; (xxiv) 0.5+y, 1-z, 0.5+x; 

(xxv) 1+x, y, z; (xxvi) 2-x, y, z; (xxvii) x, 0.5-y, 1.5-z; (xxviii) 1.5-x, 0.5-y, z; (xxix) 1.5-x, y, 1.5-

z; (xxx) 0.5+x, -0.5+y, z; (xxxi) z, x, y; (xxxii) y, -0.5+z, 0.5+x; (xxxiii) -0.5+z, 0.5+x, y; (xxxiv) 

-0.5+y, z, 0.5+x; (xxxv) 0.5-y, z, 1.5-x; (xxxvi) -0.5+x, 1-y, 1.5-z; (xxxvii) -0.5+x, 0.5+y, z. 

Cu2Zn3Se4-large cell 

Atoms 1,2,3 Angle 1,2,3 [°] Atoms 1,2,3 Angle 1,2,3 [°] 

Se3—Zn1—Se3xix 110.01(4) Se4xxviii—Cu1—Se4xxix 109.5 

Se3—Zn1—Se3xx 110.01(4) Se2xxxiii—Cu2—Se2xxxiv 109.95(3) 

Se3xix—Zn1—Se3xx 110.01(4) Se2xxxiii—Cu2—Se2 109.95(3) 

Se3—Zn1—Se4ix 108.92(4) Se2xxxiv—Cu2—Se2 109.95(3) 

Se3xix—Zn1—Se4ix 108.92(4) Se2xxxiii—Cu2—Se1 108.99(3) 

Se3xx—Zn1—Se4ix 108.92(4) Se2xxxiv—Cu2—Se1 108.99(3) 

Se2ix—Zn2—Se2xxiv 110.01(5) Se2—Cu2—Se1 108.99(3) 

Se2ix—Zn2—Se4 109.51(3) Se4xxxvi—Cu3—Se4ix 109.50(6) 

Se2xxiv—Zn2—Se4 109.51(3) Se4xxxvi—Cu3—Se2 109.469(7) 

Se2ix—Zn2—Se3xxv 109.44(3) Se4ix—Cu3—Se2 109.469(7) 

Se2xxiv—Zn2—Se3xxv 109.44(3) Se4xxxvi—Cu3—Se2xii 109.469(7) 

Se4—Zn2—Se3xxv 108.91(5) Se4ix—Cu3—Se2xii 109.469(7) 

Se4—Cu1—Se4xxvii 109.5 Se2—Cu3—Se2xii 109.45(5) 

Se4—Cu1—Se4xxviii 109.5 - - 

Se4xxvii—Cu1—Se4xxviii 109.5 - - 

Se4—Cu1—Se4xxix 109.5 - - 

Se4xxvii—Cu1—Se4xxix 109.5 - - 
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Figure C.1: Cu-Se binary phase diagram from ASM alloy phase diagram database (#101112123). 

The relevant Cu2Zn3Se4 DSC peaks were noted with orange horizontal lines. The binary Cu2Se RT 

C2/c phase was noted with an orange vertical line. 

 

 

Figure C.2: Cu2Se powder XRD, compared to the binary Cu2Se C2/c phase. (Right): Heating 

DSC of Cu2Se powder with the peaks noted. 
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Table C.5: XPS energy values, cross-referenced with the corresponding elemental energy 

windows.31 

Cu XPS Information  

Element/Compound Cu 2p1/2 BE (eV) Cu 2p3/2 BE (eV) Cu Δ (eV) 
 

Cu2Zn3Se4-Hot Pressed-#1 952.28 932.35 19.93 
 

Cu2Zn3Se4-Hot Pressed-#2 952.04 932.41 19.63 
 

Cu Reference31 (Cu2Se, p. 203) ? 931.9 ? 
 

Cu Reference31 (p. 86) 952.5 932.7 19.8 
 

Zn XPS Information 

 

 

Element/Compound Zn 2p1/2 BE (eV) Zn 2p3/2 BE (eV) Zn Δ (eV) 
 

Cu2Zn3Se4-Hot Pressed-#1 1044.59 1021.38 23.21 
 

Cu2Zn3Se4-Hot Pressed-#2 1044.96 1021.56 23.4 
 

Zn Reference31 (ZnS, p. 204) ? 1022 ? 
 

Zn Reference31 (p. 88) 1044.77 1021.8 22.97 
 

Se XPS Information 

 

 

Element/Compound Se 3d3/2 BE (eV) Se 3d5/2 BE (eV) Se Δ (eV) 
 

Cu2Zn3Se4-Hot Pressed-#1 54.55 53.65 0.9 
 

Cu2Zn3Se4-Hot Pressed-#2 54.62 53.82 0.8 
 

Se Reference31 (SnSe, p. 237) 55 53.7 1.3 
 

Se Reference31 (p. 96) 56.46 55.6 0.86 
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Figure C.3: Cu2Zn3Se4 σ vs. 1/T plot. At high-T, we see the relationship become linear. 
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Figure C.4: Power Factor (PF = σS2) vs. temperature. With increasing T, PF also increased. Values 

ranged from 0.63-1.53 μW/cm*K. 
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D. APPENDIX D: Cu2Zn2Ti0.5Se4 (x = 1) 

 

Table D.1: Cu2.75Zn0.625TiSe4 anisotropic displacement parameters, in units of Å2 x 10-4. 

Atom U11 U22 U33 U23 U13 U12 

Se1 284.4(7) 284.4(7) 284.4(7) 25.9(30) 25.9(30) 25.9(30) 

Cu1 93.4(8) 93.4(8) 38.1(12) 0 0 0 

Zn1 126.8(20) 126.8(20) 126.8(20) 0 0 0 

Ti1 157.3(17) 157.3(17) 157.3(17) 0 0 0 

 

Table D.2: Cu2.75Zn0.625TiSe4 selected inter-atomic bond angles (in °). Operators for generating 

equivalent atoms: (i) y, z, x; (ii) z, x, y; (iii) -x, -y, z; (iv) -y, x, 0.5-z; (v) y, -x, 0.5-z; (vi) y, x, 

0.5+z; (vii) x, -y, -z; (viii) -x, y, -z; (ix) y, -z, -x; (x) -z, -x, y; (xi) x, 0.5-y, 0.5-z; (xii) 0.5-x, 0.5-

y, z; (xiii) 0.5-x, y, 0.5-z. 

Atoms 1,2,3 Angle 1,2,3 [°] Atoms 1,2,3 Angle 1,2,3 [°] 

Se1iii—Cu1—Se1 108.81(11) Se1—Ti1—Se1xi 109.5 

Se1iii—Cu1—Se1iv 109.80(5) Se1—Ti1—Se1xii 109.5 

Se1—Cu1—Se1iv 109.80(5) Se1xi—Ti1—Se1xii 109.5 

Se1iii—Cu1—Se1v 109.80(5) Se1—Ti1—Se1xiii 109.5 

Se1—Cu1—Se1v 109.80(5) Se1xi—Ti1—Se1xiii 109.5 

Se1iv—Cu1—Se1v 108.81(11) Se1xii—Ti1—Se1xiii 109.5 

Se1—Zn1—Se1vii 109.5 - - 

Se1—Zn1—Se1viii 109.5 - - 

Se1vii—Zn1—Se1viii 109.5 - - 

Se1—Zn1—Se1iii 109.5 - - 

Se1vii—Zn1—Se1iii 109.5 - - 

Se1viii—Zn1—Se1iii 109.5 - - 
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E.  APPENDIX E: Cu2ZnTiSe4 (x = 0.5) 

 

Table E.1: Cu2ZnTiSe4 small cell anisotropic displacement parameters, in units of Å2 x 10-4. 

Cu2ZnTiSe4-small cell 

Atom U11 U22 U33 U12 U13 U23 

Se1 163.8(10) 163.8(10) 163.8(10) 0 0 0 

Cu1 89.6(12) 89.6(12) 89.6(12) 0 0 0 

Zn1 89.6(12) 89.6(12) 89.6(12) 0 0 0 

Ti1 515.1(125) 515.1(125) 515.1(125) 0 0 0 

 

Table E.2: Cu2ZnTiSe4 large cell anisotropic displacement parameters, in units of Å2 x 10-4. 

Cu2ZnTiSe4-large cell 

Atom U11 U22 U33 U23 U13 U12 

Cu1 48(4) 48(4) 52.1(4) 0 0 -0.7(3) 

Zn1 48(4) 48(4) 52.1(4) 0 0 -0.7(3) 

Cu2 46.9(4) 46.9(4) 46.9(4) 0 0 0 

Zn2 46.9(4) 46.9(4) 46.9(4) 0 0 0 

Ti1 220.1(4) 220.1(4) 220.1(4) 0 0 0 

Se1 107.2(3) 107.2(3) 107.2(3) 2.2(1) 2.2(1) -2.2(1) 

Se2 109.7(3) 109.7(3) 109.7(3) -1.9(1) 1.9(1) -1.9(1) 
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Table E.3: Cu2ZnTiSe4 small cell selected inter-atomic bond angles (in °). Small cell operators 

for generating equivalent atoms: i) 0.5+x, 0.5+y, z; (ii) x, 0.5+y, 0.5+z; (iii) 0.5+x, y, 0.5+z; (iv) 

x, 0.5+y, -0.5+z; (v) 0.5+x, y, -0.5+z; (vi) -0.5+x, -0.5+y, z; (vii) -0.5+x, y, -0.5+z; (viii) x, -0.5+y, 

-0.5+z; (ix) x, y, -1+z; (x) -0.5+x, y, 0.5+z; (xi) x, -0.5+y, 0.5+z; (xii) x, y, 1+z. 

Cu2ZnTiSe4-small cell 

Atoms 1,2,3 Angle 1,2,3 [°] 

Se1—Cu1/Zn1—Se1vi 109.5 

Se1—Cu1/Zn1—Se1vii 109.5 

Se1vi—Cu1/Zn1—Se1vii 109.5 

Se1—Cu1/Zn1—Se1viii 109.5 

Se1vi—Cu1/Zn1—Se1viii 109.5 

Se1vii—Cu1/Zn1—Se1viii 109.5 

Se1vi—Ti1—Se1 109.5 

Se1vi—Ti1—Se1x 109.5 

Se1—Ti1—Se1x 109.5 

Se1vi—Ti1—Se1xi 109.5 

Se1—Ti1—Se1xi 109.5 

Se1x—Ti1—Se1xi 109.5 
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Table E.4: Cu2ZnTiSe4 large cell selected inter-atomic bond angles (in °). Large cell operators for 

generating equivalent atoms: (i) 0.25-z, 0.25-x, 0.25-y; (ii) 0.25-x, 0.25-y, 0.25-z; (iii) x, 0.5+y, 

0.5+z; (iv) 0.75-x, 0.25+y, 1.75+z; (v) -0.5-z, -1-x, 1.5+y; (vi) 1.25-x, 1.75-z, 1.75-y; (vii) 1.25-x, 

1.75+y, 1.75+z; (viii) 0.75-y, -0.75+x, 0.75+z; (ix) 0.25-z, 1.75+y, 0.75+x; (x) 0, 0, 0; (xi) x, 1+y, 

z; (xii) 0, 0, 0; (xiii) y, z, x; (xiv) 0, 0, 0; (xv) x, 0.5+y, -0.5+z; (xvi) -0.5+z, 0.5+x, y; (xvii) 0, 0, 

0; (xviii) 0, 0, 0; (xix) y, 0.5-x, 1.5-z; (xx) 0.25-y, 0.25-z, 1.25-x; (xxi) 0, 0, 0; (xxii) -0.75-y, 0.75-

x, 0.75-z; (xxiii) 0.5+x, -z, 1.5-y; (xxiv) 0.25+z, 0.25+x, 0.25-y; (xxv) 0, 0, 0; (xxvi) 0.5+z, 1-y, 

0.5-x; (xxvii) x, -1+y, z; (xxviii) -y, -0.5-x, -0.5+z; (xxix) x, -0.5+y, -0.5+z; (xxx) -0.5+z, -0.5+x, 

y; (xxxi) 0, 0, 0. 

Cu2ZnTiSe4-large cell 

Atoms 1,2,3 Angle 1,2,3 [°] Atoms 1,2,3 Angle 1,2,3 [°] 

Se1—Cu1|Zn1—Se1i 109.484(19) Se1xviii—Ti1—Se1xix 109.5 

Se1—Cu1|Zn1—Se2ii 109.5 Se1xviii—Ti1—Se1xx 109.5 

Se1i—Cu1|Zn1—Se2ii 109.5 Se1xix—Ti1—Se1xx 109.5 

Se1—Cu1|Zn1—Se2iii 109.5 Se1xviii—Ti1—Se1 109.5 

Se1i—Cu1|Zn1—Se2iii 109.5 Se1xix—Ti1—Se1 109.5 

Se2ii—Cu1|Zn1—Se2iii 109.459(19) Se1xx—Ti1—Se1 109.5 

Se2ix—Cu2|Zn2—Se2x 109.5 - - 

Se2ix—Cu2|Zn2—Se2i 109.5 - - 

Se2x—Cu2|Zn2—Se2i 109.5 - - 

Se2ix—Cu2|Zn2—Se2xi 109.5 - - 

Se2x—Cu2|Zn2—Se2xi 109.5 - - 

Se2i—Cu2|Zn2—Se2xi 109.5 - - 
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Figure E.1: Ti-Se binary phase diagram from ASM alloy phase diagram database (#903522124). 

The relevant Cu2ZnTiSe4 DSC peaks were noted with orange horizontal lines. The binary TiSe2 

RT P-3m1 phase was also noted. Note: this phase diagram displays a Ti At% range from 36-52 

At% Ti. For the TiSe2 RT P-3m1 phase, this corresponds to 33 At% Ti. So, this phase diagram 

does not display the optimal Ti At% range. Interestingly, this was the only Ti-Se binary phase 

diagram on the ASM database. 
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Figure E.2: (Left): TiSe2 powder XRD, compared to the binary TiSe2 phase. (Right): Heating 

DSC of TiSe2 powder with the peaks noted. This data was used for comparison purposes with the 

Cu2ZnTiSe4 DSC peaks.  



 200 

F. APPENDIX F: Cu2Ti1.5Se4 (x = 0) 

Table F.1: Cu3Ti1.25Se4 anisotropic displacement parameters, in units of Å2 x 10-4. 

Atom U11 U22 U33 U23 U13 U12 

Cu1 177.1(5) 177.1(5) 138(6) 0 0 2.1(8) 

Cu2 125.4(10) 125.4(10) 125.4(10) 0 0 0 

Ti2 125.4(10) 125.4(10) 125.4(10) 0 0 0 

Ti1 216.1(13) 216.1(13) 216.1(13) 0 0 0 

Ti3 273.3(31) 273.3(31) 273.3(31) 0 0 0 

Ti4 83.9(12) 83.9(12) 83.9(12) 0 0 0 

Se1 202.7(7) 202.7(7) 202.7(7) -7.9(5) -7.9(5) -7.9(5) 

Se2 124(5) 124(5) 124(5) 9.5(4) -9.5(4) 9.5(4) 

 

Table F.2: Cu3Ti1.25Se4 selected inter-atomic bond angles (in °). Operators for generating 

equivalent atoms: (i) 0.5-x, 0.5-y, z; (ii) 0.5-x, y, 0.5-z; (iii) x, 0.5-y, 0.5-z; (iv) z, x, y; (v) 0.5-z, 

0.5-x, y; (vi) y, z, x; (vii) y, 0.5-z, 0.5-x; (viii) x, 0.5-y, -0.5-z; (ix) 0.5-x, y, -0.5-z; (x) 0.5+z, x, -

0.5+y; (xi) -z, 0.5-x, -0.5+y; (xii) y, 0.5+z, -0.5+x; (xiii) y, -z, -x; (xiv) -x, y, -z; (xv) x, 1-y, -z; 

(xvi) -x, 1-y, z; (xvii) 1-x, 1-y, z; (xviii) 1-x, y, -z. 

Atoms 1,2,3 Angle 1,2,3 [°] Atoms 1,2,3 Angle 1,2,3 [°] 

Se1i—Cu1—Se1 108.83(7) Se1—Ti1—Se1i 109.5 

Se1i—Cu1—Se2i 109.78(2) Se1viii—Ti1—Se1i 109.5 

Se1—Cu1—Se2i 109.78(2) Se1ix—Ti1—Se1i 109.5 

Se1i—Cu1—Se2 109.78(2) Se2xiv—Ti3—Se2 109.5 

Se1—Cu1—Se2 109.78(2) Se2xiv—Ti3—Se2xv 109.5 

Se2i—Cu1—Se2 108.89(7) Se2—Ti3—Se2xv 109.5 

Se2ii—Cu2|Ti2—Se2iii 109.5 Se2xiv—Ti3—Se2xvi 109.5 

Se2ii—Cu2|Ti2—Se2i 109.5 Se2—Ti3—Se2xvi 109.5 

Se2iii—Cu2|Ti2—Se2i 109.5 Se2xv—Ti3—Se2xvi 109.5 

Se2ii—Cu2|Ti2—Se2 109.5 Se1—Ti4—Se1xv 109.5 

Se2iii—Cu2|Ti2—Se2 109.5 Se1—Ti4—Se1xvii 109.5 

Se2i—Cu2|Ti2—Se2 109.5 Se1xv—Ti4—Se1xvii 109.5 

Se1—Ti1—Se1viii 109.5 Se1—Ti4—Se1xviii 109.5 

Se1—Ti1—Se1ix 109.5 Se1xv—Ti4—Se1xviii 109.5 

Se1viii—Ti1—Se1ix 109.5 Se1xvii—Ti4—Se1xviii 109.5 
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Figure F.1: Ti-Se binary phase diagram from ASM alloy phase diagram database (#903522124). 

The relevant Cu2Ti1.5Se4 DSC peaks were noted with orange horizontal lines. The binary TiSe2 RT 

P-3m1 phase was also noted. Note: this phase diagram displays a Ti At% range from 36-52 At% 

Ti. For the TiSe2 RT P-3m1 phase, this corresponds to 33 At% Ti. So, this phase diagram does not 

display the optimal Ti At% range. Interestingly, this was the only Ti-Se binary phase diagram on 

the ASM database. 
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Figure F.2: TiSe2 powder XRD, compared to the binary TiSe2 phase. (Right): Heating DSC of 

TiSe2 powder with the peaks noted. This data was used for comparison purposes with the 

Cu2Ti1.5Se4 DSC peaks.  
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G.  APPENDIX G: Cu2Mn3Se4 

 

Table G.1: Cu2Mn3Se4 small cell anisotropic displacement parameters, in units of Å2 x 10-4. 

Cu2Mn3Se4-small cell 

Atom U11 U22 U33 U12 U13 U23 

Mn1 306.7(8) 306.7(8) 306.7(8) 0 0 0 

Cu1 306.7(8) 306.7(8) 306.7(8) 0 0 0 

Se2 308.4(8) 308.4(8) 308.4(8) 0 0 0 

 

Table G.2: Cu2Mn3Se4 large cell anisotropic displacement parameters, in units of Å2 x 10-4. 

Cu2Mn3Se4-large cell 

Atom U11 U22 U33 U23 U13 U12 

Se1 234.4(30) 234.4(30) 234.4(30) -94.4(61) -94.4(61) -94.4(61) 

Se2 355.4(41) 355.4(41) 355.4(41) -39.9(84) -39.9(84) -39.9(84) 

Cu3 1880.4(378) 1880.4(378) 1880.4(378) - - - 

Cu4 894(216) 894(216) 894(216) - - - 

Mn5 34.9(23) - - - - - 

 

Table G.3: Cu2Mn3Se4 small cell selected inter-atomic bond angles (in °). Small cell operators for 

generating equivalent atoms: (i) x, 0.5+y, 0.5+z; (ii) -0.5+x, 0.5+y, z; (iii) -0.5+x, y, 0.5+z; (iv) -

x, 0.5-y, 0.5-z; (v) 0.5-x, 1-y, 0.5-z; (vi) 0.5-x, 0.5-y, -z; (vii) 0.5-x, 0.5-y, 1-z; (viii) 1-x, 0.5-y, 

0.5-z; (ix) 0.5-x, -y, 0.5-z; (x) x, -0.5+y, -0.5+z; (xi) 0.5+x, -0.5+y, z; (xii) 1-x, -y, -z; (xiii) 0.5+x, 

y, -0.5+z. 

Cu2Mn3Se4-small cell 

Atoms 1,2,3 Angle 1,2,3 [°] 

Se2i—Mn1/Cu1—Se2ii 109.5 

Se2i—Mn1/Cu1—Se2iii 109.5 

Se2ii—Mn1/Cu1—Se2iii 109.5 

Se2i—Mn1/Cu1—Se2 109.5 

Se2ii—Mn1/Cu1—Se2 109.5 

Se2iii—Mn1/Cu1—Se2 109.5 
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Table G.4: Cu2Mn3Se4 large cell selected inter-atomic bond angles (in °). Large cell  operators for 

generating equivalent atoms: (i) 0, 0z, 0; (ii) -0.5+y, 0.5+z, -1+x; (iii) y, 1.5+z, 0.5+x; (iv) -1+x, 

y, z; (v) 1+y, 1-z, -x; (vi) z, -0.5+x, -0.5+y; (vii) y, 1-z, -x; (viii) 0, 0, 0; (ix) 1.25-y, 1.25+x, 0.25+z; 

(x) -0.5-y, -1-x, 0.5+z; (xi) x, 1.5+z, 0.5+y; (xii) 0, 0, 0; (xiii) 0, 0, 0; (xiv) 0.25+x, 1.25-z, 0.25+y; 

(xv) 1.25+z, 0.25+y, 0.25-x; (xvi) y, 0.5+z, -0.5+x; (xvii) 0.5+z, x, -0.5+y; (xviii) 0.25-y, 1.25+x, 

0.25+z; (xix) 0.25+z, 0.25+y, 0.25-x; (xx) 0.75+z, 0.25+x, 1.75-y; (xxi) 0, 0, 0; (xxii) 1.25+x, 

1.25-z, 0.25+y; (xxiii) 1+x, y, z; (xxiv) 0, 0, 0; (xxv) 1+y, 1.5+z, 0.5+x; (xxvi) 0.25-z, 1.25-y, -

0.75-x; (xxvii) 1-y, -0.5+z, -0.5-x. 

Cu2Mn3Se4-large cell 

Atoms 1,2,3 Angle 1,2,3 [°] Atoms 1,2,3 Angle 1,2,3 [°] 

Se2—Cu3—Se2xiv 109.5 Se1xxii—Mn5—Se1xxiii 114.9(6) 

Se2—Cu3—Se2xv 109.5 Se1xxii—Mn5—Se2xv 109.26(4) 

Se2xiv—Cu3—Se2xv 109.5 Se1xxiii—Mn5—Se2xv 109.26(4) 

Se2—Cu3—Se2ix 109.5 Se1xxii—Mn5—Se2ix 109.26(4) 

Se2xiv—Cu3—Se2ix 109.5 Se1xxiii—Mn5—Se2ix 109.26(4) 

Se2xv—Cu3—Se2ix 109.5 Se2xv—Mn5—Se2ix 104.4(5) 

Se1—Cu4—Se1xiv 109.5 - - 

Se1—Cu4—Se1xviii 109.5 - - 

Se1xiv—Cu4—Se1xviii 109.5 - - 

Se1—Cu4—Se1xix 109.5 - - 

Se1xiv—Cu4—Se1xix 109.5 - - 

Se1xviii—Cu4—Se1xix 109.5 - - 
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Figure G.1: Mn-Se binary phase diagram from ASM alloy phase diagram database (#901613125). 

The relevant Cu2Mn3Se4 DSC peak was noted with an orange horizontal line. The binary MnSe 

Fm-3m phase was noted with an orange vertical line. 
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Figure G.2: Cu-Se binary phase diagram from ASM alloy phase diagram database (#101112123). 

The relevant DSC peak was noted with an orange horizontal line. The binary Cu3Se2 RT P-421m 

phase was noted with an orange vertical line. 
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H.  APPENDIX H: Magnetic Property Equations 

 

To predict the magnetic moment of a compound, we must first review quantum numbers. 

The principal quantum number (n), orbital angular momentum quantum number (l), magnetic 

quantum number (ml), and spin quantum number (ms) are given by:  

 n =  1, 2, 3, …  H-1 

 l = 0, 1, 2,…, n - 1 H-2 

 ml= -l, -l+1,…,+l H-3 

 ms= ± 1/2 H-4. 

Now that the four quantum numbers have been reviewed, we can utilize Hund’s rules, as 

they provide us with the predictive power to calculate the expected magnetic moment. The first of 

Hund’s rules states that the total spin angular momentum (S) is given as the summation of the 

individual spin quantum number values. Hund’s second rule lists the total orbital angular 

momentum (L) as the summation of the magnetic quantum number values. The third Hund’s rule 

states that the total angular momentum of a less-than half-filled orbital should be calculated by the 

difference between J and S; for a more than half-full orbital, J and S are additive. The equations 

for Hund’s rules are as follows:   

 𝑆 =  ∑ 𝑚𝑠 
H-5 

 𝐿 =  ∑ 𝑚𝑙 
H-6 

 𝐽 =  |𝐿 − 𝑆|  (𝑙𝑒𝑠𝑠 𝑡ℎ𝑎𝑛 ℎ𝑎𝑙𝑓 − 𝑓𝑢𝑙𝑙 𝑜𝑟𝑏𝑖𝑡𝑎𝑙) H-7 

 𝐽 =  |𝐿 + 𝑆| (𝑚𝑜𝑟𝑒 𝑡ℎ𝑎𝑛 ℎ𝑎𝑙𝑓 − 𝑓𝑢𝑙𝑙 𝑜𝑟𝑏𝑖𝑡𝑎𝑙) H-8. 
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With S, L, and J defined, the Landé g-factor (gl) and theoretical magnetic moment can then be 

calculated: 

 
g

l
=1+ 

J(J+1)+S(S+1)-L(L+1)

2J(J+1)
 

H-9 

 μ
theo

= g
l
√J(J+1)μ

B
 H-10, 

where μB = Bohr magneton = 9.274 x 10-24 J/T. 

 To compare the effective magnetic moment (μeff) to μtheo, one must first define the Curie-

Weiss law of paramagnetism. This equation is given by:  

 
χ= 

C

T - θ
 

H-11, 

where χ is magnetic susceptibility, C is the Curie constant, T is temperature, and θ is the Weiss 

constant. When θ = -, this corresponds to antiferromagnetic ordering; when θ = +, this means 

ferromagnetic ordering. Now, taking the inverse magnetic susceptibility:  

 
χ-1= 

1

C
T- 

θ

C
, 

H-12, 

we can plot χ-1 vs. T and fit a linear trendline. From this fitting, we can calculate C and θ.  

 With the known value of the Curie constant, the Langevin theory of paramagnetism can be 

applied to calculate μeff.  

 

μ
eff

= √
3kB

NA

C 

H-13, 

where kB is the Boltzmann constant and NA is Avogadro’s number.  
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I. APPENDIX I: Thermoelectric Equations 

 

Thermoelectric figure of merit (zT):  

 
𝑧𝑇 =  

𝜎𝑆2

𝜅𝑇
𝑇 

I-1. 

Electrical conductivity of a semiconductor in the low-T extrinsic region:  

 𝜎 =  𝜎𝑜𝑒−𝐸𝑎/𝑘𝐵𝑇 I-2. 

Electrical conductivity of a semiconductor in the high-T intrinsic region: 

 𝜎 =  𝜎𝑜𝑒−𝐸𝑔/2𝑘𝐵𝑇 I-3. 

Arrhenius relation of a semiconductor in the low-T extrinsic region:  

 
ln(σ) =  −

Ea

kB
T +  ln(σo) 

I-4. 

When ln(σ) vs. 1/T is plotted, we get a linear relationship y = mx + b. Similarly, for the Arrhenius 

relation of a semiconductor in the high-T intrinsic region:  

 
ln(σ)= -

Eg

2kB

T + ln(σo) 
I-5. 

Seebeck coefficient:  

 
S = -

∆V

∆T
 

I-6. 

Seebeck coefficient for a p-type semiconductor according to the single parabolic band model: 

 
S= 

8π8/3kB
2

3
5/3

h
2

m*p-2/3T 
I-7. 

Effective mass and band structure curvature:93  

 

m* = ℏ
2 (

d
2
E

dk
2

)

-1

 

I-8. 
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Hole carrier concentration is defined by the following four equations:110 

 p
v
(x)= Pv(T)e-(μ- Ev)/kBT I-9 

 
Pv(T)= ∫ g

v
(E)e-(Ev-E)/kBTdE

Ev

-∞

 
I-10 

 
g

v
(E)= ∫

1

4π3

1

|∇Ev(k)|

0

Sv(E)

dS 
I-11 

 
μ= μ

i
≈Ev+ 

1

2
Eg+ 

3

4
kBT ln (

mv

mc

) 
I-12. 

Note: these four equations only hold when the following condition is satisfied: 110  

 μ- Ev ≫  kBT I-13. 

Relationship between hole carrier concentration and electrical conductivity: 

 
σ = peμ

h
 = pe

eτh

mh

 = p
e2τh

mh

 
I-14. 

Power Factor:  

 PF= σS
2
 I-15. 

Total thermal conductivity (density, Cp, D): 

 κT = ρ𝐶PD I-16. 

Dulong-Petit Law for cp:  

 
Cp = 

N3R

FM
  

I-17, 

where N = number of atoms in the unit cell, R is the ideal gas constant, and FM is the formula 

mass.  
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Thermal diffusivity:  

 D = Doe-Qd/RT I-18. 

Total thermal conductivity:  

 κT = κL + κe I-19. 

Lattice thermal conductivity:  

 κL= κT- κe I-20. 

Wiedemann-Franz Law:  

 κe = LσT I-21. 

Lorenz number for a metal:  

 L= 2.44 × 10
-8

 WΩ/K2 I-22. 
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Fermi-corrected Lorenz number for a semiconductor with low electrical conductivity. It 

utilizes the sample’s temperature-dependent Seebeck coefficient for the calculation. The equations 

listed below were gathered from Lu et al.’s work on Cu2Se/CuFeSe2 composites.57  

 

𝐿 =  (
𝑘𝐵

𝑒
)

2

[
(𝑟 +  

7
2) (𝑟 +  

3
2) 𝐹𝑟+1/2𝐹𝑟+5/2(𝜉)  −  (𝑟 +  

5
2)

2

𝐹𝑟+3/2
2(𝜉)

(𝑟 +  
3
2)

2

𝐹𝑟+1/2
2(𝜉)

] I-23 

 
Fn(ξ)= ∫

xn

1+ ex- ξ
dx

∞

0

 I-24 

 
𝜉 =  

𝐸𝐹

𝑘𝐵𝑇
 I-25 

 

|S|= 
kB

e
[
(r+ 

5
2

) Fr+3/2(ξ)

(r+ 
3
2

) Fr+1/2(ξ)
- ξ] I-26, 

where kB, e, ξ, and Fn are the Boltzmann constant, elementary charge, reduced Fermi energy, and 

Fermi integral, respectively.57 Additionally, r is the scattering parameter: -1/2 for acoustic phonon 

scattering and +3/2 for ionized impurity scattering; S is the Seebeck coefficient.57 
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J. APPENDIX J: Structural Equations 

 

Bragg’s Law:  

 
2dsin (

2θ

2
) = λ 

J-1. 

Rearranging Bragg’s Law for 1/d2:  

 1

d
2

= [
2

λ
sin (

2θ

2
)]

2

 
J-2. 

Monoclinic interplanar spacing:  

 1

d
2

= 
1

sin
2
β

(
h

2

a2
+ 

k
2
sin

2
β

b
2

+ 
l
2

c2
 – 

2hlcosβ

ac
) 

J-3. 

The equation for a monoclinic cell volume VCell is as follows:  

 VCell = abc×sinβ. J-4. 

Equating the rearranged Bragg’s Law to the monoclinic interplanar spacing:  

 
[
2

λ
sin (

2θ

2
)]

2

= 
1

sin
2
β

(
h

2

a2
+ 

k
2
sin

2
β

b
2

+ 
l
2

c2
 – 

2hlcosβ

ac
) 

J-5. 

Zn1-yMnySe Vegard’s Law equation:  

 aZn1-yMnySe = ya
MnSe

+ (1-y)a
ZnSe

 J-6. 

Solving this Zn1-yMnySe Vegard’s Law equation for y:   

 
y = 

aZn1-yMnySe  -    aZnSe

aMnSe    -   aZnSe

. 
J-7. 

FullProf determined the weight percent of each phase by the equation: 

 
ATZ =

ZMwf 2

t
 

J-8, 
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where Z is the number of formula units per cell, Mw is the molecular weight, f is the site 

multiplicity, and t is the Brindley coefficient for microabsorption. 

Orthorhombic interplanar spacing:  

 1

d
2

 = 
h

2

a2
+ 

k
2

b
2

+ 
l
2

c2
 

J-9. 

Equating the rearranged Bragg’s Law to the orthorhombic interplanar spacing:  

 
[
2

λ
sin (

2θ

2
)]

2

= 
h

2

a2
+ 

k
2

b
2

+ 
l
2

c2
 

J-10. 
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K.  APPENDIX K: Optical Equations 

 

Bandgap and photon energy:  

 
𝐸 = ℎ𝜈 =  

ℎ𝑐

𝜆
 ≥  𝐸𝑔  

K-1. 

Bandgap and photon energy with more typical units:  

 
E (in eV)= 

hc

λe
 ≥ Eg(in eV)  

K-2. 

Bandgap and photon wavelength:  

 
λ (in nm) ≤ 

hc

Eg(in eV)×e
 × 10

9
 

K-3. 

Optical absorption coefficient:126  

 
α =  

4πk

λ
, 

K-4, 

where α is in units of m-1. As such, a higher α will more efficiently absorb incident photons, 

allowing for a thinner film of absorber material to absorb the same amount of light.  

Kubelka-Munk Function F(R):33  

 
F(R) = 

(1-R)2

2R
 = 

K

S
 

K-5. 

Extracting optical bandgap using F(R):33  

 [F(R)×hν]1/r vs. hν 

                               r = ½-direct, allowed transition (direct bandgap) 

                               r = 3/2-direct, forbidden transition 

                               r = 2-indirect, allowed transition (indirect bandgap) 

                               r = 3-indirect, forbidden transition 

K-6. 
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