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ABSTRACT

Pattern matching forms the core of many applications and contributes to a significant fraction of
their execution time. For instance, scanning the human reference genome for motifs and identifying
variations between individuals requires processing of 100s of gigabytes of unstructured data and
can take several days on a multi-core processor. Parsing activities in the frontend of browsers can
account for up to 40% of web page loading time. Datacenter log processing involves the analysis
of data generated at the rate of several terabytes every few minutes.

While general-purpose processors have been optimized for regular, data-parallel workloads,
the class of pattern matching workloads identified above typically employ computational models
and data-structures that are not well suited for general-purpose processing. In particular, these
workloads perform irregular memory accesses and spend disproportionately more time and energy
in moving data from storage to compute units when compared to the actual computation and are
often bottlenecked by memory bandwidth. To address these inefficiencies, this dissertation pro-
poses to repurpose existing memories for efficient in-memory pattern matching computation and
presents new hardware-software co-design techniques to significantly improve the performance of
these pattern matching workloads.

First, a new hardware design is proposed that allows embarrassingly sequential finite state au-
tomata, a common computation model used for pattern matching, to be executed in parallel in a
DRAM-based in-memory accelerator. Next, this dissertation presents the Cache Automaton archi-
tecture, which repurposes CPU last-level caches for massively parallel automata processing. This
dissertation also takes a deep dive into accelerating genomics analysis, an emerging application
domain which heavily relies on pattern matching. In particular, we design custom hardware and
present new hardware-friendly data-structures and algorithms to accelerate read alignment, a time-
consuming string matching workload in genomics analysis, which matches each of the billions
of short fragments of DNA emitted by the sequencer (called reads) against a reference genome.
Finally, this dissertation presents a detailed characterization of the pattern matching landscape in
genomics and highlights opportunities for the development of new domain-specific architectures
customized for genomics analysis.

xiii



CHAPTER 1

Introduction

By 2025, the International Data Corporation (IDC) estimates that the total amount of data produced

by individuals and corporations would be 165 ZB (1023 bytes) [11]. A major contributor to this data

is unstructured data, which is being generated in large volumes in forms such as system logs, social

media posts, emails, and news articles. Unstructured data is also expected to grow at an annual rate

of 61%. With growing volumes of unstructured data, it becomes increasingly important to develop

fast and efficient pattern matching techniques that can parse this data and extract insights.

Pattern matching on unstructured data poses unique challenges to general-purpose processing.

While CPUs have been optimized for data-parallel processing of regular structured data, many ap-

plications dealing with unstructured data often employ computational models that are not amenable

to efficient general-purpose processing. For instance, finite state automata (FSAs) are widely used

as the computational model in many end-to-end applications that utilize pattern matching such

as deep packet inspection [181], web-browser frontend [93] and motif-search [148]. FSA com-

putation is inherently sequential and hard to parallelize. Modern multi-core processors cannot

efficiently process FSA (in particular non-deterministic finite state automata or NFA), since they

are limited by the number of state transitions they can perform per thread in a given cycle and

suffer from branch mispredictions. This limits the number of patterns they can identify. Further-

more, their processing capability is also limited by the available memory bandwidth. GPGPUs

(General-Purpose Graphics Processing Units) on the other hand have had limited success with au-

tomata processing because FSA processing is inherently dominated by irregular memory accesses.
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Therefore, there is a need for efficient computing architectures to accelerate FSA computation.

Pattern matching using FSA is dominated by data movement and involves very little computa-

tion per state transition. To address this inefficiency, Micron introduced the Automata Processor

(AP) which facilitates in-situ FSA computation in DRAM in a highly parallel and energy-efficient

manner. AP has been successful in accelerating FSA computation because of three factors: massive

bit-level parallelism inherent in memory technologies such as DRAM, eliminating data movement

overheads (between memory and CPU), and reducing instruction processing overheads compared

to a CPU. While AP significantly improves the state-of-the-art, it still processes the input stream

sequentially. To break the sequential execution bottleneck and enable parallel processing of a sin-

gle input stream, we propose the Parallel Automata Processor (PAP) architecture that demonstrates

the feasibility of enumerative parallelization on the AP with low-cost hardware extensions.

DRAM is an attractive substrate for automata processing because of its density. However, we

notice that a significant fraction of the die area in the AP is devoted to custom logic for efficient

state transition. As a result, the AP can sacrifice the density of DRAM storage by up to 16.6×

to support automata processing. This is because DRAM technology has not been shrinking at the

same rate as processor logic and implementing additional logic to support state transition on lower

technology DRAM nodes is inefficient. To overcome this limitation, we explore the feasibility

of repurposing the last-level cache in general-purpose processors for automata processing. This

has several advantages: (1) SRAM is faster and more energy-efficient than DRAM, (2) SRAM

is integrated on-chip and can benefit from being implemented in cutting-edge technology nodes,

similar to the rest of the performance-optimized logic.

Having seen the benefits of in-memory pattern matching, we looked at application domains that

can benefit from such acceleration. One application domain that heavily relies on fast and efficient

pattern matching is genome sequence analysis. A genome is essentially a long string of characters

or bases from the DNA alphabet i.e., A, G, C, and T. A single strand of the human genome has

∼3 billion characters. Current sequencing technologies cannot read the entire genome at once,

and typically split the DNA into billions of small substrings called reads. A major computational
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problem in sequence analysis is the problem of mapping each of the sequenced reads to their orig-

inal position in the genome prior to splitting, referred to as read alignment in literature. This is

typically performed in two steps: (1) an exact string matching step called seeding, which involves

performing exact matches of short substrings in the read against a previously sequenced reference

genome, and (2) an approximate string matching step, called seed-extension which matches the

rest of the read at the candidate reference locations identified by seeding, while allowing for ed-

its. Approximate string matching is needed to account for sequencing errors and true variations

between individual genomes.

The most widely used software for read alignment, BWA-MEM [118] and the recently released

faster version, BWA-MEM2 [128], perform seeding using a compressed index data structure called

the FMD-index, that supports only single character queries on the index. Furthermore, each of the

index accesses tends to touch a different part of the index data structure and exhibits little spatial

or temporal locality. This leads to high memory-bandwidth requirements and poor performance

on conventional CPUs. To overcome this limitation, we propose a memory-bandwidth aware data

structure for seeding called Enumerated Radix Trees (ERT) that is designed from the ground up

to support multi-character lookup. We further redesign the seeding algorithm in BWA-MEM2 to

exploit reuse opportunities inherent in the seeding algorithm.

On the other hand, approximate string matching on CPUs is commonly performed using the

Smith-Waterman algorithm [154]. This algorithm has time and space-complexity O(MN), where

M is the length of the read string and N is the length of the reference string. Often, the read and

reference strings are similar and only alignments with less than K edits are interesting. In those

cases, the runtime and memory space can be improved to O(KN) [160]. We propose a non-

deterministic finite automata called Silla for approximate string matching. The space requirements

of Silla scale quadratically with edit distance and not string length and its time complexity isO(N).

Furthermore, when compared to the Levenshtein automata commonly used for approximate string

matching, Silla is string-independent and hardware-friendly since all state transitions are local. It

is also composable, lending itself well to a hardware implementation that can scale to larger edit
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distances. To leverage these properties of Silla, we design a hardware accelerator called SillaX.

SillaX also supports other features required for read alignment such as affine gap scoring, and

traceback of alignment path.

1.1 Parallel Pattern Matching : Parallelizing Input Stream Pro-

cessing on In-Memory Hardware Accelerators

While the Automata Processor can perform several thousand state-transitions in parallel, it still

processes the input stream sequentially by looking at one input symbol every cycle. Parallelizing

across a single input stream can significantly improve throughput. Parallelization of finite state au-

tomata is known to be a hard problem due to its inherent sequential nature and high computational

complexity. To break this sequential dependency and allow for parallel processing, enumeration

may be employed [136]. In enumeration, the input is divided into segments and computations are

done on individual segments in parallel. This computation is carried out for every possible state of

the FSA. Once all input segments have been processed, their results can be composed to identify

the true paths (i.e., sequence of states visited in the sequential execution of the complete input).

While the enumerative approach is promising, there are several challenges to realize it on the

AP. First is the difficulty of tracking enumeration paths in a non-von Neumann architecture like

the AP which has no notion of threads or local variables. Enumeration paths need to be tracked to

discard false paths and retain true paths when combining the results from different input segments.

The second challenge is the sheer computational complexity of enumeration. Enumerations can

be highly inefficient because in the worst case each state has to be enumerated. Real-world NFA

can have tens of thousands of states. In general, enumeration of an FSA with n states, over k

input segments can lead to an ideal speedup of k provided we have n × k independent computing

resources. For typical NFA, these resources far exceed what is available on the AP.

To solve the above problems, we leverage some unique properties of real-world NFA as well

as unique features of the AP. For instance, some enumeration paths can be pruned by partitioning
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the input stream at symbols that have a small set of state transitions defined for them in the NFA.

To solve the enumeration path tracking problem, we utilize the notion of AP “flows” which allows

different users to time-share the same NFA execution on different input streams. A “flow” is de-

fined as the set of active states for each user. We notice that the AP flow can be repurposed to

track each enumeration path. Similar to prior work [136], we observe enumeration paths converge

at runtime and implement lightweight dynamic convergence checks in AP using the flow abstrac-

tion. The proposed parallelization scheme demonstrates significant speedup (25.5× on average)

using a 4-rank AP (with 32 DRAM dies) compared to sequential execution averaged across sev-

eral benchmarks spanning network intrusion detection, malware detection, text processing, protein

motif searching, DNA sequencing, and data analytics.

1.2 Cache Automaton for Pattern Matching

Given the benefits of memory-centric automata processing as demonstrated by the DRAM-based

Automata Processor, this dissertation seeks to answer the question: Are SRAM-based last-level

caches (LLCs) a suitable substrate for automata processing?

Caches typically have lower capacity compared to DRAM and one may wonder if it can store

large real-word state machines. Interestingly, we observe that DRAM-based AP sacrifices a huge

fraction of die area (up to 16.6×) to support state transition logic on lower technology DRAM.

Thus, while DRAM’s packing density is high, DRAM-based AP’s packing density is comparable

to LLCs (20-40 MB) which are located on-chip and can benefit from performance-optimized logic.

The memory technology benefits of moving to SRAM are apparent, but repurposing the 40-

60% passive on-chip LLC area for massively parallel automata computation comes with several

challenges. A naive approach that processes an input symbol every LLC access (∼20-30 cycles

@ 4GHz), would lead to an operating frequency comparable to DRAM-based AP (∼200 MHz),

negating the memory technology benefits. Increasing the operating frequency further can be made

possible only by two insights. First, architecting an in-situ computation model that is cognizant
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of the internal geometry of LLC slices. We observe that the LLC access latency is dominated

by wire-delays inside a cache slice, accessing upper-level cache control structures, and network-

on-chip. Fortunately, in-situ architectures require only SRAM array accesses and do not incur

the overheads of a traditional cache access. We use sense-amplifier cycling techniques to further

accelerate SRAM array access. We also leverage the internal geometry of LLC slices to build a

hierarchical state-transition interconnect. All these optimizations lead to a speedup of 12×-15×

over AP on average across a wide variety of automata benchmarks from the ANMLZoo [166] and

Regex [43] benchmark suites using a 40 MB LLC.

1.3 Accelerating Pattern Matching in Genomics

Exact and approximate string matching find extensive utility in genomic data analysis. During

primary analysis, a sequencing instrument splits the DNA molecule into billions of short (∼101

bp) strings called reads. Secondary analysis aligns each of the reads to a reference genome and

determines genetic variants in the analyzed genome compared to the reference.

Short read alignment is one of the major compute bottlenecks in secondary analysis [30], con-

tributing 30% to the overall runtime. In read alignment, these reads are aligned by matching them

to a previously sequenced genome. This task is complicated by the fact that the new individual’s

genome may not exactly match that of the reference genome. In fact, the end goal is to deter-

mine the variants in the new genome. Naively aligning by matching a string to every possible

position in the reference genome is computationally intractable. Popular read aligners such as

BWA-MEM [118] and Bowtie [112] solve this using seeding. Seeding finds a set of candidate

locations (hits) in the reference genome where a read can potentially align. Hits for a read are de-

termined by finding exact matches for its sub-strings (seeds) in the reference. The seed-extension

phase then uses approximate string matching to select the hit with the best score as the alignment

position for the read.

Both the seeding and the seed-extension steps of read alignment are important candidates for
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acceleration. Seeding contributes ∼40% to the overall execution time of BWA-MEM2 [128] and

seed-extension contributes 35%.

1.3.1 Enumerated Radix Trees : Enabling Memory Bandwidth-Aware Ex-

act String Matching

We focus on seeding in BWA-MEM2, as it is the fastest available implementation of BWA-MEM,

which is recommended as industry standard in the Broad Institute’s best practices pipeline. The

primary performance bottleneck in seeding is memory bandwidth. This is because both BWA-

MEM and BWA-MEM2 use a compressed index structure (FMD-Index) that only allows iterative

processing of each base in a read, leading to high bandwidth requirements.

BWA-MEM trades off high memory bandwidth for small memory space by using a highly

compressed FMD-index (4.3 GB for human genome). In contrast, we propose a data structure

for seeding that makes the opposite trade-off: it trades off increased memory space for reducing

bandwidth, while still fitting within a modern server’s main memory (64 GB). BWA-MEM2 also

makes a similar tradeoff but our solution further improves bandwidth efficiency (4.3×) by virtue

of supporting multi-character lookup and exploiting reuse opportunities present in the seeding

algorithm.

We refer to our bandwidth-efficient data structure as Enumerated Radix Trees (ERT). Like

FMD-index, ERT enables variable length exact match search functionality. But, unlike FMD-

index, it avoids iterative lookup for every base on a large structure. It achieves this by coalescing

all substrings in a reference genome that start with the same k-mer (string of length k, where k is

less than the minimum length for a seed) together, and representing them using a variant of a radix

tree. As we discuss later, ERT allows multiple consecutive bases to be matched with one lookup,

and exhibits better spatial locality than FMD-index. ERT also helps reduce computation when

substrings within a read that need to be matched with the reference overlap using a prefix-encoded

radix tree.

ERT’s increase in bandwidth efficiency unlocks significant acceleration potential. To exploit
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this acceleration potential, we design a custom seeding accelerator. The seeding accelerator lever-

ages a butterfly network to efficiently feed data to parallel specialized seeding processors. Each

seeding processor leverages light-weight context switching to provide high compute density and

hide the long latency of DRAM accesses. The FPGA ERT seeding accelerator can achieve up to

2.8 million reads/s on AWS F1 FPGA resulting in a speedup of 2.6× over BWA-MEM2 seeding.

We open source the ERT software implementation for the benefit of the research commu-

nity. ERT-based seeding is also integrated into BWA-MEM2 (ert branch: https://github.com/bwa-

mem2/bwa-mem2/tree/ert)

1.3.2 SillaX : Approximate String Matching Acceleration

Using the hits obtained from seeding, the seed-extension step performs pairwise approximate string

matching between the read and reference substrings at each of the hit locations to determine the

hit with the best score as the read’s alignment position. Approximate string matches are scored

using an affine gap function [134, 77], which is based on the Levenshtein edit distance, but weighs

different edit types (insertion, substitution and deletion) differently. Apart from the alignment

score, it is also required to output the trace of edits needed to align the read at the chosen reference

position. This final step is referred to as traceback.

We propose a non-deterministic finite state automata for approximate string matching called

Silla (String Independent Local Levenshtein Automata) and a corresponding hardware implemen-

tation based on Silla called SillaX. Silla has been designed from the ground up to support an

efficient hardware implementation. Unlike the Levenshtein automata, Silla is string-independent

and hardware-friendly since all state transitions are only to neighbouring states reducing commu-

nication complexity.

SillaX processing elements (PEs) are organized in the form of a systolic architecture. Each

SillaX PE is customized to support affine gap scoring and traceback necessary to be used for seed-

extension. SillaX also compresses traceback paths by keeping a count of matches in each PE. The

proposed SillaX accelerator is also organized as composable sub-grids for flexibility. Compared
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to alternate Smith-Waterman implementations for string matching [84], the processing elements in

the SillaX edit-distance machine are 30× smaller. Furthermore, SillaX supports in-place traceback.

Prior approaches either require external traceback memory or increase the time complexity of

traceback to O(NlogN). SillaX provides 62.9× speedup over optimized banded Smith-Waterman

running on a 56-thread CPU.

1.4 GenomicsBench: Characterizing the Genomics Computing

Landscape

Genomics is at the forefront of the precision medicine revolution. Genome sequencing can help

in early cancer detection [161], developing targeted therapies to different tumor mutations [95],

identifying the causes of complex genetic diseases [186], assessing risk factors, and developing

new drugs. For example, 42% of the drugs approved by FDA in 2018 were based on precision

medicine data obtained from genome sequencing [29]. With the advent of portable and cheap

sequencers, it is now feasible to test and monitor the emergence of novel infectious diseases such

as COVID-19 [3] among our population and take timely action to prevent their spread.

Over the last decade, advances in high-throughput sequencing and the availability of portable

sequencers have enabled fast and cheap access to genetic data. Of particular note, is the advent

of third generation sequencing, which enables reading out longer sections of sample DNA, but

with higher per-character error rates. For example, a single modern sequencer can produce several

terabytes of data per day at the low cost of $100 per human genome. As a result, sequencing data

is now being produced at a rate that far outpaces Moore’s law and poses significant computational

challenges on commodity hardware. For a given sample, sequencers typically output fragments

of the DNA in the sample. Depending on the sequencing technology, the fragments range from a

length of 150-250 at high accuracy to lengths in few tens of thousands but at much lower accuracy.

To meet this demand, software tools have been extensively redesigned and new algorithms and

custom hardware have been developed to deal with the diversity in sequencing data. However,
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a standard set of benchmarks that captures the diverse behaviors of these recent algorithms is

lacking. We believe that the availability of such a benchmark suite will be crucial in facilitating

future architectural exploration, specific to this rapidly growing important domain. Towards that

end, we present the GenomicsBench benchmark suite which contains 12 computationally intensive

data-parallel kernels drawn from popular bioinformatics software tools. It covers the major steps in

short and long-read genome sequence analysis pipelines such as basecalling, sequence mapping,

de-novo assembly, variant calling and polishing. We observe that while these genomics kernels

have abundant data-level parallelism, it is often hard to exploit on commodity processors because

of input-dependent irregularities. We also perform a detailed microarchitectural characterization

of these kernels and identify their bottlenecks. GenomicsBench includes parallel versions of the

source code with CPU and GPU implementations as applicable along with representative input

datasets of two sizes - small and large.
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CHAPTER 2

Background and Related Work

In this chapter, we first provide background on how finite state automata can be used for pattern

matching. We then describe prior compute-centric and memory-centric approaches to accelerate

finite state automata computation. Later, we present some applications of pattern matching to

genomics and describe prior hardware and software approaches to accelerate read alignment, a

computationally intensive step in analyzing genomic data.

2.1 Finite State Automata for Pattern Matching

Non-Deterministic Finite State Automata (NFAs) form the core of many end-to-end applications

that utilize pattern matching such as data analytics and data mining [169, 45], network secu-

rity [181, 72, 110, 131], bioinformatics [148, 62, 172], tokenization of web pages [136], com-

putational finance [18, 36] and software engineering [142, 58, 38]. In web browser frontends,

finite state automata computations can contribute to about 40% of the loading time for many web

pages [93]. The oligo scan routine used in Weeder 2.0, an open-source tool for motif discovery

in DNA sequences contributes 30-62% of the total runtime [170]. In the Apriori algorithm for

frequent itemset mining, NFA processing accounts for 33-95% of the execution time, based on

the frequency threshold [168]. Prior work [190] has shown that without accelerating finite state

automata operations, it is infeasible for these applications to achieve sustained performance im-

provement, no matter how well other parts of these applications are parallelized (Amdahl’s law).
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A Non-deterministic Finite Automata (NFA) is formally described by a quintuple 〈Q,Σ, δ, q0, F 〉,

where Q is a set of states, Σ is the input symbol alphabet, q0 is the set of start states and F is the set

of reporting or accepting states. The transition function δ (Q,α) defines the set of states reached

by Q on input symbol α. The non-determinism is due to the fact that an NFA can have multiple

states active at the same time and have multiple transitions on the same input symbol.

NFA computation entails processing a stream of input symbols one at a time, determining

which of the current active states match an incoming input symbol (state match) and looking

up the transition function to determine the next set of active states (state transition). Conven-

tional compute-centric architectures store the complete transition function as a lookup table in the

cache/memory. Since a lookup is required for every active state on every input symbol, symbol

processing is bottlenecked by the available memory bandwidth. This leads to performance degra-

dation especially for large NFAs with many active states. With limited memory bandwidth, the

number of state transitions that can be processed in parallel is also limited. Converting these NFAs

to equivalent deterministic finite state automata (DFAs) also cannot help improve performance

since it leads to an exponential growth in the number of states.

2.2 Automata Processing Acceleration

2.2.1 Software Approaches

Conventional compute-centric architectures like CPUs and GPUs typically store NFAs as a state-

transition matrix in cache/memory. These architectures have two main limitations: (1) need for

high memory bandwidth or memory capacity especially for large NFA with many active states

and (2) high instruction processing overheads per state transition (as many as 24 x86 instructions

for a single DFA state transition [44]). As a result, several CPU/GPU-based automata processing

engines have either limited themselves to DFAs [44, 182, 41, 184] or have proposed optimizations

that aim at reducing memory footprint and minimizing the memory bandwidth [183]. Several

works have also explored automata-friendly cache or memory layouts [86, 173, 103].
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To deal with the high cache miss rates and branch misprediction rates associated with the ran-

dom access patterns of finite state automata, SIMD operations have been explored [136, 121]. Sev-

eral speculative and enumerative parallelization approaches have also been proposed to speedup

FSM processing [136, 190, 189, 145, 92]. Ladner and Fischer [111] parallelize deterministic

FSMs (DFA) using parallel prefix-sums. Hillis and Steele [87] present an improved parallel prefix

algorithm that reduces the execution time from O (log (m)× n3) to O (log (m)× n) when execut-

ing on m processors. More recently, Todd and others [136] leverage classic parallel prefix sums to

do enumeration of FSMs on modern hardware. The key contribution of their work is three fold:

improving enumeration efficiency by reducing the dependence on n (number of states in the FSM)

by cleverly leveraging convergence, demonstrating a scalable implementation on modern multi-

core processors with vector SIMD units and careful data mapping of the transition table based on

the range of input symbols to improve the spatial locality of cache accesses. However, their work is

limited to small DFAs, primarily due to the large computational complexity of enumerating NFAs.

To reduce the computational complexity and space footprint of conventional NFAs in multi-

core architectures, modular NFA architectures have also been proposed [178]. To improve lo-

cality of access, several small regular expressions and regular expressions with common prefixes

are merged into larger segments. Parallelism is achieved by mapping these segments to separate

threads, with each thread processing either the same or different inputs in parallel.

An alternative to enumerating all states is speculation, i.e. guessing the start states of input seg-

ments [190, 189, 145]. Speculation for parallelizing FSMs has been applied to specific application

domains such as browser’s frontend [94], JPEG decoder that uses parallel Huffman decoding [104],

intrusion detection using hot state prediction [123], and speculative parsing [96]. Notably, Zhao

and others [190, 189] introduce the concept of principled speculation, which is the first rigorous

approach to speculative parallelization.
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2.2.2 Hardware Approaches

Compute-centric architectures: While several regular expression matching and DFA processing

accelerators designs have been proposed in literature [162, 159], we discuss the two most relevant

and recent designs. In general prior compute-centric hardware accelerators are limited by the

number of parallel matches and transitions they can support. HARE [76] is a regular expression

accelerator that is designed to match the DRAM memory bandwidth. However, the maximum

number of simultaneous components that can be matched is limited to 64 even in the design with

width = 32. This comes at an area cost of 80mm2. This limits its applicability for packet inspection

which requires simultaneously matching against a large number of regular expressions (>3000).

Also, its power grows quadratically with the number of patterns to be matched. On the other hand,

the Unified Automata Processor [68] processes multiple input streams in parallel using vector

lanes. However each lane is provided with only a 16 kB local bank, limiting the largest connected

component in the NFA it can support. Furthermore, only 8 concurrent activations per lane are

allowed and NFAs with many active states overflow the combining queue used in their design.

This is a limiting factor for benchmarks that have hundreds to thousands of active states every

cycle.

Memory-centric architectures: Micron’s Automata Processor (AP) is an in-situ memory-based

computational architecture targeted at accelerating automata processing and can facilitate highly

parallel and energy efficient processing of finite state automata in hardware. Memory-centric archi-

tectures like the Micron Automata Processor (AP) [64, 167] are attractive for automata processing

because the inherent bit-level parallelism of DRAM enables it to support multiple parallel state

matches at bandwidths that far exceed the available off-chip pin bandwidth. Since the same input

symbol can be matched against multiple states in parallel, instruction processing overheads are

also reduced.

AP accelerates finite state automata processing by implementing NFA states and state transi-

tions in memory. Each automata board fits in a DIMM slot and can be interfaced to a host CPU/F-

PGA using the DDR/PCIe interface. Figure 2.1 illustrates the automata processor architecture.
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Figure 2.1: Automata Processor interfaced with the host CPU.
The architecture uses DRAM columns to encode automata states and custom logic to encode state transitions in a
routing matrix. The address bus is repurposed to stream input symbols.

Before processing in the AP, the classical representation of NFAs needs to be transformed to a

compact ANML NFA representation [64] where each state has valid outgoing transitions for only

one input symbol. Thus, each state in an ANML NFA can be labeled by one unique input symbol.

ANML NFA computation entails processing a stream of input symbols one at a time. Initially, all

the start states are active states. Each step has two phases. In the state match phase, we identify

which of the active states have the same label as the current input symbol. In the state transition

phase, we look up the transition table to determine the destination states for these matched states.

These destination states would become the active states for the next step.

In the AP, the FSM states (called State Transition Elements or STEs) are stored as columns

in DRAM arrays (256 bits). Each STE is programmed to the one-hot encoding of the 8-bit input

symbol (same as it is label) that it is required to match against. For example, for an STE to match

the input symbol a, the bit position corresponding to the 97th row must be set to 1. Each cycle,

the input symbol (ASCII alphabet) is broadcast to all DRAM arrays and serves as the row address.

If an STE has a ‘1’ bit set in the row, it means that the label of the state it has stored matches the

15



input symbol. State match is then simply a DRAM row read operation, with the input symbol as

the row address and the contents of the row determining the STEs that match against the input

symbol. Thus, by broadcasting the input symbol to all DRAM arrays, it is possible to determine all

the states that match the current input symbol in parallel. State transitions between currently active

states to next states are accomplished by a proprietary interconnect (routing matrix) which encodes

the transition function. Reconfiguring this interconnect requires a costly recompilation step. Only

the states that match the current input symbol and are active, undergo state transition. The bits of

a register (active state mask) at the bottom of the STE columns determine the set of STEs that are

active in a particular symbol cycle. These bits are initially set for only start states. All active bits

for all STEs can be independently set in a given cycle, as they are all mapped to different columns

of the DRAM arrays. Thus, the AP allows any number of transitions to be triggered in a given

cycle, enabling massive parallelism and efficient NFA processing.

Due to physical routing constraints, each logical AP device (D480) is organized hierarchi-

cally as half-cores, blocks, rows and STEs with no state transitions across half-cores. Therefore,

each half-core can be considered as the smallest unit of parallellization for partitioning into input

segments. STEs configured as reporting have no outgoing transitions and their results are commu-

nicated to the CPU by writing to an output event buffer. Each entry in this buffer contains a report

code and a byte offset (in the input stream) of the symbol causing the report. These entries are

parsed in the host and communicated to the user. The current generation AP contains 4 ranks of

8 D480 devices each. Each device consists of 2 half-cores encompassing 49152 STEs, organized

into 192 blocks. Each block further contains 256 rows and each row stores 16 STEs. The Micron

AP also includes block-level power gating circuitry that disables a block with no active states. In

terms of the reporting hierarchy, each AP device is also partitioned into 6 output regions, with each

output region storing a maximum of 1024 reporting elements. Also present are 768 counters and

2304 programmable boolean elements to augment pattern matching functionality.

Recent efforts at the University of Virginia’s Center for Automata Processing have demon-

strated that AP can outperform x86 CPUs by 256×, GPGPUs by 32×, and accelerators such as
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XeonPhi by 62×, across a wide variety of automata benchmarks [166].

2.3 Pattern Matching in Genomics

Genomics analysis is one application domain that extensively employs pattern matching. Ge-

nomics refers to the study of the structure, function and development of genes and gene expression

in an individual. There are several computationally intensive problems in genomics that involve ex-

tensive string matching. Some examples include identifying a sequence of base pairs and matching

those to a database of known strings (e.g., motif search) or aligning a fragment of a query genome

against a reference genome to identify potential similarity (e.g., genotyping). Whole genome se-

quencing (WGS) which determines the complete DNA sequence of an organism’s genome is of

particular interest in the near term because of its relevance to precision medicine [83], wherein

strategies for disease prevention and drug selection are developed and customized to meet the

needs of an individual. Since human genomes across individuals are more than 99.9% similar,

sequencing the genome of a new person can be made faster by mapping it to an already sequenced

genome (also known as the reference genome).

2.3.1 Common Genomics Pipelines

In this subsection, we provide a brief summary of some of the common genomics pipelines used to

analyze reads from different sequencing technologies (both short and long read sequencing data)

(illustration in Figure 2.2). Section 6 provides a detailed description of the different computational

steps involved in these pipelines. All three pipelines start with the raw sequencer output. Given a

biological sample, typically, multiple copies of the contained genome sequence are extracted and

then decomposed into smaller nucleotide fragments. A sequencer reads the sequence of nucleotides

in the fragments and generates raw signals based on what it reads. The first step in all the three

pipelines prior to downstream analyses is the interpretation of these signals to derive reads, which

are sequences of bases over the nucleotide alphabet {A,C,G,T}. This step is called basecalling.
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Figure 2.2: Common workflows in genomics.
(a) Reference-Guided Assembly. (b) De-Novo Assembly. (c) Metagenomics Classification

For Illumina sequencing machines, the signal data are fluorescence images which are converted

into bases using a proprietary basecaller, Bustard [47]. For Oxford Nanopore (ONT) sequencers,

raw signals are the current perturbations in the nanopore (e.g., in the FAST5 format). Guppy [175]

is ONT’s proprietary basecaller software. We characterize the open-source research basecaller

from ONT, Bonito [4] as part of the nn-base kernel in GenomicsBench (Section 6.2), which

demonstrates higher basecalling accuracy than Guppy [22].

Reference Guided Assembly: This pipeline reconstructs the sample genome by aligning reads

from it to a reference genome and identifies differences in the sample (also called variants) com-

pared to the reference genome. Typically, small differences, i.e., substitutions, short insertions and

deletions (< 50 bases) are identified. Sufficient number of copies of the sample genome need to

be sequenced to ensure random sequencing errors can be distinguished from true variations (each

genome position is covered 30 − 50× on average). This is especially needed for long reads from

PacBio and ONT which have 5− 15% error rate per base [175, 174], resulting in input datasets of
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several hundreds of gigabytes. Subsequent analysis of this data can take several days on a modern

multi-core processor [153].

Figure 2.2 (a) shows the two main time-consuming steps: (1) Read Alignment, which de-

termines the best location for each read in the reference genome. (2) Variant Calling, which

uses machine learning or statistics-based models to gather support for variants from aligned reads.

BWA-MEM [118, 128] and GATK Haplotype Caller [8] are the most popular short-read software

tools for these two steps recommended as part of GATK Best Practices [9]. These account for

∼30-40% and ∼40% time of the reference guided assembly pipeline respectively [128, 165].

De Novo Assembly: This pipeline attempts to assemble the reads into a genome de novo based

on read overlaps in the absence of a suitable reference. The availability of long reads for de novo

assembly has greatly improved the quality of draft reference genomes. This is mainly because they

can span large structural variations (e.g, > 50 bases insertions/deletions, large rearrangements be-

tween the sample and reference genomes) [126] and can help resolve mutations from maternal and

paternal chromosomes [151]. Long read de novo assembly is typically done using the overlap-

layout-consensus method as shown in Figure 2.2 (b). In the overlap identification step, common

seeds shared between read pairs are used to identify potential overlapping regions. In the layout

step, these overlapping regions are extended into larger contiguous regions. Finally the consensus

step corrects small errors in assembly. Large assembly errors are corrected in a later graph-based

polishing step. For long-read assembly and polishing, Flye [105] and Racon [163] are popular

software tools. Assembly of the human genome using Flye [105] and Racon [163] takes ∼4.5

days on a 64-thread server, each contributing ∼30% to the overall time [153]. Basecalling is per-

formed using Guppy [175], ONT’s proprietary basecaller, and also accounts for ∼30% of overall

time [153].

Metagenomics Classification: The advent of portable sequencers like ONT MinION [27] has

enabled several applications like real-time pathogen detection [146] and microbial abundance es-

timation [115] in the field. Abundance estimation involves aligning input microbial reads to a

reference pan-genome (consisting of reference genomes of all bacteria, virus, fungi and humans)
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and later estimating the proportion of different microbes in the sample as shown in Figure 2.2 (c).

It is typically performed using software tools like Minimap2 [119] and Centrifuge [100].

2.3.2 Read Alignment

In this dissertation, we focus on accelerating the read alignment step, which is one of the com-

putationally intensive parts of the reference guided assembly pipeline (∼30% of overall analysis

time in GATK’s best practices workflow [9]). Read alignment essentially maps a large number

of sequenced reads to a reference genome using a combination of exact and approximate string

matching algorithms. Read alignment is hard and time consuming because of the need to account

for true variations between individuals (i.e., substitution, insertion, deletions of bases) [156], to de-

tect and tolerate sequencing errors, the presence of a large number of repeated sequences (∼50%

of human genome [152]) and structural variants usually associated with abnormalities.

Since scanning the reference genome to identify the location for each read is computationally

infeasible, state-of-the-art software tools for read alignment [118, 112, 125] use the seed-and-

extend heuristic. Seeding identifies a set of candidate locations (hits) in the reference genome

where the read can potentially align, by querying an index of the reference genome for the locations

of short exact matches (seeds) from the read. The hits are then verified by an approximate string

matching step called seed-extension, that extends these ’seeds’ in both directions while allowing

for gaps (i.e., insertions or deletions) and mismatches.

2.3.2.A Seeding

FMD-index [116], suffix-trees, suffix arrays [63] and hash-tables [130] are the most commonly

used data structures for seeding. We focus on FMD-index based seeding in this dissertation since

it is used in BWA-MEM/BWA-MEM2, which is recommended as part of GATK’s Best Practices

pipeline. While this work focuses on FMD-index based seeding, there exists a rich body of work

that also uses hash-tables for seeding [35, 98, 177, 185] and have optimized its cache behavior [81,

82].
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FMD-Index: To identify seeds and their locations in the reference genome, popular read align-

ment tools like BWA-MEM/BWA-MEM2 use a highly compressed data structure called the FMD-

index [117, 71] which is built using both strands of DNA. As shown in Figure 2.3 (a), the FMD-

index consists of: (1) the suffix array (SA), which contains the locations of lexicographically sorted

suffixes of the reference genome R, (2) the Burrows Wheeler Transform (BWT), computed as the

last column of the cyclically sorted suffix array of the reference, (3) the count table (C) which

stores the number of characters in R lexicographically smaller than a given character c and (4) the

occurrence table (Occ) which stores the number of occurrences of a character up to a certain index

in the suffix array. Using the count and occurrence tables, one can identify intervals (s and e) in
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Figure 2.3: FM-index example.
(a) FM-index for reference R (b) Backward search using the FM-index.

the Burrows-Wheeler matrix where a particular query string exists in the reference by performing

iterative lookups for each successive character in the query as shown in Figure 2.3 (b).

CPU-/GPU-based Seeding: FMD-index based seeding [117, 71] involves many irregular memory

accesses and has been found to be bottlenecked by LLC and TLB misses on CPUs [49, 187].

Prior work has explored reordering memory accesses [187] and performing n-character lookup

on an n-step FMD-index [49] to improve the locality and data requirements of FMD-index based

seeding. Data-parallel architectures such as GPUs have also been leveraged to accelerate FMD-

21



index search [48] by virtue of their high memory bandwidth and memory level parallelism.

Seeding Accelerators: Seeding accelerators based on the FMD-index use custom bit-wise op-

erations to traverse the index and improve memory parallelism [171, 52, 60]. However, these

implementations soon hit the memory-bandwidth roofline. Several other read alignment accelera-

tors have also been proposed in literature [1, 127] that use hash-tables (with fixed-length keys) in

novel ways to perform variable-length seeding. However, hash-based seeding algorithms produce

a large number of seeds and hits that need to be verified by seed-extension and often need to be

coupled with filtration algorithms [101, 176] to achieve comparable accuracy to variable-length

seeds produced by FMD-index seeding.

2.3.2.B Seed-Extension

The fundamental operation in seed-extension is approximate string matching [155, 185]. Dynamic-

programming and automata-based approaches are commonly used for approximate string match-

ing.

Dynamic Programming: The most widely used algorithm in sequencing software is a dynamic

programming algorithm called Smith-Waterman [154]. It computes optimal local alignments be-

tween two sequences by comparing segments of all possible lengths. It operates in two phases.

Score-computation builds the dynamic programming matrix (N2) based on a general scoring scheme.

Then traceback constructs the optimal alignment by tracing back pointers starting from the highest

scoring cell. It fundamentally has O(N2) time and space complexity. While there have been sev-

eral optimizations [70, 135], and approximation heuristics [188] developed to reduce their time, it

does not scale well as string length increases.

Several FPGA-based hardware accelerators have been proposed for the Smith-Waterman algo-

rithm [56, 127]. These leverage wavefront parallelism in systolic arrays to accelerate the score-

computation phase of the Smith-Waterman algorithm. There has also been work on banded imple-

mentations of the Smith-Waterman algorithm [84], where only cells within a 2K + 1 band around

the principal diagonal of the Smith-Waterman matrix are computed. Most of these accelerators
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Figure 2.4: Levenshtein Automata for edit distance K = 1 and reference string AGC.

also either offload the traceback phase to software or have traceback support only for short string

lengths for an additional O(N) space overhead [139, 140, 127, 54].

Automata-based: The Levenshtein Automata (LA) for approximate string matching accepts all

strings that lie within K edit distance of its stored pattern. Figure 2.4 shows an example LA. Each

state essentially represents the position in the reference string up to which a match has been found,

and the number of edits seen so far. As a result, it has a total of K ∗N states. Its time complexity

is O(N2), as in the worst case all of its states may be active. Sequencing software systems rarely

use LA based implementations as they struggle to outperform Smith-Waterman.

In-memory [65, 157] and ASIC automata accelerators [76, 69] can be used to implement LA.

However, LA is poorly suited for hardware acceleration due to several reasons. One, since it is

string dependent, the hardware needs to be reprogrammed every time the string changes, which

can be prohibitive especially for seed-extension in sequencing. It requires processing billions of

different reads, where each read needs to be compared to several seeds in the reference. Two,

its space requirement is proportional to string length. When read lengths increase to millions of

bases, LA based hardware solutions would be impractical. Third, none of the existing hardware

automata accelerators support unique features required in sequence aligners: scoring, clipping, and

traceback. It is challenging to include these features. For example, adding logic to compute affine

gap scores for state transitions in Micron’s Automata Processor (AP) is likely to be expensive.

A recent advancement in automata theory called Universal Levenshtein Automata (ULA) ad-

dressed some of the limitations of LA [133]. While ULA is string independent, it does not effi-

ciently map to a hardware accelerator as communication between states are not local. Also, each

state has a high-degree of fan-out (O(K)), as every state in ULA is connected to a state in every
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higher level of edit distance to support deletions. To date, there is no hardware realization of the

Universal Levenshtein Automata (ULA), nor has it been used in sequencing software.
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CHAPTER 3

Parallel Pattern Matching on In-Memory Hardware

Accelerators

Spatial in-memory hardware accelerators like Micron’s Automata Processor can accelerate au-

tomata processing by performing massively bit-parallel state-match and state-transition. However,

they can still be bottlenecked by sequential processing of the input stream. To break this sequential

execution bottleneck, enumerative parallelization is an attractive option. However, realizing enu-

merative parallelization in a non-von Neumann hardware accelerator substrate like the Micron Au-

tomata Processor comes with several challenges. In this chapter, we present these challenges and

discuss architectural extensions to enable low-cost enumerative parallelization on the Automata

Processor.

3.1 Finite State Machine Parallelization

Parallelizing finite state machine (FSM) traversal is known to be extremely difficult due to the

inherent sequential nature of computation arising because of dependencies between consecutive

state transitions. One way to parallelize FSM traversal is by partitioning the input string into

segments, and processing these segments concurrently. This is feasible because FSM computation

can be expressed as a composition of transition functions [87]. Parallelization is possible because

transition function composition is associative. Figure 3.1 shows an example of FSM parallelization

with two input segments (I1 and I2) each with five symbols. The FSM shown detects the first word
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in every line. The transition table is shown on right. Both these segments can be executed in

parallel to provide a speedup of 2× over the sequential baseline.
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Figure 3.1: An FSM example with enumeration.
The FSM detects the first word in every line.

However, the starting states for each input segment, except the first segment are unknown. The

starting states for the first input segment are the initial start states. The starting states for other

segments are essentially the ending states of the corresponding previous segment. These depen-

dencies prevent concurrent execution among threads. This problem can be solved by leveraging

the classic parallel prefix-sum [111] algorithm. The basic idea is to execute the second segment for

every state of the FSM. This method is referred to as an enumerative computation, since it involves

processing each input symbol for all possible start states [136].

In Figure 3.1, the start state of the first segment is known (S0) which is the start state of the

FSM. However, the start states of input segment I2 are unknown. Figure 3.1 shows an example

enumeration for the second input segment, I2. This example FSM has 3 states, so each segment

(except the first) enumerates all 3 states. Once the first segment has finished, it can pick the correct

or true paths from the enumerated paths of the second segment and discard false paths. Thus, the
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final result from the last input segment can be obtained by combining the intermediate results from

all previous input segments. The true path for I2 in Figure 3.1 starts at S1, the remaining two paths

are false paths. The final path of the FSM is highlighted.

The evident disadvantage of this method is the exponential blowup in computational complex-

ity for processing each input segment. Consider a benchmark Protomata, an NFA which en-

capsulates 2340 known string patterns (called motifs) in protein sequences. Matching with known

protein motifs can accelerate the discovery of unknown motifs in biological sequences in the field

of bioinformatics. Protomata has 38,251 states. Enumerating all these states will make the

parallel version orders of magnitude slower than the serial version.

Thus, unless we have the massive computational resources equivalent to n (i.e., the number of

states in the NFA) × k (i.e., the number of input segments) processing units, enumeration can lead

to slowdown instead of speedup. In this chapter, we explore different techniques for enumerating

NFAs on AP’s unique architecture and taming the computational complexity of enumeration. For

instance, we find that the set of reachable states of an input symbol and the number of connected

components can drastically reduce the number of enumeration paths. Similar to prior works on

parallelization of deterministic finite automata (DFAs) [136], we find that many enumeration paths

converge and design an AP architecture which is capable of near-zero cost dynamic convergence

checks. The next section discusses the above and other optimizations which make parallelization

of NFAs on AP profitable.

3.2 Parallel Automata Processor

This section discusses our proposed framework and architectural enhancements needed for effec-

tive parallelization of NFAs on the Automata Processor (AP).
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Figure 3.2: Range of symbols for different benchmarks.
Left: Smaller NFAs with state space limited to 15K states. Right: Large NFAs with greater than 15K states.

3.2.1 Range Guided Input Partitioning

Enumerating all states of an FSM will lead to exponential computational complexity. Fortunately,

many of these states are impossible start states for a particular input segment. The range of an

input symbol is defined as the union of the set of all reachable states, considering transitions from

all states in the FSM that have a transition defined for that symbol. During actual execution, the

range of the last input symbol in a particular segment determines accurately the subset of start

states for the next segment. Any states outside this range are impossible start states. Our proposed

parallelization framework partitions the input, such that, input segments end at frequently occurring

symbols with small ranges to take advantage of minimum range input symbols. The symbol chosen

for an FSM is obtained by offline profiling. Frequently occurring symbols are chosen to ensure

that the size of input segments are roughly equal.

Figure 3.2 shows the average and minimum range across for the input symbols in the ASCII

alphabet. Note that the AP only accepts 8 bit symbols, limiting us to 256 symbols. The bar depicts

the total number of states in the system and the dark line indicates the minimum, average and

maximum range for the 256 symbols. The figure demonstrates that the ranges of input symbols is

a small fraction of total states, greatly reducing the complexity of enumeration. For instance, for

Protomata, we can reduce the enumerated paths from 38251 start states to 667 start states. For

28



some benchmarks the average range of symbols is almost as large as half the state space, example

SPM. We discuss other optimizations for these benchmarks in the next section. Table 3.1 lists the

range of the symbol chosen for input partitioning for each benchmark.

3.2.2 Enumeration using Flows

In this section, we provide an understanding of why we need flows to support enumeration, fol-

lowed by a brief understanding of flows in the AP and how we can map enumeration paths to

flows.

Ideally, one can activate all the start states and execute all enumerations simultaneously on

one copy of the FSM. This is possible and correct, given that the AP seamlessly implements any

number of simultaneous transitions in a given cycle and there is no limit on the number of start

states that can be activated. This seems like a perfect solution, except that we lose all information

about enumeration paths. After processing the input segments, we know what are the end states

for all enumeration paths, but there is no way of knowing which path lead to which end states.

Recall that after an input segment finishes execution, it will inform the next input segment which

enumeration paths were the true paths and which paths were the false paths. The next input

segment then must only use the results and end states of the true paths and discard the false paths.

In a conventional processor, enumeration paths are executed on SIMD threads and thread’s lo-

cal variables keep track of the start state of each path. In the AP, however there is no notion of local

variables or state tracking. The only way to implement state tracking is by propagating the start

state via the routing matrix. Routing matrix currently just routes 1 bit per state element pair (which

encodes the transition between two state elements) and is already known to be a bottleneck in the

system, both in determining the cycle time, and area complexity (occupies ∼30% of the chip).

Augmenting the routing matrix with state information leads to exponential space complexity. An-

other possibility is replicating the FSM and executing the different enumeration paths in a separate

replicated copy. Since each copy is mapped to a different half-core (or half-cores for large FSMs),

we need as many half-cores as the number of enumeration paths. A typical AP D480 board has 64
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half-cores which is far smaller than the number of enumeration paths for most of our benchmarks.

This means that we can run at best one input segment at a time, leading to no speedup. Recall

that speedup is proportional to number of input segments executing in parallel. Ideally, we would

like to run 64 input segments one on each half-core and obtain a speedup of 64×. Furthermore,

mapping enumerations to different half-cores also complicates checking for convergence between

the paths, because there is no path of direct communication between half-cores on different dies or

ranks.

Our solution leverages AP flows to solve the above problem of tracking the start states of enu-

meration flows. Another unique advantage of using flows is that we can do low cost convergence

checks, as we explain in Section 3.2.3.C. AP flows allow multiple users to time multiplex the AP

for independent input streams. Each chip is equipped with a state vector cache which can store up

to 512 state vectors. A state vector represents the state of an FSM execution and consists of 59,936

bits [(256 state enable bits per block + 56 counter bits per block) x 192 blocks + 32 count]. The

state vector allows the AP to context switch between two independent executions much like the

register save/restore that allows tasks to context switch on traditional CPU architectures [20, 80].

The output reporting events also encapsulate a flow identifier.

In our architecture, each enumeration path is mapped to an independent flow and time division

multiplexed on the same half-core. By association to a flow identifier, we can easily track the

enumeration paths that belong to each flow. The host CPU keeps a flow table which tracks the

mapping between start states (or enumeration paths) and flows. Each input segment comprising of

several flows is processed in several Time Division Multiplexing (TDM) steps. Each flow processes

k symbols before a context switch. Once all flows process k symbols, a TDM step is finished. Each

TDM step thus processes k input symbols across all flows. The input symbols need to buffered

until an entire TDM step is completed. A pointer in the input buffer is rewound to the correct

position after each context switch within a TDM step.

The context switch between flows in our system is as fast as 3 AP symbol cycles. This follows

from the fact that in our architecture, each enumerated path (and hence each flow) utilizes the same
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FSM. Thus there is no need to load the memory arrays or configure the routing matrix during a

context switch between flows. To change flows, AP transfers the current state to the state vector

cache in the first cycle, then retrieves a previous state from the cache in the second cycle and finally

loads it into the mask register (state-enable bits) and counters in the third cycle.

3.2.3 Merging Flows

The speedup which can be obtained from our parallelization techniques relies on two factors, the

number of input segments executing in parallel and the time taken to complete each input segment.

In general, the speedup obtained is equal to number of input segments divided by the slowdown

experienced by the slowest input segment. Slowdown of an input segment is simply the time it

takes when compared to the time it would have taken had we known the exact start states for that

segment.

By utilizing flows, we have maximized the number of input segments. However, time divi-

sion multiplexing of flows also slows down processing of each input segment. Specifically the

processing time of each input segment is proportional to number of flows for that segment. The

range guided partitioning method significantly reduces the number of enumeration paths and hence

the number of flows needed. However, the number of flows remaining is still large. This section

discusses several techniques to further reduce the number of active flows by merging flows.

3.2.3.A Leveraging Connected Components

Intuitively, any two flows can be merged if we can guarantee that there would be no overlap be-

tween their state-spaces on any transition, i.e., they belong to different connected components.

Since the AP supports any number of simultaneous transitions on a given cycle (subject to routing

constraints), we can merge states belonging to different flows and execute them simultaneously in

the same flow. This observation can be generalized to merge any number of flows as long as we

can guarantee their state-spaces do not overlap.

Interestingly we find that many of our benchmarks have a large number of connected compo-
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Figure 3.3: Merging paths belonging to separate connected components.
Initially we start with the entire range indicated by all the states in the shaded box. Horizontal lines are all states in
the range which belong to connected component CCi. Note ’X’ means there is no state. Each vertical line indicates a
flow Fj after merging.

nents (or sub-graphs) which do not overlap with each other, i.e., there is no transition edge between

the states belonging to different connected components. Intuitively this makes sense because each

NFA collects a number of regular expressions or patterns. Patterns with common prefixes belong

to the same connected component and patterns which do not share any common prefix belong

to separate connected components. Table 3.1 lists the number of connected components in our

benchmarks. Our insight is that we can merge flows belonging to separate connected components

to reduce the number of flows. The AP compiler in one of its initial stages also partitions the FSM

into distinct sub-graphs, however, to ease placement and routing [18]. Figure 3.3 shows our algo-

rithm to merge flows belonging to separate connected components. We group the states obtained

by range-guided input partitioning into different connected components. The range table consists

of all these states as shown in the shaded box. All the 5000 states in the range are grouped into

CCi groups in the figure. The states on a vertical line through each group were previously mapped

to separate flows. Note that we split the states in the same connected component across separate

flows so that we can uniquely distinguish them (true paths vs false paths). It can be seen that the

number of active flows is equivalent to the number of vertical lines. In the figure we have 50 ver-

tical lines, hence 50 active flows. Thus, we started from 5000 enumeration paths in the range and

merged them into 50 flows. Once the flow finishes, the end states of each state belonging to the

flow can be uniquely identified by simply masking with a bitmap consisting of the state space of
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each connected component.

3.2.3.B Active State Group and Common Parent

NFAs usually have several states which are always active due to self-loops on all possible symbols

(self-loop is labelled *). These states artificially increase the number of enumeration paths. Given

that these states are always active, by definition they belong to the true path and can be all com-

bined into one flow which we refer to as the Active State Group (ASG) flow. The output results of

this flow are always reported.

S2 

S5 

S17 

S18 

S46 

 

S0 

 

S1 

F1 = {S2  , S5   , S46} 

F2 = {S17, S18 , S46} 

Range = {S2  , S5   , S17, S18 , S46}   

Figure 3.4: Merging states in the range with common parent.

We also observe that states in the range of an input symbol which originate due to the same

parent state belong to the same enumeration path. This follows from the fact that in an NFA, there

can be many outgoing transitions from a state on a given input symbol. Had we started the input

segment one symbol earlier, all these states would have been part of the same enumeration path.

Thus, we map all enumeration paths with a common parent to the same flow. Figure 3.4 illustrates

the concept. The range consists of states: S2, S5, S17, S18 and S46. Initially, this would lead to 5

flows. Since S2, S5, S46 have a common parent S0, they can be merged into one flow. Similarly,

S17, S18, S46 have a common parent S1 and can be merged into one flow, resulting in only 2 flows.

Note that for correctness S46 has to be included in both flows.
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3.2.3.C Dynamic Convergence Checks

Enumerations can be made more efficient by leveraging convergence. We can observe an example

of convergence in Figure 3.1. Consider input segment I2, starting with three different start states

S0, S1, and S2. The figure shows three enumeration paths for the state sequence, one for each

starting state. After processing the first two symbols, the first two paths get into the same state S1.

After that, these two paths would keep producing the same state sequence as they will observe the

same symbols. Hence, there is no need to do redundant computation, and the first two paths can

be merged into one path. Thus, an enumeration which started with 3 paths reduces to 2 paths after

processing the first two symbols. Prior work on parallelizing DFAs have observed that the state

convergence property widely exists in many FSMs [136].

Flow based enumeration allows for easy convergence checks. In our architecture, convergence

checks can be implemented by comparing the state vectors in the state vector cache. Comparison

requires a simple bitwise logic comparator (one xor gate per state bit and a common wired and)

to be augmented to the state vector cache. Accessing a state vector entry and comparing it to a

stored vector takes one symbol cycle. If we have f active flows, convergence checks over all the

flows can take up to f × f symbol cycles. Fortunately, the convergence checks can be entirely

overlapped with symbol processing because the state vector cache is not used while processing

symbols. However, combining enumeration paths from different connected components into the

same flow reduces the probability of convergence. Thus, we invoke convergence checks every ten

TDM steps.

3.2.3.D Deactivation Checks

Often many paths in an FSM are not productive. For instance, an enumeration path may process

a few symbols successfully, making transitions for each symbol until it comes across a symbol for

which none of the active states match. In this case, the path is no longer productive and must be

deactivated to save time. In practice, we find many enumerations paths become unproductive after

processing a few input symbols. If all the enumeration paths mapped to a flow are unproductive
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the entire flow can be deactivated to save time. We implement the flow deactivation logic by sim-

ply comparing the state bits in the state vector entry to a zero mask during a context switch and

invalidate the state vector if there is a match to the zero mask. We observe that many flows get de-

activated after processing a few symbols (less than 20 symbols), so we do a few extra deactivation

checks even before the first TDM step completes.

3.2.4 Composition of Input Partitions

Once the input segments finish, the final output results can be obtained by combining the results

of the true paths of each segment. The host CPU reads the final state vector from the AP and

then constructs a Boolean array indicating which flow has results for true enumeration paths. This

Boolean array is checked when reading the results out of the output buffer. Each output buffer

entry has few bits indicating the flow identifier. Only results for the output buffer entries which

correspond to the true flows are reported. This computation is done by utilizing the pre-computed

range table and masks for connected components (discussed in Sections 3.2.1 and 3.2.3.A).

It takes 1668 symbol cycles to transfer the final state vector from AP to the save buffer of the

host CPU [18]. It takes another few tens of symbol cycles to interpret the state vector to figure out

which flows encompass true paths in the host CPU. We find that this overhead is not insignificant

and thus explore methods to overlap this overhead with input segment processing time on the AP.

The asymmetric finish times of input segments can be leveraged for this purpose. In general, the

different input segments finish at different times based on the different rates of deactivation and

convergence. Furthermore, the first input segment executes only the true path, so it is likely to

finish quite ahead of the others.

Thus, the first input segment can read its final state vector and create a Boolean array indicating

true flows, while the second input segment is still processing its symbols. Thus, its composition

overhead is overlapped with the execution of the second input segment. In addition to this, the

Boolean array can be utilized to create a Flow Invalidation Vector (FIV) which can be used to

invalidate all false flows in the second input segment. In addition to overlapping composition over-
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Figure 3.5: Overlapping Tcpu with symbol processing.
Tcpu can be overlapped with the next segment processing time. The figure also shows the convergence of flows and
how the flow invalidation vector (FIV) is used to invalidate unpromising flows.

head whenever possible, this method can further reduce the number of active flows and further

speed up input segment processing. The concept can be generalized to all input segments. Fig-

ure 3.5 illustrates the above concepts. The first input segment I1 has only one flow and completes

first. The second input segment I2 on the other hand has many flows (indicated by the thickness

of line) and is chugging along. The first segment takes Tcpu time to compute its Boolean array for

true flows and FIV. The FIV is passed along to input segment I2. Note that Tcpu is overlapped with

I2 processing and after receiving the FIV, the number of flows in I2 reduces substantially. In some

cases when all flows deactivate or converge to only one flow, there is no need to spend Tcpu cycles.
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Figure 3.6: Overall framework for low-cost enumeration on the Automata Processor.
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3.2.5 Put It Together

This section describes our overall framework for parallelizing NFAs on the AP. Figure 3.6 brings

together all the concepts discussed in this section to illustrate our overall framework. The paral-

lelization framework consists of pre-processing steps and dynamic runtime steps. First, the range

is computed for all input symbols and a frequently occurring symbol is chosen based on profil-

ing (Section 3.2.1). This is followed by merging the states in the range table into flows based on

connected components (Section 3.2.3.A), common parents, and ASG (Section 3.2.3.B). This step

generate the contents for the State Vector Cache (SVC). The state vector cache is then loaded onto

the AP half-cores. This pre-processing can be augmented to the compilation and configuration

process for the AP. Following this, the input is partitioned at boundaries of the chosen range sym-

bol. Each input segment starts getting processed in parallel on the AP half-cores. Deactivation

and convergence checks occur dynamically to invalidate redundant or unproductive flows (Sec-

tions 3.2.3.D and 3.2.3.C). A segment can also receive a flow invalidation vector from the previous

segment during its runtime. Once an input segment finishes, the composition of output reports

happens in the host CPU (Section 3.2.4).

3.3 Evaluation Methodology

The proposed approach and optimizations are evaluated on a wide range of benchmark FSMs from

the ANMLZoo [166] and the Regex [43] benchmark suites. These real world benchmarks span

multiple domains including network packet monitoring [43], gene sequence matching [148] and

natural language processing [191]. Table 3.1 summarizes some of the important characteristics

of these FSMs and the parameters used in our simulations. We first describe these workloads in

detail, our modifications to these workloads, followed by a discussion on the experimental setup.
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# Benchmark States Range Connected Num. Half-Cores Input Segments Input Segments
Components (1 Rank) (4 Ranks)

1 Dotstar03 11124 163 56 1 16 64
2 Dotstar06 11598 315 54 1 16 64
3 Dotstar09 11229 314 51 1 16 64
4 Ranges05 11596 1 63 1 16 64
5 Ranges1 11418 1 57 1 16 64
6 ExactMatch 11270 1 53 1 16 64
7 Bro217 1893 6 59 1 16 64
8 TCP 13834 550 57 1 16 64
9 PowerEN1 12195 466 62 1 16 64

10 Fermi 40783 30027 2399 2 8 32
11 RandomForest 33220 1616 1661 2 8 32
12 SPM 100500 20100 5025 2 8 32
13 Dotstar 38951 600 90 2 8 32
14 Hamming 11254 8151 49 2 8 32
15 Protomata 38251 667 513 2 8 32
16 Levenshtein 2660 2090 4 3 5 21
17 EntityResolution 5689 1515 5 3 5 21
18 Snort 34480 792 90 3 5 21
19 ClamAV 49538 5452 515 3 5 21

Table 3.1: Regex and ANMLZoo benchmark characteristics and AP resources needed.

3.3.1 Workloads

The Regex suite consisting of 8 workloads, contains both real-world and synthetic regular expres-

sions primarily meant for network intrusion detection. ExactMatch looks for exact pattern matches

in the input stream. The Dotstar rulesets are parameterized by the fraction of unbounded repeti-

tions of the wildcard .∗. The Ranges dataset accounts for character classes in regular expressions.

These are parameterized by the fraction of the ruleset that contains character classes. Bro217 is an

open-source set of 217 regular expressions used for packet sniffing. The TCP workload consists of

regular expressions used for packet header filtering prior to actual packet inspection.

We use the synthetic trace generator tool from Becchi and others [43] to generate input traces

for these workloads. We use traces with pm = 0.75, which is the probability that a state matches on

an input character and activates subsequent states as in a depth-wise traversal. pm = 0.75 has been

shown to be representative of real-world traffic [43]. Both 1 MB and 10 MB traces are used in our

evaluation.

While the Regex suite targeted only the network security domain, several recent efforts have
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uncovered relatively diverse automata-based applications in bioinformatics, data mining and natu-

ral language processing that are not necessarily derived from regular expressions [169, 148, 191].

The ANMLZoo benchmark suite is one of the first attempts to group these benchmarks and create

”standard candles” for comparing different automata architectures and algorithms. While these

benchmarks were developed aiming to saturate the resources on one AP chip, newer versions of

the AP compiler place and route some of these automata (e.g., Levenshtein, Entity Resolution) on

multiple AP dies since several of these benchmarks are densely connected. We account for this

physical automata distribution in our experimental results. The ANMLZoo benchmarks along with

their input parameters are tabulated in Table 3.1.

The Snort ruleset for network intrusion detection is from Snapshot 2.9.7.0. ClamAV contains a

set of regular expressions from an open source virus database. Dotstar in this suite contains a com-

bination of 5%, 10% and 20% wildcard .* repetitions. Levenshtein implements the Levenshtein

automata used for fuzzy string matching with deletions and insertions allowed. In this suite, strings

are of length 24, with edit distance = 3. It is used to match against encoded DNA sequences. Ham-

ming is similar to Levenshtein and counts the number of mismatches between input strings. Entity

Resolution has applicability in databases, when the same entity represented with small differences

is required to be resolved correctly. For example, names of individuals J. L. Doe and John Doe.

PowerEN is part of a proprietary set of regular expressions from IBM. Fermi predicts high-energy

particle paths by matching against known trajectories. Random Forest is a machine learning appli-

cation that implements hand-written digit classification and SPM is a data-mining application that

mines sequential relations between item transactions to predict future transactions.

It can be seen from Table 3.1 that the state-space of these benchmarks varies greatly and so

does the average active set. Furthermore several of these benchmarks also exhibit potential for

compression. Similar to the work in [166], we compress automata using the common prefix merg-

ing technique [42] prior to execution to remove redundant traversals from the automata. For

ClamAV, Fermi and Random Forest we do not employ common prefix merging as it reduces the

number of connected components with only minor benefits in terms of reduction in the number of
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states. We use both the 1 MB and 10 MB representative input traces provided with each benchmark

to evaluate our optimizations. The cost for pre-processing the input stream and post-processing the

output reports is minor. Few symbols at the boundary of input segments (64kB for 1 rank and

16kB for 4 ranks) are compared to pre-chosen low-range symbols and chosen for partitioning.

3.3.2 Experimental Setup

We utilize the open-source virtual automata simulator VASim [166] to simulate the proposed ar-

chitecture as well as implement the range-guided input partitioning and all flow merging optimiza-

tions discussed in Section 3.2.3. VASim allows for fast non-deterministic finite automata emulation

by traversing paths only for active states. It supports multi-threading and can partition the input

stream and automata processing across many threads. We partition the input stream into nearly

equal chunks at symbols with small range and execute a VASim context for each flow. Deactivation

and convergence of flows is tracked in the simulator as described in Section 3.2.3.

The Automata Processor can deterministically process 1 symbol every 7.5 ns (as long as its

output buffers to convey reports are not full), so the latency for symbol processing is known apri-

ori. Context switching between flows requires writing out the old context into the State Vector

Cache, reading the new context and loading the new state in the counters and STEs. This has been

estimated as 3 cycles [20, 80]. Transferring the 59,936 bit state-vector to the CPU for dynamic

invalidation of incorrect flows takes 1668 symbol cycles [19]. On the return path from the CPU,

transferring the 512 bit-vector to invalidate flows takes 15 AP cycles. We find that in several of our

benchmarks, flows are deactivated before the completion of execution of the previous chunk and

we do not incur this extra invalidation overhead in the common case. We assume a latency of 7.5

ns (1 symbol cycle) to determine if any two flows have converged.

We estimate the time taken to identify false paths (and false flows) on a Xeon E3-1240V5 work-

station with 8 cores and 32GB RAM. It is also possible for our enumerative approach to falsely

trigger reporting elements in some of its false paths. For each benchmark we also account for the

overheads of removing these false positives in the output reports as described in Section 3.2.4.
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Figure 3.7: Speedup for different inputs.
Baseline: Single AP device. PAP-1-rank: One rank with 8 devices of PAP. PAP-4-rank: Four ranks with 32 devices
of PAP. Ideal-1-rank: One ideal AP rank with 8 devices and no parallelization overheads. Ideal-1-rank: Four ideal
AP ranks with 32 devices and no parallelization overheads.

3.4 Results

In this section we first present the speedups obtained by our proposed architecture, followed by a

detailed explanation of the reasons for this speedup. We also present an analysis of the different

sources of overhead introduced by the proposed optimizations.

3.4.1 Overall Speedup

Figure 3.7 shows the speedups obtained by our proposed Parallel Automata Processor Architecture

(PAP), when compared to the baseline AP architecture. We present speedups for both 1 AP rank

(8 D480 devices) and 4 AP ranks (32 D480 devices in the current AP generation) and 1 MB and

10 MB input streams. We also exploit the parallelism offered by each of the half-cores in a D480

device when our FSMs can fit in a single half-core. Table 3.1 details the AP footprint and number

of input segments created for each of our benchmark FSMs. The Ideal legend in the figure equals

the number of input segments that can be processed in parallel. Overall, across the complete range

of 19 benchmark FSMs, for the 1 rank and 4 rank cases, PAP achieves 6.6× and 18.8× speedup

for the 1 MB input stream and 7.6× and 25.5× speedup for the 10 MB input stream.

It can be seen from the figure that PAP outperforms the sequential AP baseline for most bench-
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marks. A noticeable trend is the larger performance gains with the 10 MB stream. This is because

the larger stream provides opportunities for creating larger input segments. These larger input

segments help in reducing in the number of active flows due to the deactivation and convergence

properties of the FSMs discussed in Sections 3.2.3.C and 3.2.3.D and the associated flow switching

overhead. Furthermore, large input segments also help amortize the cost of false path invalidation

and input composition in the CPU. For benchmarks with small input symbol ranges, in particu-

lar Ranges05, Ranges1 and ExactMatch, PAP achieves near ideal speedup both in the 1 rank and 4

rank cases. Even FSMs with significantly large number of initial flows like SPM (20101) and Ham-

ming (8152), PAP achieves greater than 16× speedup in the 10 MB case because of the connected

components and common parent optimizations for flow reduction discussed in Section 3.2.3. A

detailed analysis of our optimizations for flow reduction is presented in the next section.

It is also important to note that the current generation of AP only supports 512 active flows in its

State Vector Cache per D480 AP device. Several of the studied FSMs significantly exceed the 512

limit as can be noticed from the Range column entries in Table 3.1. The proposed flow reduction

optimizations are therefore essential to the success of the proposed parallelization approach. For

benchmarks like Fermi, consisting of a large number of active states and Entity Resolution with

highly dense connected components, our optimizations are unable to significantly reduce the initial

number of active flows, limiting speedups.

Our parallel approach is never worse than the sequential baseline as the half-core processing

the first input segment, after completion, continues to process the remaining segments (golden

execution). In case this half-core finishes processing all input segments, we invalidate all other

executing flows and report results for the golden execution. A more aggressive policy need not

wait for the completion of the golden execution. It can invalidate all the flows after the golden

execution has finished x segments (with x calculated based on the minimum expected speedup).
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Figure 3.8: Average number of flows across benchmarks.

3.4.2 Active Flow Set

Figure 3.8 shows the contribution of each of our flow reduction optimizations in achieving the

speedups discussed in the previous section. We also plot the average number of active flows in

different benchmarks for the 1 MB input stream case as an example. Note that the y-axis scale is

logarithmic.

While benchmarks with small input symbol ranges are inherently good candidates for the flow-

based enumeration scheme, it can be seen that several of our benchmarks have greater than 1000

states in their initial range. In particular SPM consisting of 20101 initial flows and 5025 dis-

tinct connected components greatly benefits from the connected components optimization which

reduces these to 5 flows. Note that our pre-processing step identifies frequently occurring input

symbols with small range. In their absence, other optimizations like connected components prune

the number of enumeration flows as discussed above. All optimizations work synergistically to

reduce the number of enumeration paths.

We noticed that even though the connected components optimization greatly helped reduce the
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number of flows (e.g., from 467 to 32 for PowerEN) several flows remained active for the complete

execution. Investigating further revealed that the connected components optimization artificially

creates more flows for states originating from the same parent as discussed in Section 3.2.3.B.

With the proposed common parent merging algorithm, we achieved a 1.6× and 1.4× reduction

in flows for Levenshtein and Hamming. Also, the dynamic flow convergence and deactivation

checks discussed in Section 3.2.3 contribute to a great reduction in number of active flows for all

benchmarks. We see an order of magnitude reduction in number of flows for Dotstar0x and several

orders of magnitude improvement for RandomForest, Fermi and SPM.

3.4.3 Overheads

This section discusses the different sources of overhead in the proposed PAP architecture.
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Figure 3.9: Costs of flow switching.

Flow Switching and Dynamic Checks: It can be seen from Figure 3.9 that the overheads

of context switching between flows are less than 2% for most benchmarks. As discussed before,

since the number of active flows greatly reduces as input symbols are processed, the corresponding

convergence and deactivation checking overheads also reduce. Furthermore, these checks can be

overlapped with symbol processing. ClamAV however has a large number of active flows and sees

2.4% overhead. This accounts for the relatively low speedup for ClamAV when compared to other

benchmarks in Figure 3.7.

44



We also simulated the effect of larger context switch times. Our speedup for 1 MB inputs

reduces by on average, 0.5% (1.75% worst case) and 1.2% (5.04% worst case) for 2× (6 cycles)

and 4× (12 cycles) context switch time respectively. The context switch overhead is proportional

to the number of active flows, which greatly reduce as symbols are processed due to convergence

and deactivation. Also, dynamic convergence checks can be overlapped with symbol processing,

since these checks are carried out on state vector cache entries, which do not participate in symbol

processing (state transitions).
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Figure 3.10: False path decoding costs

False Path Decoding: Figure 3.10 illustrates the overheads of decoding false paths at the host

CPU after an input segment finishes and sending a flow invalidation vector (FIV) to the next seg-

ment. On average, most benchmarks see around 2000 symbol cycles overhead. Fortunately, this

cost is largely amortized because of two reasons: (1) it can be overlapped with symbol process-

ing in subsequent segments, (2) these invalidations are infrequent since several flows have either

already converged or have been deactivated and do not require this invalidation.

Output Reports: The AP uses reporting elements to inform the host CPU about pattern

matches against the input. The host reads the output event buffer on the AP and decodes each

entry to finally report matches to the user. Since our approach uses enumeration for parallelization,

false paths are traversed and output events may be generated along these false paths. Figure 3.11

illustrates the increase in output reports due to false paths for each of the benchmarks. These false
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Figure 3.11: Increase in output reports due to false paths

positives are filtered out on the host. We account for the time taken for post-processing the output

reports in both baseline AP and PAP for our final speedup measurements shown in Figure 3.7.

On average, output reporting and worst case FIV on host CPU take ∼1% and ∼6% of total ex-

ecution time respectively, without accounting for the overlap of FIV computation. This is because

output reporting and flow invalidation are infrequent.

Energy: Since the PAP architecture reduces overall execution time, we expect a reduction in

static energy. However, in the PAP architecture, we activate more state-transition-elements than the

baseline, arising from the traversal of false paths which can lead to an increase in dynamic energy.

On average, there are 2.4× extra transitions per input symbol. State activation only writes to

multiple flip-flops (mask register) and does not require additional writes to the DRAM or activation

of a large number of additional DRAM rows. The AP activates an entire DRAM row for every input

symbol and reads out different columns based on the bits stored in these flip-flops. Therefore, these

additional activations do not lead to significantly increased dynamic energy costs.

3.5 Summary

This paper attempts to break the sequential NFA execution bottleneck on the Micron Automata

Procesor (AP). We identify two main challenges to applying enumerative NFA parallelization
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techniques on the AP: (1) high state-tracking overhead for input composition (2) huge compu-

tational complexity for enumerating parallel paths on large NFAs. Using the AP flow abstraction

and properties of FSMs like small input symbol transition range, connected components and com-

mon parents we amortize the overhead of state-tracking and realize a time-mutliplexed execution

of enumerated paths. To tackle the computational complexity, we leverage properties of FSMs

like path convergence to dynamically reduce the number of executed enumerated flows. The al-

gorithmic insights about large real-word NFA provided in this work (e.g., presence of connected

components, common parents, active state groups, range partitioning) are general and can be ap-

plied to parallelize NFA execution on any spatial, data-flow substrate with memory and intercon-

nects, like FPGAs, cache sub-arrays or memristor crossbar arrays. What is required is an efficient

state-encoding and state-mapping scheme along with a mechanism for supporting state-transitions

using interconnects. Furthermore, different connected components and flow contexts may also be

mapped to separate GPU threads for parallelism. Our evaluation on a range of FSM benchmarks

shows 25.5× speedup over the sequential baseline AP with 64 half-cores.
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CHAPTER 4

Cache as a Pattern Matching Engine

While memory-centric architectures such as Micron’s Automata Processor have been highly suc-

cessful in accelerating automata processing, implementing the state-transition logic on top of lower

process node DRAM has significant area overhead (upto 16.6×). In this chapter, we explore the

possibility of repurposing the last-level cache of modern processors to accelerate automata pro-

cessing. We discuss the benefits of this approach, the associated challenges involved and propose

the Cache Automaton architecture to enable in-situ automata processing in the last-level cache.

4.1 Cache Automaton Concept

ANML NFA computation entails processing a stream of input symbols one at a time. Initially,

all the start states are active states. Each step has two phases. In the state match phase, we

identify which of the active states have the same label as the current input symbol. In the next

state transition phase, we look up the transition table to determine the destination states for these

matched states. These destination states would become the active states for the next step. Now, we

discuss how Cache Automaton implements these two phases efficiently.

State Match: We adapt Micron’s AP processor [64] design for implementing the state match

phase. Each NFA state is mapped as a State Transition Element (STE) to a column of an SRAM

array in the last-level cache. The value of an STE column is set to the one-hot encoding of the

8-bit input symbol it is mapped to. This means that each STE (or column) is 256 bits and each bit

position signifies an input symbol in the ASCII alphabet. Figure 4.2 (a) shows an SRAM array in
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Figure 4.1: Example NFA mapping to SRAM arrays and switches.
An example NFA and its mapping to two small SRAM arrays and switches. The NFA accepts patterns {bat, bar,
bart, ar, at, art, car, cat, cart}.

Cache Automaton which holds 256 STEs. Every cycle, the current input symbol is broadcasted to

all SRAM arrays as a row address and the corresponding row is read out. If an STE has a ’1’ bit

set in the row, it means that the label of the state it has stored matches the input symbol. Thus,

by broadcasting the input symbol to all SRAM arrays, it is possible to determine in parallel all the

states which match with the current input symbol.

The row corresponding to the input symbol is read out and stored in a match vector. An active

state vector (one bit per STE; 256-bit vector in our example) stores which STEs are active in a

given cycle. A logical AND of the match and active state vectors determines the subset of active

states which match the current input symbol. The destination states of these matched states would

become the next set of active states. Section 4.2.3 discusses solutions to implement this state match

phase efficiently in cache sub-arrays.

State Transition: This phase determines the destination states for the matched states found in the

previous phase. These states would then become the next set of active states. We observe that a

matrix-based crossbar switch (essentially a N × N matrix of input and output ports) is suitable

to encode a transition function. In a crossbar, an input port is connected to an output port via a

cross-point. Each STE connects to one input port of the switch. A cross-point is enabled if the

input STE connects to a specific output STE. The result of state-matches serve as inputs to the

switch, and the output of the switch is the next set of active states.
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The switches in the cache automaton architecture have modest wiring requirements (256-512

input and output wires; see Table 4.2), as the data-bus width is only 1-bit. However, cache au-

tomaton switches have two major differences from conventional switches. First, there is no need

for arbitration. The connections between the input and output ports can be configured once dur-

ing initialization for an NFA and then be used for processing all the input symbols. Since there

is no arbitration, the enable bits must be stored in the cross-points. Automaton switches have a

large number of cross-points, and therefore we need a compact design to store the enable bit at

each cross-point. Second, unlike a conventional crossbar, an output can be connected to multiple

inputs at the same time. The output is a logical OR of all active inputs. Section 4.2.4 discusses our

proposed switch architecture for Cache Automaton which supports the above features.

Ideally, the entire transition function could be encoded in one switch to provide maximum

connectivity. However, such a design will be incredibly slow. To scale to thousands of states and

many SRAM arrays, we adopt a hierarchical switch architecture as discussed in Section 4.2.1.

4.1.1 Working Example

We describe a simplified example which brings together all the above concepts. Figure 4.1 shows

an example NFA which accepts patterns {bat, bar, bart, ar, at, art, car, cat,

cart} and how it is mapped to SRAM arrays and switches. The figure starts with a classical rep-

resentation of an NFA in terms of states and transitions (Figure 4.1 (a)). Figure 4.1 (b) shows the

ANML NFA representation for the same automata. Figure 4.1 (c) shows the transition table for the

ANML NFA with STEs. This example NFA requires only 8 STEs. Real world NFAs have tens of

thousands of states which need to be mapped into hundreds of SRAM arrays.

For this example, let us assume we have two small SRAM arrays which can each accommodate

4 STEs as shown in Figure 4.1 (d). The NFA requires 8 STEs, so we split the states into 4 STEs in

Array 1 and Array 2. Each array has a 6 × 4 local switch, and together they share a 2 × 2 global

switch. Each STE can connect to all STEs in its array. In this example, only two STEs (STE1 and

STE2) in an array are allowed to connect to all STEs in the other array via the global switch.
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The transition table in Figure 4.1 (c) is mapped to local and global switches. For instance, S1 a

and S4 r, are mapped to STE1 and STE3, of Array 1. Since S1 a can transition to S4 r, the local

switch cross-point between STE1 and STE3 is set to connected (represented by black dot). The

figure also shows how a connection via the global switch is established for states S2 a mapped to

STE2 of Array 1, and S4 t mapped to STE4 of Array 2. This is accomplished by: (1) feeding

STE2 as an input to the global switch, (2) connecting the second input of the global switch to the

G4 output which feeds as an input to Array 2’s local switch, (3)G4 input is connected to the STE4

output (or S4 t) of Array 2’s local switch.

4.2 Cache Automaton Architecture
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Figure 4.2: Cache Automaton Architecture.
The figure shows (a) SRAM arrays repurposed to store 256 STEs, (b) one 2.5 MB Last-Level Cache (LLC) slice
architecture and (c) Internal organization of one 8 KB sub-array.

4.2.1 Cache Slice Design

The proposed cache automaton is implemented in the Last-Level Cache (LLC) in order to accom-

modate large NFA with thousands of states. Figure 4.2 (b) shows the overall organization of a
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slice of LLC with the Cache Automaton architecture. The depicted LLC slice is modelled exactly

after Xeon E5 processors [90, 55]. Each LLC slice is 2.5 MB. Intel processors support 8-16 such

slices [46]. Each slice has a central cache control box (CBOX). Remainder of the slice is organized

into 20 columns. A column consists of eight 16 KB data sub-arrays, and a tag array. Each col-

umn represents a way of set-associative cache. Internally a 16 KB data sub-array consists of four

SRAM arrays with 256×128 6T bit-cells as shown in Figure 4.2 (c). Each array has 2 redundant

columns and 4 redundant rows in the SRAM arrays to map out dead lines. STEs are stored in the

columns of the 256×128 SRAM array. A 16 KB data sub-array can store up to 512 STEs. We

define a partition as a group of 256 STEs mapped to two SRAM arrays each of size 4 KB.

Our interconnect design is based on the observation that real-world NFA states can typically

be grouped into partitions, with states within a partition requiring rich connectivity and states

in different partitions needing only sparse connectivity (details in Sections 4.3.1 and 4.3.2). To

support this partitioning, we add one local switch (L-Switch) per partition providing rich intra-

partition connectivity and global switches (G-Switch) for sparse connections between partitions

across a way or multiple ways. Each L-Switch is of size 280 × 256, i.e., 280 input wires and 256

output wires. The input wires correspond to 256 STEs in the sub-array and 16 input wires from the

G-Switch in the same way (G-switch-1) and 8 input wires from the G-switch connecting the 4 ways

(G-switch-4). A STE in a partition can connect to any other STE in its partition via the L-Switch.

Also, 16 STEs from a partition can connect to other partitions in the same way via G-Switch-1

and 8 STEs from a partition can connect to other partitions via G-switch-4. We also observe that

even without connections between global switches, the proposed interconnect topology provides

sufficient headroom to our compiler to map all the evaluated NFA.

Figure 4.2 (a) shows a single partition. The input symbol match result is read out and stored in

the match vector. The logical AND result of the match vector and the active state vector is fed as an

input to the local-switch (256 STEs) and the global-switches (16 STEs and 8 STEs respectively).

After the signals return from the global-switches to the local-switch, the next active state vector is

available as the output of the local-switch. This is written back to the active-state vector. If any of
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the final or reporting states are active, then an entry is made into the output buffer in the CBOX

recording the match (Section 4.2.5).

4.2.2 Automaton Pipeline

The automaton processes a stream of input symbols sequentially and hence the time to process

each input symbol determines the clock period. The clock period determines the rate of processing

input symbols and hence the overall system performance. We observe that each input symbol is

processed in two independent phases, SRAM access for state match and propagation through the

interconnect (switches and wires) for state transition. Furthermore, SRAM access for the current

input symbol can be overlapped with the interconnect delay for processing the previous input

symbol. Based on this observation, we design a three-stage pipeline for Cache Automaton. Typical

application scenarios process large amounts of input data (MBs to GBs), thus the pipeline fill-up

and drain time are inconsequential.

State%
Match) G%Switch) L%Switch)

Stage-1 Stage-2 Stage-3 

Figure 4.3: Three-stage pipeline design for Cache Automaton.

The pipeline stages are shown in Figure 4.3. The first stage of the pipeline is state-match or

SRAM array read access. The output of this stage is stored in the match vector (Figure 4.2 (a)). It is

moved to another buffer at the end of the stage to make room for the next state match. The second

stage of the pipeline is propagation through the global switch (G-Switch). This includes the wire

delay from the SRAM array to the global-switch. The output of this stage is stored in the output

latches of the G-Switch. The third and last stage of the pipeline is propagation through the local

switch (L-Switch). This includes the wire delay from G-Switch to L-Switch. This stage writes

the next states to the active state vector and completes processing of the current input symbol.

Note, the output of the L-switch updates the active state vector, and the active state cannot be
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updated until transition signals from other partitions have reached their destination L-switches via

the G-switch. Thus, G-Switch forms the second stage of pipeline followed by L-switch.

As can be inferred from the above discussion, the symbol processing time for Cache Automaton

is determined by symbol-match delay and switch delay. Therefore, for high-performance, it is

critical to speed up both the symbol match delay and interconnect delay. The next two sections

discuss techniques towards this end. Section 4.5.1 quantifies the delay of each pipeline stage and

the overall operating frequency.

4.2.3 Enabling Low-Latency Matches

The input symbol match for cache automaton is simply an SRAM array read operation. Conven-

tional SRAM arrays share I/O or sense-amplifiers for increased packing density. This results in

column-multiplexing which increases the input symbol match time significantly. For example, a

4-way column multiplexed SRAM array shares one sense-amplifier across four bit-lines and hence

can read out only 1 bit out of 4 bits in a cycle as shown in the left side of Figure 4.4. A read (or

match operation) consists of decoding, bit-line precharging (PCH), and I/O or sensing as shown in

the baseline timing on the right side of Figure 4.4. A 4-way column multiplexed array requires 4

cycles to read out all the bits in a row of the array.

A dynamic scheme which checks the active state vector and matches fewer STEs, can save

energy. Unfortunately, this cannot improve performance because the clock period is determined by

worst case state-match time. However, we observe that unlike conventional cache read accesses,

automata state transitions need to read all the bits which are column multiplexed. This can be

leveraged to improve match latency, by cycling the sensing phase. All the bitlines of an SRAM

array can be precharged in parallel, followed by sequentially sensing the column multiplexed bits.

Figure 4.4 shows the timeline of an optimized read sequence for 4-way column multiplexing.

First precharge (PCH) is asserted, followed by a read word-line (RWL) assertion. By the end of

RWL assertion all bi-lines are ready for sensing. The sense-amplifier enable (SAE) is asserted

in 4 steps. The column-multiplexer select signal (SEL) is set to 0 to read the first column, and
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Figure 4.4: Design and timing diagram for a 4-way multiplexed SRAM column.

changes to 1,2, and 3 with each SAE assertion. Typically SRAM arrays use pulse generators for

control signals like SAE, PCH and RWL and these pulses are not generated using a separate higher

frequency (i.e., 8 GHz) clock. These consist of a chain of high-Vt, long channel, current-starved

inverters and NAND gate that can be configured to generate pulses of widths 1/2–1/4 of clock

period. In our case, a 125 ps (8 GHz) pulse can be generated for SAE and SEL. Power and area

overhead for the pulse generator is minimal – 8-10 inverters switching once every clock cycle (8

µW). Since sensing takes about 25% of the cycle time, this optimized read sequence can read all

the bits for a 4-way column multiplexed array 2× faster than the baseline. For 8-way column

multiplexing the benefits from this optimization are higher.

4.2.4 Switch Design

This section discusses the proposed switch design. As explained in Section 4.1, an automaton

switch needs to support two new features. First, since it has a large number of 1-bit ports, it needs

to store a large number of cross-point enable bits. There is no need for dynamic arbitration. But the

switch needs to provide a configuration mode which allows writing to the enable bits. Second, to

allow efficient many-to-many state transitions, an output needs to be connected to multiple inputs
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and be the equivalent of logical OR of the active inputs.

VDD

vss

WWL
WWL IBL

Enable-Bit-

OBL
Figure 4.5: The 8T cross-point design for switches.

To support the above two features, we developed an 8 transistor (8T) cross-point design as

shown in Figure 4.5. The enable bit which controls the connection of input bitlines (IBL) to

output bitline (OBL) is stored in a 6T bitcell. The connection between IBL and OBL is via a

2T block. The switch supports two modes: crossbar mode and write mode. During the crossbar

mode, the OBLs are pre-charged. If any of the IBLs carry a ’0’, the OBL is discharged. Thus

outputs carry a wired AND of inputs. Note, the inputs and outputs are active low. Thus, the final

result on an output wire is the logical OR of all inputs. Each OBL has a dedicated sense-amplifier.

During the write mode, the 6T enable bits can be programmed by writing to all bitcells sharing one

write word-line (WWL) in a cycle. The switch is provisioned with a decoder and wordline drivers

for the write mode. The proposed switch can take advantage of standard 8T push rule bit cells to

achieve a compact layout.

4.2.5 Input Streaming and Output Reporting

Cache Automaton takes a steady stream of input symbols and produces intermittent output matches.

Input symbols (1 byte each) are stored in a small 128 entry FIFO in the C-BOX as shown in Fig-

ure 4.2. The FIFO is associated with an input symbol counter which indicates the symbol cycles

elapsed. One input symbol is read from the FIFO every cycle and broadcasted to all SRAM banks
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by using the existing address bus within a cache slice. Our model assumes that applications copy

input data to a cache location. In the Cache Automaton mode, as input symbols get processed and

deleted from the FIFO, the cache controller reads a cache block worth of input data via regular

cache access and fills up the FIFO.

We follow a model similar to Micron’s AP for output reporting. An output buffer has 64

entries, an entry for each match with a reporting state. An interrupt is sent to the CPU if all the

output buffer entries are full. The report states in the NFA can be mapped to designated STEs in

a partition. A 256-bit mask indicates if the reporting states are mapped to these STEs. A wired

OR of the result obtained from the logical AND of the active state mask and output reporting mask

(report vector) triggers an output reporting event. An output reporting event creates a new entry in

the output buffer. Each entry consists of the active state mask, partition identifier, input symbol,

and offset in the input stream.

4.2.6 System Integration

While repurposing the last-level cache for automata processing, the following system-level issues

need to be kept in mind:

Sharing Model with CPU: Our architecture is aware of a way in LLC, but there is no mode

for directly addressing a cache way in x86 instructions. A load address can be mapped to any

way in the LLC. To overcome this limitation, Cache Automaton leverages Intel’s Cache Allocation

Technology (CAT) [5] to dynamically restrict the ways accessed by a program and thus exactly

control which cache way the data gets written to. NFA computation is carried out only in 4-8

ways of each slice. The remaining 12-16 ways can be used by other processes/VMs executing on

the same/different cores without leading to starvation in inclusive caches. By associating the NFA

process to one of the highest cgroups (class-of-service), CAT can ensure that incoming data from

processes in low-priority cgroups does not evict data in active NFA ways and guarantees QoS

during steady-state. With regard to addressing, LLC hashing must be disabled during configuration

time to place STE data into specific slices. This can be done by writing to special Model-Specific-
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Registers (MSRs) like those used to associate L3 cache ways with cgroups in CAT. Note that

LLC hashing need not be disabled during normal execution.

Power Management: Since NFA computation has high peak power requirements for some

benchmarks, the OS scheduler together with the power governor must ensure that the system TDP

is not exceeded while scheduling other processes simultaneously on the CPU cores. Based on

the number of cache arrays, ways, slices allocated for NFA computation and average active states

for representative inputs, the compiler can provide coarse-grained peak-power estimates (hints) to

guide OS scheduling. In case the OS wishes to schedule a higher-priority process, the NFA process

may also be suspended and later resumed by recording the number of input symbols processed and

the active state vector to memory. It must be noted that while peak power is high, the energy

consumed is orders of magnitude lower than that expended by conventional CPUs due to savings

in data movement and instruction processing overheads.

4.2.7 Configuration and ISA Interface

We adopt a configuration model similar to Micron’s Automaton Processor (AP). Before processing

the NFA, the switches have to be configured and the cache arrays have to be initialized with STEs.

The switches can be configured by utilizing their write-mode, during which they simply function

as SRAM arrays. We assume switch locations are memory-mapped and addressable by CPU load

instructions.

The initialization of cache arrays can be done by CPU load instructions which fetch data from

memory to caches. Our compiler creates binary pages which consists of STEs stored in the order

in which they need to be mapped to cache arrays. The compiler carefully orders the STEs based

on the physical address decoding logic of the underlying cache architecture. These binary pages

with STEs are loaded in memory, just like code pages. Most LLC cache sets are addressable by

last 16 bits of memory address. These bits can be kept same for both virtual pages and physical

pages by mapping the binary data (containing STEs) to huge pages [10]. LLC hashing is disabled

during configuration as discussed in Section 4.2.6.
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The average initialization time is dictated by the number of SRAM arrays occupied by an

NFA. For our largest benchmark, we found this to be about 0.2ms on a Xeon server workstation.

In contrast AP’s configuration time can be up to tens of milliseconds [149]. Once configured, in

typical use cases such as log processing, network traffic monitoring and DNA motif search, NFAs

typically process GBs/TBs of data, thus processing time easily offsets configuration time. But

configuration may be costly when frequently switching between structurally different automata.

For these, optimizations like overlapping the configuration of one LLC slice with processing in

others and prefetching may be explored. We leave this exploration to future work.

An ISA interface is required to specify: (1) when to start processing in Cache Automaton

mode and (2) start address from which input data needs to fetched to fill up input FIFO buffer. (3)

the number of input symbols to be processed. One new instruction can encapsulate all the above

information. Compiler can insert this special instruction in code whenever it needs to process NFA

data. An interrupt service routine handles output buffer full reporting events.

4.3 Cache Automaton Compiler

In this section, we explain our compiler that takes as input an NFA description consisting of several

thousands of states and efficiently maps them onto cache banks and sub-arrays. Care is taken to

ensure maximum cache utilization while respecting the connectivity constraints of the underlying

interconnect architecture. The algorithms proposed are general and the insights provided are also

applicable for mapping NFAs to any spatial reconfigurable substrate with memory like FPGAs or

memristor crossbar arrays.

The compiler takes as input an NFA described in a compact XML-like format (ANML) and

generates a bit-stream containing information about the NFA state to cache array mapping and the

configuration enable bits to be stored in the various crossbar switches of the automaton intercon-

nect. We propose two mapping policies leading to two Cache Automaton designs, one optimized

for performance CA P and the other optimized for space utilization CA S. Before proceeding

59



to explain the mapping algorithm used by the compiler (Section 4.3.2), we motivate the insights

behind each of these designs in Section 4.3.1.

4.3.1 Connectivity Constraints

Real-world NFAs are composed of several connected components (CCs) with only a few hundred

states each. Each connected component describes a pattern or group of common patterns to be

matched. Since these connected components have no state transitions between them, they can be

treated as atomic units by the mapping algorithm. Each connected component can be viewed as

operating independently matching against the input symbol in parallel.

Performance Optimized Mapping: In their baseline NFAs, most benchmarks have connected

components with less than 256 states (refer Table 4.1), making it possible to fit at least one con-

nected component in each partition (256 STEs stored in two 4 KB SRAM arrays, Figure 4.2 (a)).

This motivates our performance-optimized mapping scheme that greedily packs connected com-

ponents onto cache arrays. We were able to operate all of the baseline NFA benchmarks while

limiting the connectivity across cache arrays to within a way. Only cache arrays which are mapped

to physical address with A[16] = 0 (Array L in Figure 4.2 (c)) are used for mapping NFA and cache

arrays with A[16] = 1 (Array H in Figure 4.2 (c)) can be used for storing regular data provided

that compiler can ensure that regular data are placed in 64 KB segments in the virtual address

space or the OS does not use physical pages with A[16] = 1. As we discuss in Section 4.5.1, the

performance-optimized design can operate at a frequency of 2 GHz.

Space Optimized Mapping: However, just using the baseline NFAs forgoes algorithmic op-

timizations on NFAs that seek to remove redundant automata states and state traversals. These

redundancies are common in practice, since many patterns share common prefixes (for example,

patterns like art and artifact) and these common prefixes can be matched once for all connected

components together. Eliminating redundancies helps reduce the space footprint of the NFA. It

also reduces the average number of active states, leading to reduction in dynamic energy consump-

tion. This has been the motivation for several state-merging algorithms in literature that merge
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common prefixes across pattens [42]. However, it must be kept in mind that since these optimiza-

tions merge states across many connected components they tend to reduce the number of connected

components and increase the average connected component size. Larger connected components

require richer connectivity and demand more interconnect resources (crossbar switches and wires).

To support such state-merged NFA, we propose a space-optimized mapping policy that leverages

graph partitioning techniques (Section 4.3.2) to minimize outgoing edges between partitions. We

also provision additional global crossbar switches to ensure connectivity across 4-8 ways of a

cache slice. Our hierarchical switch design provides a richer average fan-out transitions and fan-in

transitions per state compared to the AP (Section 4.5.4). However, richer connectivity comes at the

cost of higher latency due to increased wire delay, therefore the space-optimized design operates

at a lower frequency (1.2 GHz) compared to the performance-optimized design (2 GHz).

4.3.2 Mapping Algorithm

The algorithm takes as input the ANML NFA description of the benchmark, the number of cache

arrays available and the size of each cache array. The output is a mapping of NFA states to cache

arrays. It operates in three steps. In the first step, all connected components which have size less

than partition size (i.e., 256 states) are identified. As discussed earlier, a connected component

forms the smallest mapping unit. Next, these connected components are mapped greedily onto the

cache arrays to pack multiple connected components onto the same cache array when possible. We

do not partition the connected component in the first stage, since the connected component inher-

ently groups together states that have plenty of state-transitions between them and mapping these

states to the same array leads to a more space-efficient packing. Connected components larger than

partition size, need to be partitioned across k-different partitions (in the same way or across multi-

ple ways of the cache slice). We utilize the open-source graph partitioning framework METIS [97]

to solve this k-way partitioning problem. METIS partitions the connected component into dif-

ferent partitions such that the number of outgoing state transitions between any two partitions is

minimized. It works by first coarsening the input connected component, performing bisections
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on the coarsened connected component and later refining the partitions produced to minimize the

edge cuts. We ensure that METIS produces load-balanced partitions with nearly equal number of

states per partition. For all of our benchmarks (in Table 4.1) METIS consistently produces con-

nected component partitions that have less than 16 state-transitions between them. The maximum

number of outgoing state-transitions from an array determines the radix of the global-switch to be

supported.

4.3.3 Case Study: Entity Resolution

Figure 4.6 presents the application of our mapping algorithm to the space-optimized version of the

Entity Resolution benchmark. Entity Resolution is widely used for approximate string matching

in databases. The benchmark has 5672 states with 5 connected components (CCs). The largest
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connected component CC4 has size 4568 and the smallest one CC0 has 75 states. Each of the

arrays (Array H and Array L) in a 16 kB subarray of the LLC slice shown supports 256 states.

Our mapping algorithm proceeds as follows. For each unallocated array, starting from the smallest

connected component, greedily pack as many connected components in the array (as much as the

array can accommodate). If the connected component size exceeds the size of an array, then we

invoke the k-way partitioning algorithm in METIS for different values of k based on the connected

component size.

From the final mapping obtained, it can be seen that a fairly dense packing of CCs is achieved.

It can be seen that both CC0 and CC1 are allocated the same array. CC2 takes up a separate array

while CC4 spans across 3 ways. Local switches at each array and global switches for both 1 and

4 ways support intra-array and inter-array state transitions respectively. Furthermore, the densely

connected arrays for CC4 (having many outgoing transitions) are also allocated to arrays in the

same way.

4.4 Evaluation Methodology

NFA workloads: We evaluated the proposed approach and mapping schemes on a wide range of

benchmark FSMs from the ANMLZoo [166] and the Regex [43] benchmark suites similar to PAP

(Chapter 3). Table 4.1 summarizes some of the important characteristics of these FSMs and the

parameters used in our simulations. We used the 10 MB input traces for our evaluation. Similar

trends in results are observed for larger inputs.

Experimental Setup: We utilize the open-source virtual automata simulator VASim [166] to sim-

ulate the proposed architecture. VASim allows for fast NFA emulation by traversing paths only for

active states. The simulator takes as input the NFA partitions produced by METIS and simulates

each input cycle by cycle. After processing the input stream, we use the per-cycle statistics on

number of active states in each array to derive energy statistics.

Table 4.2 provides the various delay and energy parameters assumed in our design. To estimate
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Performance optimized Space optimized
# Benchmark States Connected Largest CC Avg.Active States Connected Largest CC Avg.Active

Components Size States Components Size States
1 Dotstar03 12144 299 92 3.78 11124 56 1639 0.84
2 Dotstar06 12640 298 104 37.55 11598 54 1595 3.40
3 Dotstar09 12431 297 104 38.07 11229 59 1509 4.39
4 Ranges05 12439 299 94 6.00 11596 63 1197 1.53
5 Ranges1 12464 297 96 6,43 11418 57 1820 1.46
6 ExactMath 12439 297 87 5.99 11270 53 998 1.42
7 Bro217 2312 187 84 3.40 1893 59 245 1.89
8 TCP 19704 715 391 12.94 13819 47 3898 2.21
9 Snort 69029 2585 222 431.43 34480 73 10513 29.59

10 Brill 42568 1962 67 1662.76 26364 1 26364 14.29
11 ClamAV 49538 515 542 82.84 42543 41 11965 4.30
12 Dotstar 96438 2837 95 45.05 38951 90 2977 3.25
13 EntityResolution 95136 1000 96 1192.84 5672 5 4568 7.88
14 Levenshtein 2784 24 116 114.21 2784 1 2605 114.21
15 Hamming 11346 93 122 285.1 11254 69 11254 240.09
16 Fermi 40783 2399 17 4715.96 39032 648 39038 4715.96
17 SPM 100500 5025 20 6964.47 18126 1 18126 1432.55
18 RandomForest 33220 1661 20 398.24 33220 1 33220 398.24
19 PowerEN 14109 1000 48 61.02 12194 62 357 30.02
20 Protomata 42011 2340 123 1578.51 38243 513 3745 594.68

Table 4.1: Regex and ANMLZoo benchmarks – with and without common prefix merging.
Number of connected components, states and average active states for Regex and ANMLZoo benchmarks.

L switch [L] G switch(1 way) [G1] G switch(4 ways) [G2]
Design Size Delay Energy Area Size Delay Energy Area Size Delay Energy Area
CA P 280x256 163.5ps 0.191pJ/bit 0.033mm2 128x128 128ps 0.16pJ/bit 0.011mm2 - - - -

Number of switches Number of switches Number of switches
64 8 -

CA S 280x256 163.5ps 0.191pJ/bit 0.033mm2 256x256 163ps 0.19pJ/bit 0.032mm2 512x512 327ps 0.381pJ/bit 0.1293mm2

Number of switches Number of switches Number of switches
128 8 1

Table 4.2: Switch parameters for memory-based state transition interconnect

the area, power and delay of the memory array we use a standard foundry memory compiler for

the 28nm technology node. The nominal voltage for this technology is 0.9 V. Our 8T crossbar

switches are similar to an 8T SRAM array, except without the associated decoding and control

logic overheads present in a regular 8T SRAM array. The energy for access to 6T 256 × 256

cache sub-arrays was estimated to be 22pJ . The global wire delays were determined using wire

models from the design kit using SPICE modeling. Our analysis takes into account cross-coupling

capacitance of neighboring wires and metal layers. The global wires have pitch 1µm and are routed

on 4X metal layers with double track assignment and repeaters spaced 1mm apart. The wire delay

was found to be 66ps/mm and wire energy was found to be 0.07pJ/mm/bit.
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4.5 Results

In this section we first present the speedups obtained by the proposed Cache Automaton (CA) ar-

chitecture, followed by an analysis of the cache space utilization, energy consumption and reach-

ability of the proposed automaton architecture. As discussed in Section 4.3.1, we evaluate two

designs for Cache Automaton. The first design is optimized for performance, and provides lower

connectivity. We refer to the performance optimized design as CA P and the space optimized

design as CA S throughout the results section.

4.5.1 Overall Performance

The overall performance of the Cache Automaton is dictated by the clock-period of pipeline. Ta-

ble 4.3 shows the delay of various pipeline stages across both performance optimized and space

optimized designs.

For the performance optimized design (CA P ), the state-match stage accesses 256 STEs. In

our proposed architecture modelled after Xeon’s LLC slice, each 16 KB data sub-array is 8-way

multiplexed. Internally the sub-array is organized into two 8 KB chunks which can operate in-

dependently. Each chunk has two halves: Array H and Array L which share I/O and 32 sense-

amplifiers. Each half consists of 256 × 128 6T SRAM arrays. A column multiplexer in each half

feeds 32 sense-amplifiers, allowing only 32 bits to be read in a cycle per chunk. Thus, together

across the two chunks, it is possible to match 64 STEs in a cycle. The SRAM arrays can oper-

ate from 1.2 GHz to 4.6 GHz frequency range [90, 55]. We limit the highest possible operating

frequency for each SRAM array to 4 GHz or 256 ps cycle time. Thus, four cycles or 1024 ps is

necessary to match 256 STEs without sense-amplifier cycling. With our proposed sense-amplifier

cycling optimization, the state match time for 256 STEs is 438 ps as shown in Table 4.3.

Design State-Match G-Switch L-Switch Freq. Max Freq. Operated
CA P 438 ps 227 ps 263 ps 2.3 GHz 2 GHz
CA S 687 ps 468 ps 304 ps 1.4 GHz 1.2 GHz

Table 4.3: Pipeline stage delays and operating frequency.
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The G-Switch stage requires 227 ps composed of 99 ps due to wire-delay and 128 ps due to

the global switch. The distance between the SRAM array and global switch is estimated to be

1.5mm assuming a slice dimension of 3.19mm× 3mm. The L-Switch stage requires 263 ps. The

pipeline clock period or frequency is determined by the slowest stage. Thus the maximum possible

frequency for (CA P ) is 2.2 GHz. We choose to operate at 2 GHz. For the space optimized design

(CA S), an operating frequency of 1.4 GHz can be achieved and we choose to operate at 1.2 GHz.

The space optimized design is slower due to longer wire delays between the arrays and global

switch, and larger global switches.
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Figure 4.7: Performance - Cache Automaton and Micron’s Automata Processor.
Overall performance of Cache Automaton compared to Micron’s Automata Processor in Gb/s.

In Cache Automaton, since all state-matches and state-transitions can happen in parallel, the

system has a deterministic throughput of one input symbol per cycle and is independent of the

input benchmarks. This is true for Micron’s Automata Processor (AP) as well which operates

at 133 MHz frequency. Figure 4.7 shows the overall achieved throughput of Cache Automaton

in Gb/s across all benchmarks. Overall, the performance optimized design provides a speedup of

15× over Micron’s AP. Prior studies for the same set of benchmarks have shown 256× speedup

over conventional x86 CPU [166], thus the Cache Automaton provides a 3840× speedup over
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processing in CPU. Our space optimized design provides a speedup of 9× over AP.

4.5.2 Cache Utilization

Figure 4.8 shows the cache utilization in MB for different applications considering both the CA P

and CA S designs.
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Figure 4.8: Cache utilization of benchmarks.
Cache utilization of benchmarks for the two evaluated designs of Cache Automaton.

The CA S design shows large space savings for Entity Resolution (3.64 MB), SPM (2.7 MB),

Dotstar (1.76 MB) and Snort (1.19 MB). The savings achieved compared to CA P are proportional

to the redundant state activity in each of the benchmarks. SPM in particular benefits from merging

several start states. Although Entity Resolution in the CA S design has only 5672 states, it has high

routing complexity with a high average out-degree (> 6 per FSM state). Benchmarks from Regex

have small connected components and do not show much benefit from prefix merging. Random-

Forest and Fermi perform a large number of distinct pattern matches and subsequently show lesser

state-redundancy with a high number of active states per cycle. These benchmarks show little to

no benefit when compared to the CA P design. It must be kept in mind that these space savings

can be directly translated to speedup by matching against multiple NFA instances. Also, the space-
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optimized automata tend to have a lower average active set, on account of lesser redundant state

activity, leading to dynamic energy savings. Averaged across all benchmarks, we see that the CA P

and CA S designs utilize 1.2 MB and 0.725 MB cache space respectively.

4.5.3 Energy Consumption

This section discusses the energy consumption and power consumption of Cache Automaton. The

energy consumption of Cache Automaton depends on two factors. First, number of active parti-

tions. Note that even if one STE is active in a partition, it results in an array access and local switch

access. Second, number of dynamic transitions between partitions, because these result in global

switch accesses and expend wire energy. Both these factors are controlled by the mapping algo-

rithms used by the compiler. By grouping STEs based on connected components, the number of

active partitions are drastically reduced. By adopting graph partitioning techniques, our compiler

successfully reduces the number of transitions between partitions.

Since there is no publicly available data regarding AP’s energy consumption, we use an Ideal

AP energy model which assumes zero energy for interconnects, routing matrix, and an optimistic

1 pJ/bit for DRAM array access energy. Conventional DRAMs have been reported to consume

anywhere between 2.5pJ/bit to 10 pJ/bit for array access energy (activation energy) [137, 53].

Figure 4.9 shows the energy expended per input symbol for the performance optimized (CA P )

and space optimized (CA S) Cache Automaton designs, as well as for Ideal AP with the same

mappings as used by Cache Automaton. Several observations can be made. Benchmarks with

higher active state set (see Table 4.1) such as Entity Resolution, SPM, Fermi consume higher en-

ergy. These benchmarks also utilize global switches more frequently than other benchmarks. The

CA S mapping has consistently lower energy consumption than CA P both for Cache Automa-

ton and AP. This is because the CA S mapping merges many redundant states and thus wastes

lesser energy per input symbol on redundant transitions. On average, Cache Automaton (CA P ,

CA S) consumes 3× lesser energy than Ideal AP with same mapping (Ideal AP w/ CA S). The

lowest energy consumption of 2.3 nJ/symbol is obtained by the CA S design, which is 3.1× better
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Figure 4.9: Energy and power Consumption of Cache Automaton.
(a) Overall energy consumption of Cache Automaton compared to Ideal Automata Processor. (b) Overall power
consumption of the two evaluated designs of Cache Automaton.

than best configuration for AP assuming an ideal energy model. Thus, for systems which are en-

ergy constrained, we recommend a space optimized mapping. Similar to the Micron AP [15], we

also employ partition disabling circuits triggered when there is no active state within a partition,

detected using a simple wired OR of all the bits in the active state vector.

Figure 4.9 shows the average power consumption across benchmarks. The power consumption

follows the general trends of energy consumption. As expected the power consumption of Cache

Automaton is higher, but much lower than TDP of the processor at 160 W (Xeon E5-2600 v3).

Thus, we do not expect Cache Automaton to create any power overdrive or thermal problems. Our

prototype Cache Automaton which supports NFA processing only in 8 ways of a cache slice can

consume a maximum power of 75 W and has capacity to store 128K STEs. Note, CA S andCA P

have a maximum power consumption of 14.9W and 71.3W. Thus, a system designer can trade off

between performance and power.

4.5.4 Reachability and Area Overheads

Memory centric models such as Micron’s AP and the proposed Cache Automaton architecture

do all the state transitions for an input symbol in parallel. Thus, an important parameter which
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Figure 4.10: Performance, reachability and area tradeoffs for automata processing.
Figure shows the performance (frequency for symbol processing), reachability, and area overheads of various Cache
Automaton (CA) designs and DRAM-based Automaton Processor (AP).

determines the performance of these architectures and is representative of their scalability to ac-

commodate complex NFAs is the average reachability of a state. Micron’s AP provides an average

reachability of 230.5 states from any state (Fan-out), while operating at 133 MHz. Figure 4.10

plots the frequency of Cache Automata (left Y-axis) with respect to reachability. A highly perfor-

mance optimized design can operate at 4 GHz, but only provides a small reachability of 64 states.

Larger degree of reachability requires more and bigger global switches, hence has a performance

penalty. The proposed CA P design can operate at 2 GHz while still providing a reachability

of 361 states, which is 1.5× better than AP. The proposed CA S design can operate at 1.2 GHz

while providing reachability of 936 states. Note that Cache Automaton supports a maximum of

256 incoming transitions per state (Fan-in), in contrast to only 16 supported by AP.

Figure 4.10 also plots the area overhead of Cache Automaton (right Y-axis) with respect to

reachability. Area overhead is reported for supporting a state space equivalent to one AP die (i.e.

48K STEs). The proposed CA P and CA S designs incur a modest area overhead of 4.3mm2 and

4.6mm2 (less than 2% of die area for Xeon E5 server processor which has area of 354mm2), but
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offer high reachability and high performance. In comparison, AP incurs a high area overhead of

38mm2 for supporting transition matrix in DRAM dies.

4.5.5 Discussion

This section discusses the impact of various optimizations such as sense-amplifier cycling and

parameters such as wire delays. The Table 4.4 column w/o SA cycling shows the frequency of

Cache Automaton without sense-amplifier cycling. It can be noted that the pipeline can still operate

up to 1 GHz frequency without this optimization. Another alternative to boost frequency without

sense-amplifier cycling is to under utilize the cache space and read fewer column multiplexed bits

in each cycle.

The proposed designs use global metal layers for connecting the local and global switches.

This is motivated by two factors. First, global metal layers are much faster. Second, global metal

layers are used only for on-chip networks and are usually underutilized. It is possible to reuse

the wires of the hierarchical bus (H-Bus) or H-Tree interconnects used inside a LLC slice. These

interconnects are much slower (300 ps/mm [61]). The Table 4.4 column with H-Bus shows the

frequency of Cache Automaton when reusing wires of the H-Bus interconnect within a LLC slice.

The operational frequency is still 7.5×-11× better than the AP.

Design Achieved w/o SA cycling with H-Bus
CA P 2 GHz 1 GHz 1.5 GHz
CA S 1.2 GHz 500 MHz 1 GHz

Table 4.4: Impact of optimizations and parameters.

4.5.6 Comparison with ASIC implementations

The Unified Automata Processor (UAP) [68] and HARE [76] are two recently proposed accelera-

tors that have demonstrated impressive line rates for automata processing and regular expression

matching on a number of network intrusion detection and log processing benchmarks. UAP is

noteworthy because of its generality and ability to efficiently support many finite automata models
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using state transition packing and multi-stream processing at low area and power costs. Similarly,

HARE has been able to saturate DRAM bandwidth (256 Gbps) while scanning up to 16 regular

expressions.

The major advantage of Cache Automaton is its ability to execute several thousand state tran-

sitions in parallel (e.g., 128K state transitions in a single cycle using 8 ways of the LLC slice).

This massive parallelism enables matching against several thousand patterns (e.g., 5700 in Snort

ruleset), while achieving ideal line rate, i.e., 1 symbol/cycle. In contrast, HARE incurs high area

and power costs (80 mm2,125 W) when scanning for more than 16 patterns and UAP’s line rate

drops for large NFA patterns with many concurrent activations, 0.27–0.75 symbols/cycle [68].

Metric HARE (W=32) UAP CA P CA S
Throughput (Gbps) 3.9 5.3 15.6 9.4

Runtime (ms) 20.48 15.83 5.24 8.74
Power (W) 125 0.507 7.72 1.08

Energy (nJ/byte) 256 0.802 4.04 0.94
Area (mm2) 80 5.67 4.3 4.6

Table 4.5: Comparison with related ASIC designs.

For fair quantitative comparison, we use Dotstar0.9, containing 1000 regular expressions and

∼38K states as used in UAP/HARE for a 10MB input stream. It must be noted that CA can

support >3000 such regular expressions using less than 8 ways of the LLC slice and shows greater

benefits for larger number of patterns and if more ways are used to store NFA. From Table 4.5,

it can be seen that CA P and CA S provide 3.9× and 2.34× speedup over HARE and 3× and

1.8× speedup over UAP respectively. While UAP is more energy efficient than CA P due to

efficient compression of state-transitions, CA S can provide comparable energy efficiency while

repurposing the LLC. Note that the 16 kB local memory in UAP can accommodate only few

Dotstar0.9 patterns without memory sharing across lanes and we expect several additional DRAM

accesses for reading new patterns. This energy is not accounted in Table 4.5. UAP incurs lesser

area overhead than CA P and CA S, but its 8-entry combining queue may be insufficient to

support benchmarks with several thousand active states (e.g., Fermi–4715).
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4.6 Summary

This chapter discusses the Cache Automaton architecture to accelerate NFA processing in the last-

level cache. Efficient NFA processing requires both highly parallel state-matches as well as an

interconnect architecture that supports low-latency transitions and rich connectivity between states.

To optimize for state-matches we propose a sense-amplifier cycling scheme that exploits spatial

locality in state-matches. To enable efficient state transitions, we adopt a hierarchical topology of

highly compact 8T-based local and global switches. We also develop a Cache Automaton compiler

that automates the process of mapping NFA states to SRAM arrays. The two proposed designs are

fully pipelined, utilize on an average 1 MB of cache space across benchmarks and can provide a

speedup of 12× over AP.

Besides finite-state automata, Cache Automaton can also be extended to efficiently process

deterministic pushdown automata (or DPDAs). DPDAs provide a rich computation model by ex-

tending finite state automata with a stack. They are widely used in parsing different programming

languages, serialization formats (e.g., XML and JSON) and mining frequent subtrees within a

dataset. Much of DPDA processing can be performed using SRAM array lookups in the last-level

cache without involving the CPU. In our recent work, ASPEN [39], we show how the Cache Au-

tomaton architecture can be customized for DPDA processing. Like Cache Automaton, ASPEN

uses SRAM array lookups to perform state matches, state transitions and stack updates. ASPEN

reduces the latency of XML parsing by 14.1× when compared to optimized CPU XML parser

Expat [59] and improves subtree mining performance by 6× when compared to an optimized GPU

implementation [150].
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CHAPTER 5

Pattern Matching in Genomics

Genome sequencing technology is far outpacing Moore’s law in computing. Over the last decade,

they have become increasingly cheaper, faster, more portable, and produce longer reads. The

cost to sequence a human genome has dropped from $10 million, a decade ago, to less than

$1000 today. Sequencing providers like Illumina can sequence a human genome for $600 [24]

and BGI/MGI [16] has further reduced the cost to $100. Apart from the dramatic reductions in

cost, there has also been a corresponding increase in sequencing machine throughput. For ex-

ample, MGI’s DNBSEQ-TX and Illumina’s Novaseq 6000 produce 20 Terabases [17] and 3.3

Terabases per day respectively [25]. In addition, sequencing no longer requires large bench-top

instruments. Oxford Nanopore has introduced the portable MinION sequencer which can produce

longer reads (few Kilobases to Megabases) in real-time, although with a higher error rate (5-15%).

These portable sequencers also enable a kind of software-defined sequencing paradigm by expos-

ing interfaces to control the length of DNA in real-time as it passes through the pore [109]. Taken

together, all these developments have given rise to the widespread usage of genome sequencing

and ushered in the era of population genomics with several countries/organizations aiming to se-

quence the genomes of millions of humans [2, 33, 12]. However, computing solutions, hampered

by challenges in scaling transistors, have not been keeping pace. As a result, hardware acceleration

approaches and algorithmic developments are essential to keep up with the genomics data deluge.

Genomics is an application domain that extensively makes of pattern matching. In particular,

string matching algorithms are commonly used to analyze genomic data. A genome can be con-
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sidered to be a long string of DNA base-pairs (bp) A, G, C and T (3 Giga bp for a human

genome). During primary analysis, a sequencing instrument splits the DNA strand into billions of

short (∼100 bp) strings called reads. Secondary analysis aligns these reads to a reference genome

and determines genetic variants in the analyzed genome compared to the reference. The align-

ment step, commonly referred to as read alignment in literature, is one of the key computational

bottlenecks in secondary analysis [30]. Naı̈vely matching each read to every location in the ref-

erence genome is computationally prohibitive. So, read alignment tools commonly employ the

seed-and-extend heuristic. This heuristic makes use of two string matching steps: (1) seeding: an

exact string matching step, that finds a set of promising locations in the reference genome to align

the read. It does this by identifying short exact matches called seeds between the read and the

reference genome and (2) seed-extension: an approximate string matching step, that scores each of

the candidate locations from seeding to determine the best location to align the read.

Exact and approximate string matching together account for 70-80% of time in read alignment.

Building upon the pattern matching acceleration approaches discussed in previous chapters, this

chapter presents two hardware-software co-design approaches to accelerate exact string matching

(seeding) and approximate string matching (seed-extension) in read alignment.

5.1 Exact String Matching Acceleration (Seeding)

Seeding identifies the set of candidate locations in the reference genome where a possible align-

ment could exist for a given read. It greatly reduces the computation required during seed-

extension, and is important for end-to-end read alignment performance.

5.1.1 Exact Matching Using the FMD-Index

BWA-MEM and BWA-MEM2 find variable-length exact matching seeds between the read and the

reference genome. In particular, longest exact matching seeds are found. The longer the seed,

fewer the number of locations it occurs in the reference genome. This greatly reduces the work
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done during seed-extension. Longest exact match seeding works very well for short, high quality

reads such as those from Illumina sequencers.

Variable-length exact matching is commonly performed using a highly compressed data struc-

ture called the FM-index [117, 71]. The FM-Index consists of: (1) the suffix array (SA), which

contains the locations of lexicographically sorted suffixes of the reference genome R, (2) the Bur-

rows Wheeler Transform (BWT), computed as the last column of the sorted suffix array of the

reference, (3) the count table (C) which stores the number of characters in R lexicographically

smaller than a given character c and (4) the occurrence table (Occ) which stores the number of

occurrences of a character up to a certain index in the suffix array.

Using the count and occurrence tables, it is possible to identify intervals in the suffix array

where a particular string exists by performing iterative lookups in these data structures for each

successive character. Given the start and end positions of the suffix interval (s and e) in itera-

tion i, the subsequent start and end positions for iteration i+1 can be computed using dynamic

programming, where, si+1 = C(c) +Occ(si − 1, c) and ei+1 = C(c) +Occ(ei, c)− 1. Figure 5.1

shows an example of how the C and Occ tables can be used to perform search for query Q in

reference R.

To find exact matching seeds in both strands of DNA, BWA-MEM uses a variant of the FM-

Index called FMD-Index, which is built using both strands of DNA.

5.1.2 Seeding Algorithm and Super-Maximal Exact Matches

The seeding algorithm in BWA-MEM2 is based on identifying substrings that have super-maximal

exact matches (SMEMs) with the reference genome [118] (Figure 5.1 (a)). A maximal exact

match (MEM) is an exact match that cannot be extended in either direction in the read. An SMEM

is a maximal length match (MEM) that is not fully contained in any other MEM. Short matches

lead to an excessive number of hits to be verified by seed-extension, while longer matches can

lead to incorrect alignments. BWA-MEM only reports SMEMs greater than a certain minimum

length (e.g., 19), empirically determined to be a good trade-off between performance and accuracy.
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Figure 5.1: FM-Index example
(a) FM-index showing suffix array, occurrence and count tables and (b) Backward search using the FM-index. Note
that ’$’ is assumed to be the lexicographically smallest character.

Figure 5.2 (b) shows the steps involved in determining SMEMs for a sample read and reference

pair.

SMEMs are identified in two steps:

(1) Forward search: For a given query position in the read (e.g., pivot x0 in Figure 5.2),

subsequent base pairs to its right are looked up one at a time in a reference index (e.g., FMD-

index) to find the longest exact match in the forward direction. The end position of the longest

match becomes the next pivot. During this step, all the positions in the read where there is a

change in the set of candidate reference locations (hits) are marked (left extension points (LEP)

in Figure 5.2 (b). for substrings T, TC, TCA and TCAGTC). Only these positions are used as the

starting query positions to identify MEMs that extend in the backward direction. Other positions

are guaranteed to produce MEMs that are contained within those identified from LEP.

(2) Backward search: For each query position identified in the previous forward search step as

part of LEP (substrings T, TC, TCA and TCAGTC), subsequent base pairs to its left are looked up

one at a time to find the longest exact match in the backward direction. After this process, SMEMs

are identified by discarding MEMs fully contained in other longer matches. In Figure 5.2 (b),

CAATCTCA and ATCTCAGTC are reported as SMEMs. The MEMs CAATCT and CAATCTC are

discarded because they are fully contained in another MEM CAATCTCA. SMEMs obtained during
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Figure 5.2: Forward and backward search to identify super-maximal exact matches.
(a) Super-Maximal Exact Matches example. (b) Forward and backward search to identify super-maximal exact
matches (SMEMs).

seeding are assumed to be part of the final alignment.

BWA-MEM2 also uses two other seeding heuristics to produce highly accurate seeds. The first

heuristic known as reseeding breaks down long SMEMs (> 28bp) that have very few hits (< 10)

in the reference genome into shorter substrings with greater number of hits. The second heuristic

based on the LAST aligner [98] further identifies disjoint seeds in the read using forward search.

Use of disjoint seeds reduces the probability that a read is mismapped due to sequencing errors.

5.1.3 Memory-Bandwidth Limitations of Seeding

To identify SMEMs and their locations in the reference genome, both BWA-MEM and BWA-

MEM2 use a compressed data structure called the FMD-index [71, 117] which is built using both

strands of DNA (∼6 billion characters of the human genome) as discussed earlier. The FMD-
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index allows the lookup of query Q of length N in reference R using approximately O(N) memory

operations. The FMD-index is utilized for all the three steps of seeding described earlier (SMEM

generation, reseeding, and LAST). Detailed descriptions of the FMD-index can be found in [71,

117].

The BWA-MEM2 implementation of FMD-index uses 10 GB (6 GB occurrence table (8×

compressed) + 4 GB suffix array (8× compressed)) [128] compared to 4.3 GB in BWA-MEM.

Further decompressing the occurrence table and suffix array of BWA-MEM2 is shown to only

improve performance slightly: 3–7% [128].

Starting from a single character in the read, the FMD-index enables forward and backward

MEM searches to determine the number of hits of progressively longer substrings using at most 2

extra memory lookups per character. However, these memory lookups touch different parts of a 10

GB data structure and rarely exhibit spatial locality. This reduces the effectiveness of caching in

modern processors and leads to high memory bandwidth requirements. Software implementations

of the FMD-index (e.g., BWA-MEM) have attempted to improve the locality of MEM search

in two ways. First, occurrence table entries are typically co-located with portions of the BWT

in tightly packed cache-line aligned data structures to improve the spatial locality of an index

lookup. Second, backward search passes for substrings sharing the same prefix (e.g., TC and TCA

in Figure 5.2 (b)) are performed in lock-step leading to access of occurrence table data belonging

to the same or nearby cache lines [118, 177]. Despite these optimizations, our experiments on real

whole human genome reads (details in Section 5.1.6.B.6) show that FMD-index based seeding

still has high data requirements (i.e., each read can require ∼68.5 KB of index data for seeding).

Further, ∼40% cycles are spent in core stalling for memory/cache.

FMD-Index based seeding also inherently involves sequential dependent memory accesses and

its performance is limited by memory access latency. We mitigate this problem using hardware

multiplexing, where one physical compute unit context switches between different reads on a mem-

ory stall.
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5.1.4 Set Intersection Approach for Seeding

Prior hardware accelerators for seeding directly implement BWA-MEM’s FMD-index (Ferragina-

Manzini) [117, 71] based seeding, which suffers from poor locality due to irregular memory ac-

cesses. We use an implementation that is guaranteed to find all hits as BWA-MEM, but has better

locality. Our approach uses an index table that has one entry for each k-mer, which points to a list

in a position table [85]. The list contains the hits where the k-mer occurs in the reference genome.

For each position (pivot) in the read, we find a right maximal exact match (RMEM) that is of size

at least k. To compute RMEM, we determine the hits for the first k-mer starting from the pivot

(H1). Then we stride by k, and find the hits for a k-mer starting at pivot+k position in the read

(H2). We normalize these hits to the pivot position by subtracting k from their hit values. The

set of hits (H1 and H2) are intersected to produce the set of candidate hits where we can find the

larger string of size 2k. We can continue this process until the intersection returns an empty set

of candidate hits. Then, we reduce the stride progressively from k/2, k/4, k/8 ..., 1 to

compute the RMEM with non-zero candidate hits. We repeat the whole process for each position

in the read. The RMEM for the first position in the read is an SMEM. If an RMEM for a later

position is a substring of a previously discovered SMEM, it is not reported as a seed, as it is not an

SMEM. Seeding returns the hits of all SMEM seeds to the seed-extension step.

5.1.5 Enumerated Radix Trees for Seeding

In this section, we describe an alternative memory-bandwidth friendly approach to seeding that

trades off memory footprint for reducing memory bandwidth.

5.1.5.A K-mer Enumerated Index

FMD-index stores a compressed representation of the set of all suffixes that exist in the reference

genome in lexicographic order. We now consider a substring of length k in the read (referred to as

a k-mer). Due to natural genome variation and sequencing errors, not all k-mers will exist in the
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Figure 5.3: K-mer index table compared to FMD-index.
The K-mer enumerated index table pre-computes LEP for each K-mer and reduces K single-character DRAM lookups
in the FMD-index to a single K-character DRAM lookup.

reference and, hence, in the FMD-index. Therefore, when looking up a k-mer in the FMD-index,

we must start with a 1-mer and grow the string, character by character, for as long as it exists in

the FMD-index, or till we reach the desired k-mer length. This iterative, character-by-character

access to the FMD-index substantially increases the required number of DRAM accesses, creating

a memory bottleneck. This is further aggravated by the fact that accesses to the index rarely follow

lexicographic order, making it difficult to exploit locality over such a large window (i.e., set of all

suffixes of the k-mer).

To overcome these two limitations, we instead enumerate all possible k-mers (whether they

exist in the reference or not) and store them in an index table. For each k-mer (an index entry), we

then store all its suffixes in the reference. Since all possible k-mers are represented in the index,

k characters from the read can be looked up in a single memory access, significantly reducing the

number of DRAM accesses. Furthermore, subsequent accesses to the suffixes of the k-mer have

much improved spatial locality, since they are co-located together. LEP information for the k-

mer, resulting from each of the k single character lookups is pre-computed and stored in the index

table entry. Figure 5.3 shows an example index table enumerating all 6-character substrings. To

choose k, we observe that BWA-MEM/BWA-MEM2 only report SMEMs greater than a certain
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minimum length (e.g., 19). This is because shorter substrings lead to an excessive number of hits

to be verified by seed-extension. Thus, k can be set to any value less than 19. The higher we

set it, the more characters can be looked up at once, but it would require more space. We choose

k = 15 to keep the size of index table tractable (O(4k)), i.e, 1 Giga entries when k = 15. Later,

in Section 5.1.5.C we discuss a solution to effectively increase k by selectively using a multi-level

index.
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Figure 5.4: Enumerated Radix Tree (ERT) with index table and space-optimized radix tree.

5.1.5.B Customized Radix Tree

The next question is how to store the suffixes of a k-mer in an index entry, so that we can support

MEM searches for strings longer than k. One option is to augment the index table with an FMD-

index, and iteratively grow the k-mer prefix. However, even within the subset of all suffixes sharing

the same k-mer prefix, FMD-index lookups have poor locality. Also, they still operate with a single

character at a time.

To overcome this problem, we observe that a radix tree can naturally support multi-character

lookups. This is because in a radix tree, we can merge all singleton paths into a single node, thereby

addressing a multiple character lookup with a single memory access. Figure 5.4 shows a radix tree

for one k-mer GACAGC in the index table (note radix is 4 for the genome alphabet). The proposed
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ERT merges singleton paths (GC in Figure 5.4) using variable-size internal nodes that store the full

singleton path string (designated as UNIFORM). A singleton path is encountered when all paths in

the tree from a certain node onward share a common string.

Early Path Compression: To further improve the space-efficiency of the ERT, we observe

that a k-mer frequently becomes unique in the reference genome as it increases in length. This

means that, past a certain length, a prefix is followed by a single, unique suffix string in the ref-

erence genome. This would introduce a UNIFORM node in the ERT with a singleton string of

characters (up to the length of the read). To avoid storing this long string, we instead replace it

with a pointer to the occurrence of this string in the reference genome. In Figure 5.4 we show

how in the ERT, these nodes are marked as leaf nodes, containing a single pointer. Leaf nodes

encountered during a MEM search are decompressed, by fetching the full reference string corre-

sponding to the reference pointer stored at the leaf node. Note that the pointer in the leaf node

is required regardless of this compression technique since it is necessary to indicate the location

of the traversed k-mer in the reference genome. Hence, it does not present any storage overhead.

Instead, this optimization results in ∼2× space savings and was critical for being able to store the

full human genome in under 64 GB of storage, which is a common configuration for servers.

5.1.5.C Supporting large K at low space overhead

Enumerating all k-character prefixes in the index table can have prohibitive space overheads for

large k. For example, a 19-mer table has 419 entries, resulting in 2 TB of space, assuming 8 bytes

per entry. However, the human genome is not a random string of characters from the genome

alphabet. The repetitive nature of the human genome makes the distribution of hits (or leaf nodes

in the radix tree) for different k-mers heavily skewed.

Our key observation is that the skewed distribution of k-mers in the human genome can be used

to design a multi-level index table. For a given number of hits X, Figure 5.5 shows the number of

k-mers in the human genome that have hits > X. It can be seen that very few k-mers (∼ 0.01%)

have greater than 1000 hits. However, these k-mers have dense radix trees, which can be compactly
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Figure 5.5: Figure showing the skewed hit distribution for k-mers.

represented using an index table as shown in Figure 5.5.

Instead of enumerating all k-character prefixes for large k, we decompose the index table into

two levels (Figure 5.6 7 ), wherein the first level enumerates all k-mers and the subsequent level

enumerates all x-character suffixes for a subset of k-mers (such that k + x = min. SMEM length).

The multi-level index table further extends the benefit of multi-character lookup. While choosing

a larger x helps reduce tree traversal time, for the human genome we were able to accommodate

up to x = 4 (fan-out = 256) for a subset of 15-mer dense trees without increasing space overheads.

Compared to x = 1, x = 4 improves CPU performance by 10%. Since most trees are shallow (83%

of leaf nodes have depths <= 8), we did not explore more than two-levels or higher fan-out for the

internal nodes of ERT.

5.1.5.D ERT index table entries and radix tree nodes

This section describes details of different entries in the ERT index table as well as the different

types of radix tree nodes present in Figure 5.6.

Each index table entry in ERT contains a Type field, k-1 bit LEP field and a pointer

field that indicates the address of the root node of a radix tree (not shown). Type can be any
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of the following: (1) EMPTY: k-mer is absent in the reference. (2) LEAF: k-mer is unique (i.e.,

has the same suffix at all occurrences in the reference). (3) TREE: k-mer exists in the reference

and has a pointer to the root of the radix tree. (4) TABLE: k-mer has a large number (> 256) of

unique suffix strings in the reference. The index table entry for this k-mer points to a 2nd-level

index table to succinctly represent these suffix strings. ERT represents a singleton path using a

variable-size internal node (UNIFORM) supporting multi-character lookup (5). If a singleton path

ends in a leaf, it is truncated at its start with a LEAF node that points to the reference genome

(path compression), 6). Each path from the root to the leaf in ERT encodes a prefix of a sequence

occurring in the reference genome. To indicate absence of prefixes in the reference, ERT also

includes EMPTY nodes (ending with $). UNIFORM nodes have only one valid child branch for the

prefix, while DIVERGE nodes have more than one.
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Figure 5.6: Multi-level index table in ERT to support large K at low space overhead.

5.1.5.E ERT Construction

The ERT k-mer index table and corresponding radix trees are built by first enumerating all possi-

ble k-mers and then querying a pre-built FMD-index of the reference genome to grow the trees for

each k-mer according to all existing sequences in the reference. Each k-mer and ERT path from the

root to the leaf of the tree corresponds to a unique sequence in the reference. The locations of these
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sequences are stored as pointers at the leaves of the tree, as noted above. Note that if a particular

k-mer does not exist (referred to as EMPTY in Figure 5.6), we do not store a pointer to an ERT tree

since no SMEM with length k < 19 is required. In our implementation where k = 15, 38.8% of

the index entries are empty. For an EMPTY entry, we still compute the LEP bits corresponding to

the k-mer and store it in the index table, to indicate at which positions along this k-mer a backward

traversal must be initiated.

The size of the ERT index depends both on the size and the repetitiveness of the reference

genome under study. We empirically estimate the space occupied by the ERT index to be ∼20 N

bytes, where N is the size of the reference genome in Giga base-pairs. For instance, the ERT index

size for the human genome is 62.1 GB (index table–8 GB; radix tree–54.1 GB) and for the wheat

genome (∼17 Giga bp) is 320 GB. ERT index construction is fast and takes ∼1 hr wall-clock time

for the human genome with 72-threads. Note that ERT index construction is not a bottleneck, since

it is done only once per reference genome and reused across several read alignment runs.

5.1.5.F Finding longest exact matches in forward direction with ERT

Once constructed, we can use the ERT to search for MEMs according to the SMEM seeding

algorithm (Section 5.1.2).

For a given k-mer scanned from the pivot position in the read, we do the following: (1) The

index table is looked up using the k-mer with a single DRAM access ( 1 in Figure 5.7). If an

entry in the index table exists, the root of the k-mer tree is also fetched with a second memory

access. (2) To search for matches longer than k, we traverse the nodes of the k-mer tree based on

the remaining base pairs in the read ( 2 ). We continue traversing the tree either until a leaf node is

encountered or an empty node is reached (i.e., there is no branch in tree for the particular character

in the read). (3) If a leaf node is reached, the reference sequence corresponding to that leaf is

fetched with a DRAM access to determine the final characters matching with the read ( 3 ). (4) If

we reach an (EMPTY node) in the tree, we have found the maximal exact match (MEM) starting

rightwards from the pivot. At this point, all locations where this MEM exists in the reference (i.e.,
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Figure 5.7: Forward search for maximal exact match (MEM) with ERT.

all leaf nodes in the downstream sub-tree) are gathered using a depth-first traversal, referred to as

leaf gathering ( 4 ). Note that while the sub-tree can be traversed in any order to gather all leaves,

we chose depth-first traversal to obtain hits in the same order as BWA-MEM and BWA-MEM2.

(5) Recall from Section 5.1.2, that during forward search using the FMD-index, we keep track of

changes in hit sets and obtain the LEP bitvector for the MEM. LEP bits that have been set (“1”)

are used to initiate backward search from the corresponding positions in the read. So far, from

the index table entry we obtain only the LEP bits for the k-mer. We compute the LEP bits for the

remaining characters in the MEM as follows. Each time a DIVERGE node is encountered during

the traversal of an ERT path, a bit is set in the LEP bitvector since this indicates a hit set change,

i.e., the hits are divided across the divergent paths from that node.

5.1.5.G Supporting Backward Search with ERT

In the above, we have discussed how ERT can support forward search. For exhaustive identification

of all the SMEMs in the read, the forward search procedure must be repeated starting from every
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position in the read. This is wasteful and can lead to redundant computation. However, by sup-

porting backward search in the same index, we can begin seeding only from those read positions

at which hit sets changes have been recorded during forward search (stored as LEP).

Reference

x 2l2l-x

AC
RC Reference

GT
1

Backward search 
in read

k-merk-merAC GT

Forward search in reverse 
complemented read=

Read RC Read

Figure 5.8: Bidirectional search.
Indexing both forward and reverse complemented reference genome to enable bidirectional search. Backward search
for pattern can be emulated as a forward search of the corresponding reverse complemented pattern.

To support backward search, we make the observation that the two strands of DNA in the hu-

man genome are reverse complements of each other. Since, we are unsure if the read originated

from the forward or reverse strand, we index both strands in the same index. This means that as

shown in Figure 5.8, backward search for a pattern from the read can be emulated by using for-

ward search of reverse complemented pattern in the reverse complemented read. This is similar in

principle to the FMD-index used in BWA-MEM. An alternative strategy is to build two separate

indexes, one each for the forward and reverse complemented strands, however, this approach re-

quires two lookups per k-mer. In space constrained scenarios, where only one of the strands can

be indexed, SMEMs can be identified at the cost of doubling the number of index lookups. This is

because both the forward and reverse complements of the k-mer have to be looked up in the index.

Backward search can be supported by doing forward search on the reverse complemented read as

before.

5.1.5.H Re-using MEM Searches with Prefix-Merged Radix Trees

The goal of prefix-merged radix trees is to reuse work across MEM searches (forward or backward)

from consecutive positions in the read.

In the seeding computation, the time spent doing backward MEM searches is ∼2× that of
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Figure 5.9: Reusing MEM searches with prefix-merged radix trees.
Merging radix-trees by adding prefix data at the leaf nodes allows ERT to leverage prefix information to perform
multiple MEM searches in a single tree traversal.

forward search, making it important to optimize this step. On average, we find that there are ∼10

backward searches for each forward search from a pivot. Also, it is common to observe searches

from adjacent query positions in the read (consecutive bits of LEP are ’1’). Normally, these lead

to multiple independent index table lookups and tree traversals as shown in Figure 5.9.

In the unoptimized ERT, there exists a radix tree for each k-mer that occurs more than once in

the reference, including adjacent, sliding window k-mers (e.g., ATG and TGA). We recognize that

radix trees for adjacent k-mers contain redundant information and that the information contained

in one of the trees can be reconstructed from the adjacent k-mer’s tree by storing prefix information

at each of its nodes. In the example shown in Figure 5.9, two MEM searches need to be performed

starting from the first ATGAxyz and second positions TGAxyz of the read (see LEP). Each MEM

search involves an index table lookup and tree traversal ( 1 and 2 ), resulting in 2 index table

lookups and 2 tree traversals in total.

The unoptimized ERT does not provide an option to reuse work across multiple MEM searches

from consecutive positions in the read. However, we find that there does exist opportunities to

reuse work across multiple MEM searches, because of overlap in characters from the read that are

used to traverse ERT. For example, it is possible to compute the results of traversing the ATG tree

by traversing the TGA tree alone, if while traversing the TGA tree, we can simultaneously determine
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if there are leaves in the TGA tree with A as a prefix.

We now discuss extensions to the unoptimized ERT to enable checking for prefix matches

during traversal. First, it must be noted that if any of the leaf nodes of an internal node’s sub-

tree contains the desired prefix character, then the internal node also contains the prefix character.

While storing prefix information at internal nodes does have the benefit of terminating some MEM

searches early in case of prefix mismatch, augmenting each of the internal nodes in ERT with this

prefix information takes up significant space. Therefore, in our prefix optimized ERT, only leaf

nodes are augmented with prefix characters (2 bits per prefix character) found at the corresponding

reference positions (Figure 5.9). Storing prefix information at the leaf nodes is sufficient as prefix

information at each of the internal nodes can be reconstructed by visiting all of the leaf nodes in

its corresponding sub-tree.

Our key observation is that with such a prefix-merged radix tree, multiple backward searches

(TGAxyz and ATGAxyz) can be performed in a single index table lookup and tree traversal by

checking for prefix character matches at each visited node. In Figure 5.9, when we reach the leaf

node represented by string TGAG ( 3 ), we can simultaneously match character A from the read as

a prefix, resulting in the MEM represented as ATGAG ( 4 ). This reduces the two MEM searches

in the unoptimized ERT into one with the prefix enhanced version of ERT.

The example in Figure 5.9 uses a 1-character prefix at the leaf nodes. We chose a 1-character

prefix after observing that each backward search on average matches ∼1 prefix character at the

leaf nodes. With the help of prefix-enhanced radix trees, we were able to reduce the number of

backward searches performed by 50%.

5.1.5.I Locality with K-mer Reuse

In Section 5.1.5.H, we saw how work can be reused across multiple MEM searches from con-

secutive positions in the read. We observe that another opportunity to reuse work across MEM

searches comes from the fact that it is common to initiate MEM searches for the same k-mer as

part of different reads. For a batch of 1000 reads, we observe that ∼45% index table and radix tree
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Figure 5.10: K-mer reuse algorithm for leveraging temporal locality across MEM searches.
Phase 1) Perform forward extension for a batch of reads. Identify all k-mers required for backward extension (dashed
lines) using LEP. Phase 2) Sort k-mers to bring backward extension tasks involving the same k-mer together. Phase
3) Perform all backward extensions involving the same k-mer together to exploit locality.

accesses from k-mers can be reused, with reuse improving slightly with larger batch sizes. This is

expected given the highly redundant nature of the human genome and high coverage of sequenced

reads needed to correct sequencing errors (each position in the reference genome can be covered

by 30–50 reads on average). However, in the original seeding algorithm using ERT, typically sev-

eral radix trees need to be accessed to find seeds for a read, and their aggregate size exceeds that

of on-chip caches. As a result, a radix tree usually gets evicted before it can be reused, resulting

in a low hit rate in traditional caches. This problem can be mitigated if we can look at not a single

read alone, but a large batch of thousands of reads and determine in advance the set of k-mers for

which we will need to perform radix tree node fetches from DRAM.

Recall that the set of k-mers from which backward MEM searches are initiated in the original

seeding algorithm depend on the LEP bitvector computed during forward search. But in the orig-

inal seeding algorithm, one forward search pass is performed for each pivot position in the read

followed by multiple backward search passes. Our key observation is that the forward and back-

ward search phases of the seeding algorithm need not be performed sequentially for each read.

Instead they can be decoupled to expose temporal locality. More specifically, we can first perform

forward search for a batch of thousands of reads and then identify all the unique k-mers that are

to be used in backward search (using LEPs). Later, we fetch each radix tree once for each unique

k-mer and perform all backward searches for that k-mer before moving to the next k-mer. In this

way, all backward MEM searches involving the k-mer across the batch of reads now only involve
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accesses to the on-chip cache as opposed to DRAM. We refer to this technique that reorders the

forward and backward search passes to better expose temporal locality during MEM search as

k-mer reuse.

Figure 5.10 describes the steps to be performed to leverage k-mer reuse across multiple reads.

While processing the forward searches for a batch of N reads, we store each backward search

that must be computed in a k-mer metadata table implemented on-chip (Phase 1). Each backward

search entry is composed of: (1) k-mer starting from the backward search point in the read, (2)

the read ID in the batch, and (3) start position of backward search in the read. Once all forward

searches have been completed for a batch of reads, we sort all entries in the metadata table (Phase

2). In this way, we group each required backward search by k-mer. We then proceed one k-mer

at a time and compute all backward searches associated with a k-mer sequentially (Phase 3). The

first time a k-mer is encountered, we perform one index table lookup, as well as fetch a portion of

the k-mer’s tree into an on-chip cache. Subsequent backward extensions then consult this cache

during tree walking, skipping two otherwise mandatory DRAM accesses. We find that forward,

backward and sort phases of the k-mer reuse based seeding algorithm take 26.4%, 67.6% and 6%

time respectively.

5.1.5.J Tiled Layout for Spatial Locality

Similar to [99, 57], the spatial locality of ERT accesses can be improved by using a tiled layout

for radix tree nodes as shown in Figure 5.11. In this layout, sub-trees of nodes that are likely to

be accessed at the same time are clustered together into a single cache block- or a DRAM page-

sized tile. Compared to breadth-first or depth-first layout of nodes, the tiled layout guarantees at

least log4(n + 1) nodes accesses per tile, where n is the number of nodes in the tile. With this

optimization, ERT traverses ∼3 nodes on average per 64 B, utilizing 50% of the data it fetches

from memory.
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Figure 5.11: Cache-friendly tiled data layout for ERT.

5.1.5.K Pruning Backward Searches: Zigzag Seeding

After performing forward search from the pivot (Figure 5.12 1 ), we obtain the LEP vector 2

to guide backward search 3 . Typically backward search is performed starting from each query

position in the read where the set of candidate hits changes (as given by set bits in the LEP vector).

In the original seeding algorithm, backward search proceeds in the right-to-left order for each bit

set in the LEP vector, starting from the longest match (rightmost ‘1’ bit in LEP) and ending at the

shortest match (leftmost ‘1’ bit in LEP). However, as can be seen in Figure 5.12 (a), many of these

backward extensions end in MEMs that are fully contained in previously identified SMEMs. These

MEMs are discarded by the seeding algorithm.

Performing backward extensions for LEP positions that do not lead to SMEMs is wasteful.

Ideally, we would like to perform only those backward extensions that lead to non-overlapping

MEMs. To achieve this, we redesign the seeding algorithm to alternate between forward and

backward search in a zigzag fashion as shown in Figure 5.12 (b). Instead of starting backward

search at the rightmost set LEP position, we start backward search at the pivot and extend leftward

until no longer match can be found. We later extend the same match beyond the pivot in the

forward direction until no longer match can be found. Backward searches from LEP positions

in the read that lie within the forward match can safely be skipped since they are guaranteed to

produce shorter fully-overlapping matches. The interleaved backward-forward search is repeated

from the next set LEP position beyond the forward match as shown in Figure 5.12 (b).
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(a) Original seeding algorithm that performs multiple backward search passes sequentially leading to redundant back-
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Figure 5.13: Right-to-left backward search algorithm.
Pruning wasteful backward searches by performing backward searches in the right-to-left order.

Typically backward search is performed starting from each query position where the set of

candidate hits changes (as given by the LEPs), in no particular order. However by imposing an

order for the backward extension pass, namely starting from the rightmost query position where the

hit set changes and proceeding leftward, it is possible to prune out subsequent backward searches

as illustrated in Figure 5.13.

The forward pass partitions the read into multiple non-overlapping MEMs. As a result, each

backward search is guaranteed to not produce a MEM that spans across multiple pivots. If any
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backward extension from position xj in the read reaches the previous pivot xi−1, then backward

extensions ∀x, where x < xj are guaranteed to produce MEMs that are contained within that of xj

and are redundant.

5.1.6 Hardware Accelerators for Seeding

In this section, we show how custom hardware can be leveraged to further accelerate both the set

intersection and the ERT approaches to seeding.

5.1.6.A Set Intersection Accelerator

We observe that fetching data from the index table and the position table can become a performance

bottleneck. To enable greater reuse of the index and position tables across reads during SMEM

computation, we segment the genome, and construct index and position tables for each segment.

Segmenting also enables the index and position tables to be stored in on-chip SRAM, providing

low-latency access, and alleviating the memory bandwidth bottleneck. All the reads are processed

for one segment, and then repeated for the next segment.

Intersecting hit sets is a performance-critical operation in determining SMEM seeds and their

hits. Our seeding accelerator implements several optimizations to optimize this operation. One, we

use 512-entry on-chip CAM per seeding lane to compute intersections. We defined its size based

on our empirical analysis of k-mer indices for human genomes that showed that most k-mers have

less than 512 hits when k = 12. Two, if the set of hits of the current k-mer is larger than 512,

we do a binary search. A binary search is possible, because position tables are constructed offline

for a reference genome, and therefore we can store the hits for a k-mer as a sorted list. Three,

we find that a common performance issue is when intersecting the hits of the first two k-mers

starting from a pivot. We mitigate this problem as follows. Instead of striding by k for the second

k-mer, we lookup several k-mers with lower strides. We select the k-mer with the smallest hit set,

intersect it with the first k-mer, and continue the RMEM process after that k-mer. Since the size

of intersected candidate hits can only decrease, starting RMEM with a small number of hits can
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Figure 5.14: GenAx seeding accelerator optimizations.
(a) Reduction in hits per read. (b) Reduction in CAM lookups per read per segment.

reduce the overall number of CAM lookups during the rest of the RMEM computation. Four, we

use a variant of the above optimization for quickly seeding reads that have exact matches in the

reference genome. We observed that for real world human genome datasets consisting of nearly

1.5 billion short reads, ∼75% of the reads have exact matches in the reference. SMEMs for these

reads do not need to be verified by seed-extension. To optimize for this common case, for each

read, we lookup the index for a set (of size dreadlength/ke) of k-mers that span the entire read

starting from its beginning, where each k-mer is offset by k. We select the smallest hit set, and

then start intersecting with the next smallest, and complete the intersection with all the sets. If the

intersection of hit sets of all these k-mers result in a non-empty set, then we have found an exact

match for the read in the reference, and therefore we can skip the rest of the above steps for it.

Seeding performance breakdown: While we could have used Burrows-Wheeler Transform

(BWT), one of the mainstream solutions for genetic string indexing, it suffers from irregular mem-

ory accesses. Naive implementations of a hashing solution, on the other hand, require handling a

large number of hit positions in return for better locality. Figure 5.14 (a) shows the average num-

ber of hits generated by the hash table (lower is better for processing). We observe our proposed

optimizations, i.e., SMEM and binary extension, can filter out the insignificant hits, resulting in

reduced workload for the SillaX machine downstream by orders of magnitude.

Figure 5.14 (b) presents the reduction of CAM lookups from position table lookup optimiza-

tions. Since binary lookup of the position table results in logarithmic search time, the number of
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Figure 5.15: ERT seeding accelerator architecture.
Seeding Accelerator architecture. Each Tree Walker (TW) is responsible for scanning a read, walking ERT Trees,
and computing candidate SMEMs. Each Tree Walker can switch between multiple contexts to help hide memory
latency. The Data Fetcher (DF) is responsible for serving ERT and reference fetch requests to DRAM. The Control
Processor (CP) coordinates read fetch, and k-mer reuse phases.

CAM lookups also decreases in proportion to the search time. Moreover, since certain k-mers are

known to have large number of hit positions (e.g. AA...A and ATAT...A), probing effectively helps

to find a better starting point with a k-mer having fewer hit positions, reducing the overall CAM

lookups.

5.1.6.B Enumerated Radix Tree Traversal Accelerator

5.1.6.B.1 Overview The overall architecture of our ERT-based seeding accelerator is shown

in Figure 5.15. The accelerator is composed of multiple parallel seeding machines connected to

the available DRAM channels using a crossbar network. Each seeding machine is composed of

a control processor that issues commands to three types of processing elements. Each processing

element (PE) is provisioned with multiple lightweight contexts and performs a sub-task associated

with SMEM identification (i.e. index table lookups, walking ERTs, and depth-first search based

leaf gathering). When a processing element issues a memory request to the Data Fetcher–a rudi-

mentary address generation unit and memory controller– and a memory stall occurs, the process-

ing element immediately switches to a new context. This fine-grained context switching greatly

increases compute density of each seeding machine and is essential to an FPGA implementation

with limited logic and routing resources. When the memory request returns, its data is stored in
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the corresponding PEs context memory and the context is marked as ready.

Decoding radix-tree nodes to determine the next node while traversing the ERT and control op-

erations in the SMEM algorithm are the most time consuming compute steps in ERT-based seeding.

Prior to designing custom functional units for these steps, we explored the RISC-based Xilinx Mi-

croBlaze softcore. However, on the MicroBlaze, node decoding resulted in 10–16× higher latency

based on ERT node type and required 1.7× higher LUTs and 3.2× higher flip-flops compared to a

custom node decoder. When the custom node decoder is combined with a MicroBlaze-based con-

troller, we observed 7.3×–16.6× higher latency for implementing the SMEM algorithm compared

to a custom node decoder coupled with a custom controller implementation.

5.1.6.B.2 Processing Elements We now describe the different processing elements in the ERT

seeding accelerator.

Index Fetcher: The Index Fetcher is responsible for initiating a walk by converting a k-mer

string to an index table address and requesting the corresponding entry from the ERT index table.

These requests immediately trigger a context switch, swapping out the current context until the

requested data is returned. If the path terminates at the index table (entry type = EMPTY), the

results are returned to the control processor to determine how to proceed. If the radix tree for that

k-mer exists, the index fetcher issues a request for the root of the radix tree.

Tree Walker: The Tree Walker is responsible for traversing the ERT, decoding nodes, and

reporting the end result of a walk. Each node in the tree is decoded using the corresponding base-

pair in the read to calculate the next ERT node address. If the Tree Walker ever detects that it

needs more of the ERT data structure to continue its traversal, it requests the data from the Data

Fetcher and triggers a context switch. During decode, the Tree Walker computes the address of the

next tree node based on the types and content of existing child nodes and the read characters or

ends the traversal. Each ERT node takes a variable number of cycles to decode depending on node

complexity. For example, UNIFORM nodes require an exact match string comparison to compare

each DNA base-pair in the UNIFORM string with the read string. This comparison is accomplished
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using parallel XOR gates and priority encoders over three cycles. Leaf nodes that are “early path

compressed” also require string comparison hardware (Section 5.1.5.B). Implementing these com-

parisons using custom parallel hardware is an important feature of the specialized processor versus

implementation in software on a general purpose CPU.

Leaf Gatherer: If a tree walk hits an EMPTY node (i.e., match cannot be extended further) all

remaining leaves in the parent sub-tree must be gathered in order to identify all possible reference

locations of the current match. We refer to this as Leaf Gathering, and accomplish it using depth-

first search (DFS) on the ERT sub-tree. This DFS is accomplished by considering and decoding

each base-pair (A,T,G,C) path in the ERT and maintaining a stack of ERT node indices that need to

be explored. Nodes are decoded and traversed just as in the Tree Walker, however, the Leaf Gath-

erer does not need to perform string matching (required for early path compression and UNIFORM

nodes), and does not include string comparison hardware.

5.1.6.B.3 Control Processor The SMEM search algorithm consists of several input-dependent

conditional branches that are hard to predict in general-purpose processors. Our control processor

overcomes this by implementing the high-level algorithm for SMEM search in hardware. For ex-

ample, if a forward walk finishes, the control processor looks at the start and end point, determines

the condition of the finished walk, and issues a new command (e.g., get the leaves associated with

the walk if the walk produced an SMEM, or start a new backward search if the walk failed to

produce an SMEM) to the corresponding processing element command queue. To simplify tree

walking hardware, walker PEs do not have separate hardware for forward or backward walks; the

control processor issues a forward or backward walk command by providing a start index and

the forward read (for forward searches) or reverse complemented read (for backward searches).

The control processor maintains a queue of pending tree walks to deal with variable tree traversal

times and schedules walks from other reads to ensure good compute utilization. Our accelerator

is designed to be flexible enough to also implement other algorithms based on the FMD-index.

This would require adding new control FSMs to the Control Processor, while all other hardware
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structures (index fetchers, tree walkers, leaf gatherers, crossbar, and I/O) can be reused.

5.1.6.B.4 K-mer Reuse Metadata Storage and Sorting In order to perform k-mer reuse (Sec-

tion 5.1.5.I, Figure 5.10), all backward search LEPs for a forward match in a read must be exported

to the k-mer metadata table. Backward searches that share the same k-mer are grouped together us-

ing the parallel hardware sorter [144] to group entries for the same k-mer (Phase 2 in Figure 5.10).

We also implement a specially designed cache structure–the k-mer reuse cache–to cache index

table lookups, ERT root node accesses, and other ERT accesses. It is sized conservatively using

high-coverage human reads (details in Section 5.1.6.B.6, Table 5.3, batch size = 1000), taking into

account potential high-reuse use-cases e.g., high coverage input reads and reads from other repet-

itive genomes like wheat. We saw little reuse benefit from increasing batch size beyond 1000 and

reuse cache size beyond 4 MB. The k-mer reuse cache is also direct-mapped. We settled on a di-

rect mapped cache, since the observed hit rate was within 1.2% of a fully-associative cache. Since

k-mer reuse forces the algorithm to generate MEMs out-of-order for a particular read, we must

also store all MEMs for each read in intermediate on-chip storage, to perform MEM containment

checks and finally produce SMEMs in a final reconciliation step.

5.1.6.B.5 System Integration and Programming API In this section, we describe the pro-

gramming interface provided by the ERT seeding accelerator and its integration with the AWS

EC2 F1 shell interfaces.

Host-Accelerator Interface: We adopt a system configuration similar to that in AWS EC2 F1,

with both the host and the accelerator having their own physical memories (DRAM). We assume

the existence of two communication channels from the host to the accelerator, similar to the AWS-

F1 shell interface; one for data transfer to/from the accelerator custom logic (CL), for example,

using 512-bit AXI-4 DMA transactions (XDMA) on PCIe Gen3×16 links; and another for issuing

control commands and accessing memory-mapped status registers using an interface such as the

32-bit AXI4-Lite interface (OCL).

Listing 5.1 shows the C API for programming our accelerator which builds on the AWS FPGA
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management libraries. The libraries include APIs for reading/writing large chunks of data to the

accelerator via PCIe DMA and handling interrupts. Memory-mapped registers on the accelerator

are used for configuration and status monitoring. We also implement overflow handling in the

accelerator for reads with too many SMEMs that overflow the on-chip MEM result buffers. Our

accelerator flushes these results into a designated overflow region in the accelerator DRAM to be

later processed in the host.

1 /* Create batch of 2-bit encoded reads in host */

2 void encode(uint8_t* h_buf, char** reads, int* len);

3 /* PCIe DMA transfer of 'sz' bytes from host buffer

4 to accelerator memory at offset d_off */

5 int writeData(uint8_t* h_buf, int sz, int d_off);

6 /* Write configuration register

7 on accelerator to begin processing batch */

8 int startCompute();

9 /* Read status register

10 on accelerator to determine completion */

11 int waitForFinish();

12 /* Read 'sz' bytes from offset d_off

13 in accelerator memory to host buffer o_buf */

14 int readResult(uint8_t* o_buf, int d_off, int sz);

Listing 5.1: C Programming API for accelerator

Runtime System: We extend the multi-threading model in BWA-MEM to provide a separate

worker thread, one each for managing our seeding and optional seed-extension accelerators inter-

faced over PCIe. These worker threads communicate via non-blocking producer-consumer queues.

The main CPU thread first allocates a buffer for the ERT-index and copies it to the accelerators’

DRAM using XDMA transactions. Reads are then pre-processed in a worker-CPU thread which

allocates a 64-byte buffer for each read, encodes each base using 2-bits (reads with ambiguous

bases such as N are processed on the host) and copies the buffer to the accelerators DRAM. This

thread also acquires a lock to one of the accelerator status registers using the OCL interface and
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signals the accelerator to begin computation. It continues to monitor the status of this register,

till the accelerator updates it with a done seeding command. At this point, another CPU thread

retrieves SMEMs from the accelerator DRAM using XDMA transactions and processes any result-

buffer overflows. These SMEMs pass through a chaining step and can optionally be processed

similarly using a seed-extension accelerator.

We implement double buffering on our accelerator, so that memory transfers to/from the ac-

celerator over PCIe can be overlapped with computation. Seeding results are encoded in the same

format as the baseline prior to chaining (i.e., (seed start position in read, seed length, list of seed

hits in the reference genome)) to eliminate overheads due to additional data structures for format

conversion.

5.1.6.B.6 Evaluation Methodology ERT was built using the latest build of the reference hu-

man genome assembly (GRCh38) from the UCSC genome browser [34]. Decoy contigs and mi-

tochondrial DNA are filtered out and only chromosomes 1-22, X and Y are used to build the ERT

index. For the input reads, we choose the single-ended Illumina Platinum Genomes benchmark

dataset (ERR194147 1.fastq) [67] consisting of 787,265,109 reads of 101 bp length also used

in prior work [73]. Reads containing ambiguous base pairs (non-A/C/G/T) are processed on the

host-CPU and ambiguous base pairs in the reference genome are converted to one of the standard

nucleotides (A/C/G/T) using the same procedure as [120, 118].

Experimental Setup: We compare the software and FPGA/ASIC versions of ERT against BWA-

MEM (v0.7.17 release) and BWA-MEM2 (commit ebc2378) (refer Table 5.2). ERT-PM adds

the prefix-merging optimization while ERT-KR includes both prefix-merging and k-mer reuse.

All software comparisons were performed on one of the best-available CPU instances from AWS

EC2, c5n.18xlarge running 72 threads. BWA-MEM, BWA-MEM2 and software ERT scale

well with thread count, given sufficient memory bandwidth. The detailed system configuration is

shown in Table 5.1. CPU power was estimated using Intel’s RAPL interface. In software, the k-

mer reuse optimization resulted in a 1.2% slowdown over prefix-merged ERT. This comes from the
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overheads of sorting k-mers prior to backward search, maintaining backward searches by k-mer in

a metadata table and querying the software managed k-mer reuse cache on each index table/tree

access. All reported results consider the three stages of seeding computation in BWA-MEM2:

SMEM generation, reseeding, and LAST. We verified that our implementation produces identical

seeds as BWA-MEM2 for the complete Illumina Platinum genomes dataset. To estimate the per-

formance of different configurations of ASIC-ERT, we developed a cycle-accurate model using our

software implementation and generated memory traces from the corresponding software runs for a

representative set of 1 million reads from ERR194147, containing ∼80 % perfect matching reads

and ∼20 % non-perfect matching reads similar to the full ERR194147 dataset. Ramulator [102]

(commit 7ce65d) was used to estimate performance and DRAMPower [50] (commit 6c5ebe)

was used to estimate DRAM power and energy.

c5n.18xlarge Intel Xeon Platinum 8124M
(AWS EC2 instance) 3 GHz; 2 sockets; 36 cores; 72 threads

L1 I&D cache 18 x 32KB Instruction; 18 x 32KB Data
L2 cache 18 x 1MB
L3 cache 18 x 1.375MB
Memory 192 GB DRAM

Table 5.1: Baseline system configuration.

Configuration Description
CPU-BWA-MEM Baseline BWA-MEM: 72 threads
CPU-BWA-MEM2 Baseline BWA-MEM2: 72 threads

CPU-ERT Best configuration of ERT: 72 threads
ERT Baseline ERT

ERT-PM ERT with prefix merging
ERT-KR ERT with prefix merging and k-mer reuse

Table 5.2: Seeding – comparison candidates for evaluation.

ASIC Configuration, Synthesis, and Frequency: Our RTL model for the seeding accelerator

was synthesized using Synopsis Design Compiler 2018.2, HPC 28nm process, LVT standard cell

library and 12t cells, at 1V (Table 5.3). The seeding processor achieves a 1.38 GHz clock fre-

quency, and is limited by the operating frequency of SRAMs used for context memories. Each

SRAM structure in our ASIC was compiled separately: considering word size, number of words,

single/dual port requirement. TSMC’s 28nm memory compiler is used for power/area estimation.
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Component Configuration SRAM Area (mm2) Power (mW)
(total)

Seeding Machines Total 16× 2.72 MB 9.598 11,768.38
K-mer Sorter + Metadata Table 1× 8.26 MB 14.94 9,593.87

K-mer Reuse Cache 1× 4.02 MB 6.99 1,526.76
Seeding Accelerator Total — — 31.53 22,889.01

DRAM Power 8 channels — NA 2,185.7
Total System Power — — — 25,074.71

Table 5.3: ASIC Configuration and Synthesis Results.

Component Configuration LUT (%) BRAM (%) URAM (%)
Index FU 1 × 8 0.32 0 0

Walker FU 3 × 8 13.76 0 0
Leaf Gathering FU 2 × 8 3.36 0 0
Command Queues 0.72 KB x 8 1.92 6.08 0
Context Memories 17.6 KB x 8 0 15.04 3.28
Control Processors 1 × 8 0.56 0 0

Data Fetcher 1 × 8 3.68 0 0
SMEM Result Buffer 2.3 KB x 8 0 0 13.28

MISC. 1.12 0 0
Seeding Machines Total 1 × 8 24.72 21.12 16.56

K-mer Sorter — 1.95 0.3 26.77
K-mer Reuse Cache 4.01 MB 10.04 5 18.33

Seeding Accelerator Total 1 36.71 26.42 61.66
AWS Shell – 19.74 12.63 12.20

Total – 56.45 39.05 73.86

Table 5.4: ERT accelerator – Per-FPGA configuration and synthesis results.

FPGA Prototype: We prototyped and verified our seeding accelerator on Amazon’s EC2 F1

FPGA cloud environment. We chose the f1.4xlarge instance with 2 FPGAs and equivalent

bandwidth as the CPU configuration (64 GB/s peak bandwidth per FPGA). Each FPGA in the F1

instance is a Xilinx XCVU9P with 2,586K logic cells, 36.1 Mbits of Block RAM and 270 Mbits

of UltraRAM. The accelerator is implemented in System Verilog, placed-and-routed at 250 MHz.

System configuration and synthesis results along with the overheads of the AWS Shell interface

are shown in Table 5.4.

5.1.6.B.7 Results Figure 5.16 shows the performance of the seeding step expressed as Million

reads/s across different configurations. It can be seen that the software version of ERT provides

2.1× speedup over the state-of-the-art BWA-MEM2 baseline running on 72 threads. This is be-

cause ERT greatly reduces the amount of data fetched per read leveraging multi-character lookup

and optimizations for spatial locality.

Overall, ASIC-ERT achieves 8.1× improvement in seeding throughput over multi-threaded

BWA-MEM2. ASIC-ERT-Baseline utilizes 256 contexts to saturate memory bandwidth and achieves
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a 2.05× throughput improvement over the CPU-version of ERT. Using prefix-merged radix trees,

allows us to reduce the number of backward extensions and further improve throughput by 1.23×.

By leveraging temporal locality in the backward search pass, k-mer reuse further improves the

overall seeding throughput by 1.56×.

FPGA-ERT achieves a throughput of 3.6 Million reads/s resulting in a speedup of 3.3× over

baseline CPU BWA-MEM2. Our FPGA-ERT prototype inherits some limitations of the AWS

FPGA-memory interface for ERT-style accesses, not present in the ASIC configurations. For in-

stance, we could not customize the 3rd-party memory-controller IP to return subsequent memory

requests to the same DRAM page with lower latency, unless AXI burst transactions with large

burst lengths (>64 B) were used. However, always using large burst-length transactions for ERT

accesses leads to data wastage. Also, large burst lengths increase datapath complexity and on-

chip storage on the FPGA. By issuing 128 B requests when possible, we observed ∼5–8 GB/s

per-channel for ERT accesses, although peak channel-bandwidth is 17 GB/s.
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Figure 5.16: Seeding performance in million reads/s.

Memory Access Characteristics: To further understand the reasons for improvement in seed-

ing throughput, we discuss the memory access characteristics of different configurations. Fig-

ure 5.17 shows the average number of memory requests and the data fetched for BWA-MEM and

the different configurations of ERT. Compared to BWA-MEM (BWA-MEM2), ERT makes 6.7×

(4.5×) fewer memory requests per read. This is because ERT nodes are tightly packed into cache
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lines to improve spatial locality. On average, ∼3 ERT nodes are traversed per 64 B, utilizing

50% of the data. Also, ERT-KR leverages the k-mer reuse cache to further reduce the number of

memory requests by ∼2×. This leads to low data requirements per read (15.1 KB).
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Figure 5.18: DRAM page open breakdown for ERT-KR

Seeding Performance Breakdown and Efficiency: Figure 5.18 shows the distribution of

DRAM page opens in ERT for the different steps in seeding. Tree traversal and leaf gathering

only contribute to a small number of page opens indicating high spatial locality in these steps

(15% and 5% respectively). Furthermore, the multi-level index table in ERT reduces the number
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of node traversals by allowing multi-character lookups. In the baseline ERT, the penalty for index

table and radix tree root lookup must be paid for almost every k-mer. Since these accesses are

random, they contribute to 71% of the DRAM row buffer misses.
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Figure 5.19: DRAM page opens per read across optimizations.

Figure 5.19 shows how prefix-merging and k-mer reuse can be leveraged to reduce the number

of row buffer misses in each of these steps. Prefix-merged radix trees reduce the work done during

backward search and reduce index table lookups by 24.4%, tree root lookups by 25.5% and tree

traversal by 30.4%. In addition, k-mer reuse amortizes the cost of backward searches across several

k-mers and leverages temporal locality using the k-mer reuse cache to reduce index table lookups

by 37.9%, tree root lookups by 34.3% and tree traversal by 66.7% compared to baseline ERT.

Note that reference fetch to obtain the complete strings stored at leaf nodes accounts for 9% and

incurs nearly the same cost for all three configurations. Since k-mer reuse does not impose the

right-to-left order for the backward extensions of a given read it cannot take advantage of the early

termination of backward searches as described in (Section 5.1.5.L). This results in a slight increase

in DRAM page opens for leaf gathering over baseline ERT.
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Retro comparisons (a) are used to determine state transitions (b) in Indel Silla (c).

5.2 Approximate String Matching Acceleration (Seed-Extension)

The previous section discussed a common exact string matching problem in genomics, i.e., seeding.

This section describes a computationally intensive approximate string matching kernel called seed-

extension and our approach to accelerate this kernel.

In particular, we describe the design of a non-deterministic finite state automata for approx-

imate string matching called String Independent Local Levenshtein Automata (Silla). Silla is

designed from the ground-up to enable efficient hardware acceleration. Silla solves the follow-

ing problem: Given two strings, a reference R and a query Q, compute the minimum Levenshtein

(edit) distance between them if it is less than a small bound K.

5.2.1 Silla for Indel

We first describe the Silla design assuming only insertions and deletions (indels), and then extend

it to support substitutions. A key observation is that we can use the states to represent the number

and type of edits made so far, and not explicitly track the matches as it is done in Levenshtein

automata. Figure 5.20 (c) illustrates indel Silla for a maximum edit distance of two (K = 2),

where a state i,d means that when that state is reached, the automata has seen i insertions and

d deletions. All states have a match transition back to the state itself as shown for the start state

(omitted for other states for clarity).
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Figure 5.21: Silla illustration.

Computation begins at the start state ( 0,0 ) which represents no edits ( i=d=0 ). At all active

states, one character from each of the two strings is compared in every cycle (step) starting from

the first character. As long as there are no edits, the positions of the compared characters in the

two strings R and Q are the cycle number c as shown in Figure 5.20(a) by the two vertical arrows

labeled c. We refer to this position c as the cycle position.

On an insertion (or a deletion) the position in the reference (or query) needs to be offset with

respect to the cycle position. This can be understood from the example in Figure 5.21 (a). As

the comparison fails in the first cycle ( A 6= y ), Silla explores as one possibility that a character

( y ) is inserted into the query Q by transitioning into state 1,0 . In the next cycle, state 1,0

should compare the previously unmatched character A in the reference R to the current character

in the query Q. This is achieved by offsetting the character position in the reference R by as many

insertions as the state represents (one in our example).

Similarly, the character position in the query Q is offset by the number of deletions. For ex-

ample, when the comparison fails again in the third cycle ( x 6= B ), Silla explores deleting x

from R by transitioning to state 1,1 . The new state increments the character position offset for

the query, so that the unmatched character B from the previous cycle is again compared, but this

time to the following (now current) character B in the reference.

Silla then generates two more matches for characters C and D and thus discovers a solution
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(a) 3D Silla

Figure 5.22: Collapsing 3D Silla to two dimensions.
Silla now supports indels and substitutions in two dimensions.

for aligning the given two strings within an edit distance of two. The final alignment is shown at

the bottom of the Figure 5.21 (a).

Thus, the character positions whose comparison controls a state is determined by the indels that

the state represents. We refer to these comparisons as retro comparisons, and the offsets as indel

offsets. Figure 5.20 (a) shows the equation and its illustration for computing the retro comparison

for a state i,d . The state transitions based on a retro comparison is depicted in Figure 5.20 (b).

As you can notice, Silla explores both options, insertion and deletion, when a retro comparison

fails for a state.

All the states in Silla are accepting states. After Silla completes processing of a pair of strings,

the remaining active states represent possible string alignments with edit distance i+d <= K .

The active state with the smallest indel indicates the minimum edit distance for the given strings.

If no states remain active at the end of processing, there is no alignment with indel < K . The

number of states in the indel Silla is (K + 1) ∗ (K + 2)/2.

5.2.2 3D Silla for Substitutions

We now extend Silla to support substitutions. An easy solution for tracking substitutions is to add

states in the third dimension to Silla. Each layer in the third dimension looks like a 2D indel Silla,
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and there are as many layers as the maximum possible number of substitutions (which is limited

by K). When the retro comparison fails at a state i,d|s , to explore substitution, Silla transitions

to a corresponding state in the next substitute layer along the third dimension ( i,d|s+1 ).

Figure 5.22 (a) depicts 3D Silla. A state’s color represents the 3D layer it belongs to. As there

are K+1 layers, we have (K + 1)2/2 ∗ (K + 2) states.

5.2.3 Collapsed 3D Silla for Indels and Substitutions

3D Silla requires O(K3) states. Furthermore, a hardware for 3D Silla would also be inefficient

due to challenges in laying out a 3D design on a 2D plane. We avoid these problems by reducing

a 3D Silla to an equivalent 2D Silla as follows.

Our key observation is that we need only one additional layer of 2D Silla, not K, to support

substitutions, and that we can collapse the states needed in the higher substitution layers into one

of those two layers.

Intuitively, the reason for having two dimensions in the 2D indel Silla is that we need to track

the indel offsets in the two strings for different states of the automaton. However, a substitute

action does not change the indel offsets and the function of the third dimension in the 3D Silla

is simply to ”count” or record the number of substitutions. Since we are only interested in the

total edit distance, we notice that state i,d|s in the 3D Silla has the same edit distance as state

i+1,d+1|s-2 . Furthermore, the relative indel offsets of these two states is also the same i-d ,

although state i+1,d+1|s-2 is shifted one character position earlier in the string than i,d|s .

Hence, we can merge state i,d|s with state i+1,d+1|s-2 by inserting one wait cycle in the

path from i,d|s-1 to i+1,d+1|s-2 .

The example in Figure 5.21 (b) illustrates this merger operation. It is for the same two strings

discussed before, but this time we discuss a solution that uses two substitutions to align them

instead of an insert followed by a delete. When retro comparison fails in cycle 0 ( A 6= y ),

control switches to the 0,0|1 state to explore a substitution. When the comparison fails again

( x 6= A ), to explore another substitution, 3D Silla would transition to 0,0|2 . But, as noted
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above, the number of edits represented by the state 0,0|2 is same as 1,1|0 and the relative

difference between their indel offsets is the same (zero). Hence, in cycle 2, a 0,0|2 state would

be comparing the two characters B , which are the same characters as state 1,1|0 is comparing

in cycle 3. In a way, state 0,0|2 is one cycle ahead of 1,1|0 .

Therefore, we can merge 0,0|2 with 1,1|0 simply by delaying the path from 0,0|1 to

1,1|0 on substitution by one cycle. Figure 5.21 (b) illustrates this. When the retro comparison

fails in cycle 1, Silla transitions to a wait state that takes no action in cycle 2. In the next cycle 3,

the execution correctly resumes in state 1,1|0 .

To generalize, our final Silla design supports indels and substitutions using two layers of 2D

Silla. Final state transitions are shown in Figure 5.22 (b). Matching transitions are again omitted

for clarity. To explore a substitution from a state i,d|1 in the second layer, Silla transitions to

a wait state i,d|w , and then in the following cycle, transitions back to merge with a state in the

first layer i+1,d+1|0 . Figure 5.22 (a) can now be re-interpreted as a collapsed 3D Silla, where

the checkered states represents the wait state and has a single outgoing transition to merge with

states in the first layer.

Collapsed 3D Silla has (K+1)∗(K+2)/2 regular states in each of the two layers, and also has

an additional (K + 1) ∗ (K + 2)/2 wait states resulting in a total 3(K + 1) ∗ (K + 2)/2 number of

states. Also, by grouping states i,d|0 , i,d|1 and i,d|w together as one unit in the layout,

a completely regular design is obtained with only local communication between neighboring units.

Henceforth, we refer to this collapsed 3D Silla simply as Silla.

5.2.4 Merging Confluence Paths is Sound

Silla explores multiple solutions concurrently in different states. When a retro comparison fails, a

state activates all three of its outgoing edges to pursue all possible edits to handle the mismatch. For

example, Figure 5.21 shows two paths for the same string. However, in fact, Silla would explore

many more paths than shown, and often there are more than one solution. In the example, the path

with a deletion and an insertion and the path with two substitutions are both optimal solutions.
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Silla merges a set of paths that reach a state in the same cycle into one active path. We refer

to these paths as confluence paths. A state in Silla can have as many as four incoming edges (e.g.,

state 1,1|0 in Figure 5.22 (a)), including the matching edge.

Fortunately, it turns out that merging confluence paths is safe without additional precautions.

The reason is as follows. For a given Silla state, and given cycle, we can partition the reference (R)

and query (Q) strings as x||y and u||v , where x and u are prefixes of R and Q, respectively.

A nice property is that this partition is the same for all the confluence paths. The prefixes that have

been processed in the previous cycles, will not be examined going forward, and it is guaranteed

that all the confluence paths observed the same number of edits for them. All the confluence paths

also share the same suffix, and the edit distance computation for the unprocessed suffixes ( y and

v in R and Q respectively), is independent of the path taken so far. Thus, it is not necessary to

independently explore that same suffix for each of the confluence paths, and therefore they can be

safely merged.

5.2.5 Silla Accelerator for Genome Sequencing

This section presents the Silla hardware accelerator (SillaX) for genomics. It uses a form of a

systolic array architecture that efficiently computes and locally distributes retro comparisons to all

the states. Besides edit distance, it also supports more sophisticated scoring schemes based on

the affine gap penalty [77] used in genomics. Finally, it adds capability to traceback the sequence

of edits made to reach the final alignment solution. These capabilities are essential to perform

seed-extension in genome sequence alignment.

We synthesized and validated the implementation for a whole human genome and confirmed

that its output matches that of Broad Institute’s BWA-MEM standard pipeline [118] for all 787,265,109

single-ended reads.
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Figure 5.23: SillaX accelerator.

5.2.5.A SillaX Edit Machine

SillaX implements each regular state in Silla as a small processing element (PE) shown in Fig-

ure 5.24. PEs for wait states are not shown, but they simply activate the outgoing edge when they

are active. An important property that Silla guarantees is that a state has to communicate only with

its neighbors. This allows us to connect all the PEs using a locally communicating regular network

(Figure 5.23). We refer to a PE simply as a state in our discussions.

Every regular state is controlled by the result of its retro comparison in each cycle. A significant

challenge that we address is the efficient calculation and distribution of the retro comparisons to all

the regular states. In a naive system, we would need as many retro comparisons as the number of

regular states ((K + 1)2/2), every cycle. However, across two clock cycles, many of the the retro

comparisons are reused. This allows us to solve this problem with just 2K + 1 comparisons per

cycle as described next.

A retro comparison for a state is computed based on the current cycle (c) and that state’s indel
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( i,d ) as we discussed in Figure 5.20(a). We observe that the states along a diagonal can reuse

the retro comparisons. A state i,d needs the same retro comparison that i-1,d-1 needed a

cycle earlier. Therefore, in each cycle, SillaX computes the retro comparisons for all the peripheral

states, ∀i i,0 and ∀d 0,d , and then shifts them diagonally into the interior states every cycle.

That is, a state i,d latches its incoming retro comparison and forwards it to i+1, d+1 the

next cycle (Comp in Figure 5.24).

To implement the above functionality, SillaX has two sets of shift registers, one for each di-

mension. Input characters from two strings R and Q flow through those shift registers as shown in

Figure 5.23. A set of 2K + 1 comparators outside the grid compute the retro comparisons every

cycle (K + 1 comparisons for each dimension with one common comparison for 0,0 ). Note

that computing and distributing the retro comparisons again requires only local communication

between neighboring states allowing for a highly scalable design. The only exception to this lo-

cal communication is the distribution of the current cycle’s characters in the reference and query

strings R[c] and Q[c] which are distributed across the entire periphery. However, distribution

of these two values can be accomplished using a distribution tree which delivers the values to all

comparators at the same time, much like a clock tree distributes a synchronized clock to all the

PEs.

Efficiency: SillaX requires only O(K2) states (processing elements) and computes in about

N cycles, where K is the edit distance and N is the string length. Typically, K << N . Our
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Figure 5.25: PE for SillaX affine gap scoring machine.

implementation in 28nm can be clocked at 6 GHz, and each PE has only 13 gates. This is signifi-

cantly more efficient than software implementations, whose time complexity is O(N2). Hardware

accelerators for these requireO(N) processing elements, which does not scale as well for large N .

5.2.5.B Scoring Machine

Edit distance is a simple form of scoring alignment between two strings which can have many

different uses. However, read alignment in genome sequencing uses a more sophisticated scoring

scheme based on empirical evidence gathered from analyzing many genomes [134, 77].

If we use a constant score for each type of edit, then it remains safe to merge confluence paths

by selecting the one with the highest score, as the properties discussed in Section 5.2.4 continue to

hold.

The scoring scheme used in the standard BWA-MEM pipeline, however, raises a new problem.

It rewards every match (+1) and penalizes every substitution (spenalty = -4) with predefined

scores. Each indel, which represents a set of consecutive deletions or insertions, is penalized using

affine gap penalty (G):

G = gopen+ gextend ∗ id,

where id is the number of characters deleted or inserted, gextend (-1) is the penalty for each

consecutive edit, and gopen (-6) is an additional one-time penalty for each indel.
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Figure 5.26: Delayed merging is needed to support affine gap penalty.

Given this, paths that have opened an indel gap (open-path) have an advantage over a path

where the latest retro-compare is a match or substitution (closed-path). An open-path need

not pay a gap opening penalty for the next insertion or deletion, but a closed-path should. As a

result, we cannot merge the confluence paths into one at a given state and cycle based on their

current scores alone since the future score depends on whether the confluence path is open or

closed. Fortunately, we can address this by delaying the merge to the following cycle as shown in

Figure 5.26.

To enable delayed merge, we latch the scores of the incoming active insertion and deletion

paths in a state as shown in Figure 5.25. If there is a mismatch in the next cycle, we can select the

best outgoing indel path by adding the gap penalty to previously closed paths. If there is a match in

the next cycle, we can select the active path for the state by choosing between the closed paths and

the open-paths from the previous cycle, which are now closed due to the match, based on which

path has the highest score. We refer to this technique as delayed merging.

Closing an open-path due to a match in a state would prevent that open-path from potentially

exploring a better solution in the higher edit states without having to re-open the path. For this

reason, in the scoring machine, an active state conservatively activates the outgoing insertion and

deletion transitions even on a match.
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Figure 5.26 illustrates delayed merging. In cycle C, we cannot discard the incoming insertion

open-path in favor of the matching closed-path, although the latter has a higher score. Instead, we

latch its score. In the next cycle, when there is a mismatch, the latched open-path produces the

best score for outgoing indel transitions.

After processing the strings, we need to compute the best score. BWA-MEM applies a heuristic

called clipping, where it selects the best score seen during seed-extension, instead of determining

the best score only among the final states at the end of string processing. The reason for this is the

expectation that the ends of a read are likely to suffer from sequencing machine errors and are less

likely to be true variants.

The SillaX scoring machine supports clipping as follows. Each state stores the best score it has

seen during the entire computation. Once the strings are processed, the mode of the machine is

changed to instruct the states to back-propagate their best scores, through local communication, but

now in the reverse direction. Each state receives the best scores from three of its upstream nodes,

computes the maximum of those scores along with its own best score, and passes the computed

maximum to its downstream paths. In this way the best score seen at any time during the string

processing in any state is read out at node 0,0|0 .

Efficiency: A scoring PE includes an edit PE, four scoring registers (log(N) bits each), and

a programmable scoring logic. Three additional output and input ports are used for communicating

scores. It also takes an additional K cycles to back-propagate the scores to the starting node. In

spite of these additional overheads, the scoring machine remains efficient in space (O(K2)) and

time (O(N)).

5.2.5.C Traceback Machine

Read alignment requires the sequence of edits made and their positions in the string for the best

solution found. This step is referred to as traceback. Hardware accelerators based on Smith-

Waterman [154] typically delegate this step to software, which then becomes the bottleneck, or

require hardware space that is proportional to the read length [54].
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We support traceback by extending our scoring machine as shown in Figure 5.27. Our main

idea is to use a pointer trail, much like how an ant creates a scent trail to get back home. Also,

we compress the trace representation in the machine by keeping a count of matches discovered in

each state. That is, each state, in addition to tracking the best score it has seen, tracks the number

of matches it found at that node for the path corresponding to the best score.

The traceback machine works as follows: In the string matching phase, when a state accepts

a score from a downstream state as its best score, it sets its traceback pointer (2 bits) to that

state. After processing the strings, in phase two, just like in the scoring machine, the best score is

propagated back, along with the winning final state’s identifier. In phase three, a signal is prop-

agated forward to inform the winner. In phase four, by chasing the pointer trail from the winner,

the states that are part of the winning path are flagged. In phase five, the trace is collected at the

starting node (0,0|0) by shifting the matches and pointer values along the flagged winning

path downstream, one state at a time per cycle.

One problem is that a pointer trail may get broken in phase one while processing the strings.

When a greedy state discovers a higher score, it will discard the previous best score seen in an

earlier cycle and its corresponding pointer. However, the previously discovered path that is now

being explored in some upstream state may eventually emerge as the winner in the end. But the

pointer trail for that winner is now overridden at the greedy state. To address this problem, we

ask the greedy state to inform its upstream neighbors when it changes its pointer, which allows its
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neighbors to invalidate their pointer to that greedy state, thereby indicating that the pointer trail

terminates in the neighbors state.

At the end of phase five, our controller examines the trace to check if it is complete. If it

is broken, it re-runs the machine till the cycle when the winning path left the greedy state. We

determine this cycle by keeping track of the cycle at which the best path seen in a state left that

state. This is in addition to the best score that we had in the scoring machine. After the re-run,

the machine collects the trace from the greedy state, which is now guaranteed to have the correct

pointer. If the machine were to discover a new greedy state, it is resolved by re-running the machine

again. In practice, however, we find that it is rare for pointer trails to be broken, and hence re-runs

are rare.

Efficiency: Traceback machine has five phases, as opposed to two in the scoring machine.

The first phase takes N cycles and the remaining phases take about K cycles each. It also adds

a counter for tracking matches and a register for best cycle (each of size log(N)). These ad-

ditional overheads are significantly lower than the O(N) space complexity in previous hardware

accelerators that supported traceback [54].

5.2.5.D Composable SillaX

A key issue in hardware acceleration is maintaining flexibility so that a wide range of applications

can be addressed. In our application this means that an accelerator should address both different

string and edit lengths. Our proposed SillaX accelerator already allows arbitrary string length.

However, the maximum edit distance is constrained by the the size of the PE grid and is fixed

in hardware. To address this issue, we propose the use of composable sub-grids where multiple

smaller SillaX engines can be combined into fewer larger engines or one maximum size engine.

This creates flexibility where a few high edit distance machines can be reconfigured with a sim-

ple mode-switch into multiple smaller edit distance machines, thereby optimally addressing the

targeted application space.

The concept is illustrated in Figure 5.28. Six small SillaX accelerator tiles are labeled by their
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Figure 5.28: Illustration of composable SillaX.

position in the larger grid ((1,1), (1,2) and (2,1)) and whether they are oriented forward (0) or

flipped (1). Each of these six accelerators can operate independently providing six engines each

with the same edit distance K. Note that in the forward oriented tiles, state activation propa-

gates from bottom left to top right as in the previous figures. In the flipped tile, state transitions

propagate in the opposite direction. To make a SillaX accelerator with edit distance 2K, we can

combine the following four tiles: (1,1)—0, (1,1)—1, (1,2)—0, (2,1)—0 by changing the configu-

ration of MUXes. In this case, the reference string will stream from Ref(1,1)—0 to Ref(1,2)—0,

concatenating the two shift registers. Similarly, the two query registers are concatenated. Also, the

connections inside Tile (1,1)—1 are reversed so that state transitions propagate from bottom left to

top right. This is accomplished by adding MUXes/tri-state gates at the input/outputs of each PE.

They configure which wires are treated as inputs and outputs in an array Tile. Finally, the outputs

of Tile (1,1)—1 are fed into the inputs of Tile (1,2)—0 and (2,1)—0 forming a single larger array

of PEs instead of 4 smaller ones. Note that in this example, Tile (1,2)—1 and Tile (2,1)—1 are still

operating as independent SillaX engines with edit distance K.
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This reconfiguration approach incurs only a small overhead of MUXes between tiles and for

each PE. It allows many different configurations with edit distances ranging from K to pK where

p = sqrt(T ) for an implementation with T Tiles. This broadens the application space of SillaX.

5.2.6 Comparison with Banded Smith-Waterman

Banded Smith-Waterman focuses on identifying near-exact matches (less than K edits) between

genomic strings [84], similar to SillaX. Software-based banded Smith-Waterman implementations,

however, have O(KN) time and space complexity. Hardware-based systolic implementations

require O(N) time with 2K + 1 processing elements and additional O(KN) space for traceback.

In contrast, SillaX differs from prior banded Smith-Waterman implementations in the following

ways.

Each PE in SillaX has 30× lower area than a banded Smith-Waterman PE when edit distance

is used as the scoring scheme (300 um2 vs 9.7 um2 for SillaX at 5 GHz). Assuming a conserva-

tively high K (=32) for aligning Illumina short reads, both SillaX edit machine and scoring ma-

chine achieve better area efficiency compared to banded Smith-Waterman because of fewer gates

used in each PE. Furthermore, SillaX enables efficient in-place traceback within PEs. Hardware-

based banded Smith-Waterman requires additional O(KN) space for traceback. Hirschberg’s al-

gorithm [88] reduces space to O(K), but increases time to O(NlogN). There exists no prior

accelerator that supports traceback in O(K2) space or lesser without sacrificing time complexity.

Since Silla is based on automata theory, it can be easily mapped to versatile automata pro-

cessors supporting variable-width input symbols such as UDP [69] providing greater flexibility in

implementation. From the algorithmic viewpoint, besides the fact that Silla is as an important suc-

cessor to Levenshtein automata, it can also be easily extended to solve other important problems

such as Longest Common Sequence problem and automatic spell correction, as well as ones in the

bioinformatics domain [106].

122



CPU Intel Xeon E5-2697 v3
2.6GHz; 2 sockets; 28 cores; 56 threads

L1 I&D cache 14 x 32KB Instruction; 14 x 32KB Data
L2 cache 14 x 256KB
L3 cache 1 x 35MB
Memory 120GB DRAM

GPU Nvidia TITAN Xp
1.6GHz; 3840 CUDA cores

Shared L2 cache 3MB
Memory 64GB DRAM, GDDR5X

Table 5.5: Baseline system configuration.

5.2.7 Evaluation Methodology

Reference genome and input reads: We used the latest major release of human genome as-

sembly (GRCh38) from the UCSC genome browser [34] and filtered out unmapped contigs and

mitochondrial DNA. Only chromosomes 1-22, X and Y were used. For our evaluation, we use real

human genome reads with 50× coverage from the Illumina platinum genomes [67] dataset. The

dataset consists of the NA12878 human reference (single-end ERR194147 1.fastq) consisting of

787,265,109 reads of 101 bp length.

System Configuration: The detailed system configuration is shown in Table 5.5. To study

SillaX’s alignment throughput, we compare against major software implementations of the Smith-

Waterman algorithm. We use the SeqAn library [66] as the CPU baseline, and SW# [108] as the

GPU baseline.

Synthesis: We synthesized the SillaX accelerator using the Synopsys Design Compiler (DC) in

a commercial 28nm process. We synthesized all three Silla machines: edit, scoring, and traceback,

to obtain their area, power, and latency with respect to different clock frequency targets.

5.2.8 Results

Area, Frequency and Power Figure 5.29 shows the power and area for each processing element

(PE) in the SillaX edit machine and traceback machine. The optimal design points are highlighted.

Scoring machine is comparable to the traceback machine, so we omit it. 2 GHz is the inflection
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Figure 5.29: SillaX area and power for a single PE.

point. At 2 GHz, the SillaX edit machine has an area of 0.012 mm2, power of 0.047 W and

latency of 0.17 ns. At the same clock frequency, the traceback machine has an area of 1.41 mm2,

power of 1.54 W , and latency of 0.33 ns.

BWA-MEM reports alignments with score higher than 30. Using this estimate, we can derive

that the edit distance (K) should be less than 32. Given this, we conservatively use K = 40 in our

analysis. To support K = 40, SillaX uses 1,681 processing elements (PEs).

GRCh38 Human Genome Assembly Validation: To evaluate the accuracy of the SillaX

traceback machine, we ran all the the non-exact matching reads in the ERR194147 1.fastq

file and compared the alignments produced with that from BWA-MEM. Exact matching reads are

trivially identified using a single state SillaX machine that transitions to itself every cycle on a

match.

For all the 351,023,283 non-exact matching reads, the SillaX traceback machine machine align-

ment results concur with the BWA-MEM’s alignments with negligible (0.0023%) variance. On in-

vestigating the different alignments further, we noticed that the alignment scores produced by the

SillaX traceback machine are exactly the same as that of BWA-MEM, implying that both align-

ments have the same mapping quality and should be treated the same. These differences are due to

the fact that BWA-MEM and SillaX use different traceback techniques and policies for breaking

ties when merging multiple paths with the same score.
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Broken pointer trail events: An important parameter to be considered while estimating the

performance of the SillaX traceback machine is the number of times the machine must be re-

executed because of a broken pointer trail. Across all the reads that we tested, we observe that

only 7.59% of the reads require re-execution . This is consistent with our expectation. Figure 5.30

shows the distribution of cycles spent in re-execution. We can see that over 60% of the re-execution

events are resolved within the first N (101) cycles. Thus, re-execution events have only a small

impact on the performance of the SillaX traceback machine.

Throughput: Figure 5.31 shows the raw alignment throughput of the SillaX accelerator (4

lanes) when compared to banded Smith-Waterman based approximate string matching using Se-

qAn (CPU - 28 cores) and SW# (GPU - 3840 CUDA cores) when aligning 100bp Illumina short

reads. It can be seen that SillaX achieves ∼62.9× throughput improvement over SeqAn and

∼5287× speedup over SW#. SillaX provides these speedups while consuming only 6.6 W of

power and 5.64 mm2 area. These benefits are both due to linear time processing of input sym-

bols as well as efficient support for traceback. GPU-based solutions face high synchronization

overheads for short reads leading to low performance.
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Figure 5.31: SillaX throughput (in Khits/s).

5.3 End-to-End Read Alignment Acceleration

In this section, we describe the improvements seen in end-to-end read alignment performance

when combining our previous approaches to accelerate both seeding (set intersection, ERT) and

seed-extension (Silla).

5.3.1 GenAx
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Figure 5.32: GenAx architecture overview.

GenAx brings together the set intersection-based seeding accelerator and SillaX seed-extension

accelerators to enable high-throughput sequence alignment of human genomes. Figure 5.32 depicts

the overall GenAx architecture. It consists of 128 seeding lanes which fetch k-mer positions from
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a 48 MB index table and k-mer reference hits from a 18 MB position table. Each indexing lane

processes one read at a time. It has a CAM and a small control FSM for orchestrating SMEM

intersections and k-mer lookups. The resulting hits after SMEM calculations are buffered for seed-

extension by the SillaX lanes. GenAx features four SillaX lanes, which have sufficient throughput

to process hits from all 128 seeding lanes. A SillaX lane fetches the reference string from the

reference cache (4×512 KB) to extend a seed at a specific hit position. A 16 KB buffer (not

shown) is used to buffer the reads processed.

The reference genome with 3 billion base-pairs is segmented into 512 segments. Therefore,

each segment has 6 million base-pairs and a footprint of 1.5 MB which fits in the reference cache.

Segments are processed sequentially for all reads. Before a segment starts, the position table, index

table and reference for that segment are streamed in from memory via the 8 DDR4 channels shown.

Since these are all spatially co-located memory accesses, streaming them in is efficient.

Throughput, Power and Area: Figure 5.33 (a) compares the overall throughput (reads/s) of

GenAx with BWA-MEM (CPU) and CUSHAW2-GPU. It can be seen that GenAx achieves 31.7×

speedup over BWA-MEM and 72.4× speedup over CUSHAW2-GPU. The large performance gains

can be attributed to the following factors. (1) Efficient and composable SillaX accelerators accel-

erates seed-extension with in-place traceback. (2) Segmenting of index and position tables and

storing them on-chip enables low-latency access and high-reuse across reads. (3) Read loading

time takes a small fraction of the overall execution time (∼10%), increasing the benefits from

segmenting. (4) Optimizing for the common case of perfect matches helps increase throughput.

Figure 5.33 (b) compares the average power consumption of GenAx vs. BWA-MEM and

CUSHAW2-GPU. By sharing several indexing lanes with SillaX accelerators, GenAx reduces

power consumption by 12× when compared to BWA-MEM execution on CPU.

Table 5.6 shows the area breakdown of GenAx. A large fraction of the die area is devoted for

accelerating the seeding step using on-chip index and position tables. Each seeding lane consists

of a 512-entry CAM. The SillaX lanes consist of a few counters and logic gates as described in

Section 5.2.5.C. Overall, the GenAx architecture takes up 172.78 mm2 in a 28nm node.
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Figure 5.33: (a) Throughput comparison (in KReads/s) and (b) Power comparison.

Component Area (in mm2)
Seeding lanes (x128) 4.224

SillaX lanes (x4) 5.36
On-chip SRAM (68 MB) 163.2

Total 172.78

Table 5.6: Area breakdown: GenAx.

5.3.2 ERT + SeedEx [74]

While our ERT seeding accelerator can also be integrated with SillaX, in this section, we discuss

the potential performance benefits obtained by integrating the ERT seeding accelerator with the

area-efficient seed-extension accelerator (SeedEx) [74]. SeedEx improves upon SillaX since it

only requires O(K) processing elements.

System Instance Throughput
(Mreads/s)

BWA-MEM c5n.18xlarge 0.216
BWA-MEM2 c5n.18xlarge 0.43

FPGA-ERT (best.) + SeedEx [74] f1.4xlarge 0.903

Table 5.7: Overall read alignment performance on AWS EC2.

To match the seeding throughput of our FPGA implementation of ERT (FPGA-ERT), we aug-

ment ERT with 8 seed-extension accelerator lanes from SeedEx. Each seed-extension accelerator

lane consists of 3 banded Smith-Waterman units (each with 41 PEs, band-size=41) and 1 edit-

distance unit. Table 5.7 compares the overall read alignment performance of the software versions

of BWA-MEM, BWA-MEM2 and our FPGA accelerated read alignment system. When integrated
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into BWA-MEM2, our FPGA accelerated read-alignment system provides 2.1× higher throughput

compared to the software version of BWA-MEM2. Table 5.8 shows the resource consumption of

both the seeding and seed-extension accelerators on one FPGA.

Component LUT (%) BRAM (%) URAM (%)
Seeding Accelerator Total 36.71 26.42 61.66

Seed-Extension Accelerator Total 17.32 2.38 0.68
AWS Shell 19.74 12.63 12.20

Total 73.77 41.43 74.54

Table 5.8: FPGA-ERT + SeedEx: estimated resource utilization.
Estimated Per-FPGA Resource Utilization for FPGA-ERT + SeedEx [74].

System Area Efficiency Energy Efficiency
(KReads/s/mm2) (Reads/mJ)

BWA-MEM (CPU) 0.38 2.89
BWA-MEM2 (CPU) 1.13 8.59

CPU-ERT (best.) 2.32 17.56
ASIC-GenAx [73] 24.23 379.16
ASIC-ERT (best.) 276.36 347.51

Table 5.9: Seeding – area and energy efficiency comparison.

Table 5.9 compares the area efficiency and energy efficiency of CPU-BWA-MEM, CPU-BWA-

MEM2, ASIC-GenAx [73] and the best configuration for ASIC-ERT. ASIC-GenAx is a recent

sequence alignment accelerator that leverages CAM-based intersections to perform seeding. When

compared to ASIC-GenAx [73] which use large on-chip SRAMs, ASIC-ERT uses lightweight tree

walker units and improves area efficiency by 11.4×.

5.4 Summary

Genomics is at an inflection point. Over the next decade, it is conceivable that every individual’s

genome would be sequenced and analyzed. Given that a single human genome generates 100 GB

– 1TB of data, we need orders of magnitude improvement in computing efficiency to analyze this

data and realize the full potential of genomics. This work takes an important step towards this

goal by accelerating read alignment. Our read alignment accelerator GenAx provides a throughput

of 4,058K reads/s for Illumina 101 bp reads. GenAx achieves 31.7× speedup over the standard

BWA-MEM sequence aligner running on a 56-thread dual socket 14-core Xeon E5 server pro-

cessor, while reducing power consumption by 12× and area by 5.6×. Our ERT-based seeding
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accelerator implemented on AWS F1 cloud when combined with SeedEx seed-extension acceler-

ators can achieve 2.1× speedup over state-of-the-art read alignment software BWA-MEM2 while

maintaining binary compatibility. We open source the ERT software implementation and integrate

it into BWA-MEM2 (ert branch: https://github.com/bwa-mem2/bwa-mem2/tree/ert).

130



CHAPTER 6

GenomicsBench: Characterizing the Genomics

Computing Landscape

Previous chapters discussed acceleration approaches for two of the key computationally intensive

pattern matching kernels used in genomics analysis pipelines: (1) seeding: an exact matching ker-

nel and (2) seed-extension: an approximate string matching kernel. Apart from these two, there

are several other computationally intensive genomics kernels that can also benefit from hardware

acceleration. In this work, we identify such kernels and perform a detailed architectural charac-

terization to identify performance bottlenecks. We also provide an open-source implementation of

these kernels along with representative inputs as a benchmark suite to facilitate future algorithm

optimizations and architectural exploration.

6.1 Need For A Genomics Benchmark Suite

This work aims to identify commonly used modern sequencing pipelines, characterize their perfor-

mance and extract their compute-intensive kernels. The goal is to compile a standardized genome

sequencing benchmark suite that highlights the growing compute need in genomics and helps shape

future computing research in this space. Such an effort has been lacking for this important com-

putational domain. Some notable prior works that perform detailed architecture characterization

of important bioinformatics workloads such as BioPerf [40], BioBench [37] and MineBench [138]

were carried out in the last decade when sequencing technologies were still nascent and not so
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diverse. Modern sequencing pipelines have vastly different bandwidths, latencies, portability re-

quirements, algorithms, and pipelines than those used a decade ago. For instance, new kernels

that leverage vectorized implementations for dynamic programming are now common. Machine

learning algorithms are now widely used to process long but noisy reads. There is a wide vari-

ety of sequencers that vary in terms of throughput, read length, and accuracy, to meet different

medical research and clinical needs. These have resulted in a plethora of bioinformatics tools and

pipelines. Without a standardized benchmark suite that represents common computational kernels,

it becomes increasingly difficult to design efficient computing system and processor architectures

for this rapidly emerging domain. There is also growing interest in developing custom hardware

solutions for sequencing [21]. These efforts can also greatly benefit from the availability of a

genomics benchmark suite.

6.2 GenomicsBench Benchmark Suite

FM-Index Search (fmi): The FM-index (Full-Text Index in Minute Space) is one of most com-

mon data structures in aligners such as Bowtie2 [112], BWA-MEM [118, 128], SOAP3-dp [125]

and metagenomics classification tools such as Centrifuge [100]. It is used to identify the locations

of short matching substrings of the read (called seeds) in the reference genome. The FM-index

is attractive because of its low memory footprint, ability to match substrings of any length and

support for inexact matching (i.e., identifying seeds with a small number of edits with respect to

the reference).

Figure 6.1 (a) shows the FM-index constructed for a sample reference (R) and an example

search query from the read. The FM-index consists of: (1) the suffix array (SA), which contains the

locations of lexicographically sorted suffixes of the reference genome R, (2) the Burrows Wheeler

Transform (BWT), computed as the last column of the sorted suffix array of the reference, (3)

the count table (C) which stores the number of characters in R lexicographically smaller than a

given character c and (4) the occurrence table (Occ) which stores the number of occurrences of a
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Figure 6.1: Benchmark kernels in GenomicsBench (1)
(a) FM-index search. (b) Banded Smith-Waterman. (c) De-Bruijn Graph construction. (d) Pairwise Hidden Markov
Model.

character up to a certain index in the BWT array.

The FM-index allows the backward search of a query of length (|Q|) in O|Q|) iterations, with

at most 2 memory lookups per iteration (one each for computing the start and end (s, e) intervals of

the match). It is characterized by irregular memory accesses to the large Occ table (blue arrows in

Figure 6.1 (a).) and is both memory-latency and memory-bandwidth bound. Since the memory ac-

cess characteristics of FM-index search are similar across different tools, we choose the optimized

super-maximal exact match (SMEM) search computation in BWA-MEM2 [128] in our benchmark

suite. SMEM computation uses the FM-index to find the longest exact match spanning a given

position in the read.

Input Datasets: We provide small and large datasets, which are a set of 1M and 10M human reads

respectively, each 151 bases long, from sample SRR7733443 [128].

Banded Smith-Waterman (bsw): The Smith-Waterman algorithm [154] is a dynamic-programming
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algorithm that estimates the pairwise similarity between pairs of sequences X and Y with lengths

m and n respectively in O(mn) time and space. It is commonly used in sequence alignment tools

like BWA-MEM [118] and variant calling tools like GATK Haplotype Caller [8, 9] to align millions

to billions of sequence pairs and is a major computation bottleneck. The similarity score for DNA

sequences is typically computed using affine gap penalties [134], which uses different penalties for

different edits (i.e., substitution, insertion and deletion) and allows for identification of biologically

meaningful short insertions/deletions in pairwise alignments. It requires the computation of three

matrices H , E and F corresponding to the different edit types. For aligning sequences with a max-

imum of w insertions/deletions, a banded version of the Smith-Waterman algorithm is commonly

used (Figure 6.1 (b). region between the black squares) reducing time and space complexity to

O(wn) where w is the width of the band of cells computed in each row.

Hij = max{Hi−1,j−1 + s(i, j), Eij, Fij}

Ei+1,j = max{Hij − q, Eij} − e

Fi,j+1 = max{Hij − q, Fij} − e

. (6.1)

Equation 6.1 shows the recurrence relation for the Smith-Waterman algorithm. s(i, j) is a pre-

computed similarity score between characters X[i] and Y [j] and the score in cell (i, j) of matrix

H (i.e., Hij) is the similarity score for substrings X[0, i] and Y [0, j]. We choose the optimized

banded Smith-Waterman implementation in BWA-MEM2 [128] for our benchmark suite. It makes

use of inter-task parallelism to allocate similarly sized sequence pair tasks to different SIMD lanes.

Input Datasets: Our small and large datasets use 100K and 10M seed-extension pairs obtained

from inputs to the Smith-Waterman function in BWA-MEM2 for reads from the human sample

SRR7733443 [128].

K-mer Counting (kmer-cnt): A k-mer is a fixed k-length substring of a DNA sequence. K-

mer counting counts the number of occurrences of each unique k-mer in the input reads. It is

one of the most common tasks in bioinformatics sequence analysis and is widely used in de novo

assembly [105, 107], error correction [129] and metagenomics classification [141]. Common use
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cases include filtering out low-frequency k-mers in the input data that are likely to be sequencing

errors, finding high-frequency k-mers characteristic of repetitive genomic regions and constructing

k-mer histograms to serve as signatures of the input data [180]. Typical k-mer lengths are 15-55.

The computation task in k-mer counting is an incremental update to a hash-table for each k-mer.

These updates can be parallelized across millions to billions of k-mers in the input dataset. We

focus on shared-memory k-mer counting and characterize the k-mer counting implementation in

the popular Flye assembler [105].

Input Datasets: Our small and large datasets use 1K and 50K Oxford Nanopore reads from E.coli

sequenced by Loman lab [7].

De-Bruijn Graph Construction (dbg): Prior to calling variants using the reads aligned to a

region of the reference genome (e.g., ∼100-1000 bases), it is necessary to correct read alignment

artifacts. Modern variant callers like GATK Haplotype Caller [8, 9] and Platypus [147] do this by

reassembling those reads into a De-Bruijn graph and later traversing this graph to generate strings

that are likely to contain variants (called haplotypes). The graph is constructed from both the k-

mers of the read and the reference as shown in Figure 6.1 (c). Each node in the graph represents

a unique k-mer and each edge links adjacent k-mers in the input. A hash table is used to track

nodes that have already been inserted into the graph. If cycles are found in the graph, graph

construction is repeated by increasing the k-mer size. Each input task to this kernel is a set of reads

aligned to a reference region. The reassembly tasks can be parallelized across different regions.

We model the De-Bruijn graph construction implementation in the Platypus variant caller [147]

for the benchmark suite that accounts for >60% of its execution time.

Input Datasets: We use BWA-MEM aligned records from the Platinum Genomes dataset [67].

Our small dataset uses a region of chromosome 22 (bases 16M-16.5M) while the large dataset uses

the entire chromosome 22.

Pairwise Hidden Markov Model (pairHMM): Using the reads aligned to a region of the refer-

ence genome and the candidate haplotypes identified from De-Bruijn graph traversal, a pairwise

alignment of each read to each candidate haplotype is performed to identify the most likely hap-
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lotypes supported by the reads. The total workload per region is |R| × |H| pairwise alignments,

where |R| and |H| are the number of reads and haplotypes respectively. Pairwise alignment is

performed using a Hidden Markov Model (HMM) and the likelihood score is computed using the

following dynamic-programming recurrence relations [143]:

Mij = (Mi−1j−1θ + Ii−1j−1κ +Di−1j−1λ) · Pij

Iij = Mi−1jτ + Ii−1jε

Dij = Mij−1ζ +Dij−1η

. (6.2)

where: Mij , Iij and Dij represent match, insertion and deletion probabilities for aligning read

substring R[0, i] to haplotype substring H[0, j], where 0 ≤ i ≤ |R| and 0 ≤ j ≤ |H|. These

are weighted by different transition and emission parameters of the HMM: θ, κ, λ, τ, ε, ζ, η. Pij is

the prior probability of emitting bases (R[i], H[j]), computed using the floating point base-quality

scores for the read R. Base-quality scores are typically provided by the basecaller and indicate the

confidence of the basecaller in calling each base in the read. Low quality bases from the read con-

tribute a smaller amount to likelihood score computed above. The computation in pairHMM differs

from the Smith-Waterman kernel described earlier mainly in the use of floating-point computation.

There exists abundant intra- and inter-task parallelism in this workload. Intra-task parallelism

arises from data-parallel processing of cells along the wavefront as shown in Figure 6.1 (d). Inter-

task parallelism arises by parallel processing of different genome regions. We use the optimized

SIMD implementation in GATK Haplotype Caller [8] as part of the benchmark suite and extend it

to leverage inter-task parallelism using multiple CPU threads.

Input Datasets: We use the read-haplotype pair inputs to the calcLikelihoodScore function in

GATK Haplotype Caller [8]. Our small dataset uses as input BWA-MEM aligned reads for region

chromosome 22:16M-16.5M, while the large dataset uses reads aligned to the entire chromosome

22.

Chaining (chain): One of the most time-consuming steps in de novo assembly of long reads is

overlap estimation between reads [105, 107]. We characterize the chaining implementation from
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Figure 6.2: Benchmark kernels in GenomicsBench (2).
(e) Chaining. (f) Partial Order Alignment. (g) Adaptive Banded Event Alignment. (h) Genomic Relationship Matrix.

Minimap2 [119] which is one of the most popular tools for estimating pairwise overlap between

reads and extend it to support inter-task parallelism across different pairs of reads. Given a set of

seeds (also called anchors) shared between a pair of reads, chaining aims to group together a set of

co-linear seeds into a single overlapping region as shown in Figure 6.2 (e). The chaining algorithm

is a 1D dynamic programming based algorithm that compares each anchor withN previous anchors

(default = 25) to determine its best parent. The recurrence relation used to estimate the maximal

chaining score of the ith anchor [119, 79] is:

score(i) = max
{

max
i>j≥1

{score(j) + α(j, i)− β(j, i)}, wi

}
(6.3)

where wi is the length of anchor i, α(j, i) is the number of matching bases between anchors i and j
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after accounting for overlaps between them and β(j, i) is a penalty that is set based on the relative

distance between a pair of anchors on the two reads.

Input Datasets: Our input dataset uses the anchors for 1K and 10K reads from the PacBio sequence

data for the C.elegans worm [6, 79] when computing overlaps with itself.

Partial-Order Alignment (poa): After assembling the reference genome of a new species, it is

common to perform a polishing step to correct small errors in assembly using the aligned reads.

Racon [164] is one of the most popular tools for long-read polishing. Given a set of reads aligned

to the target genome, Racon first splits the reads into non-overlapping windows called chunks

(which can be processed in parallel) and then incrementally constructs a partial-order graph [114]

by aligning new sequences to it using a SIMD accelerated dynamic programming algorithm (see

Figure 6.2 (f)). Later, the consensus sequence is generated from the graph using the heaviest bundle

algorithm [113]. Each node in the partial-order graph represents a base of the input sequence and

weighted edges represent support from different reads in the chunk. Since the nodes in multiple

branches of the graph cannot be ordered relative to each other, the graph is said to be partially

ordered. Aligning new sequences to the graph is the most time-consuming operation in Racon and

has complexity O((2np + 1)n|V |), where np is the average number of incoming edges to nodes in

the graph, |V | is the number of nodes in the graph and n is the length of the read chunk. Contrast

this with Smith-Waterman which has complexityO(mn), with regular data-dependencies. As used

in Racon, our poa benchmark builds the consensus sequence for each chunk in a separate CPU

thread.

Input Datasets: We use 1000 and 6000 consensus tasks for our small and large datasets respec-

tively. These are obtained when polishing the Flye-assembled Staphylococcus aureus genome with

Minimap2-aligned ONT long reads [175].

Adaptive Banded Signal to Event Alignment (abea): Comparing a time-series of raw nanopore

signal data to a reference genome sequence is a common task in the polishing of long-read se-

quencing data and the detection of methylated bases (i.e., non-standard nucleotides apart from

A, C, G, T, which play an important role in controlling gene expression). After segmenting the
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signal data into different events based on sudden changes in signal current, each event is then

compared against the k-mers of the reference genome using a computationally intensive dynamic

programming algorithm called adaptive banded event alignment (ABEA) [75]. ABEA is the most

time-consuming kernel when performing methylation calling using the software tool Nanopol-

ish [122]. Event alignment is more complex than banded sequence alignment since it requires an

adaptive band [158] to capture long gaps in optimal alignments especially when dealing with long

and error-prone Nanopore reads. These long gaps arise because k-mers are often over-represented

(up to 2×) by multiple events as they are sampled by the nanopore. Furthermore, event alignment

uses 32-bit floating point log-likelihood computation in its scoring function and is computation-

ally more expensive than sequence alignment. We analyze the optimized GPU implementation

of ABEA [75] as part of the benchmark suite. In this heavily optimized implementation, ABEA

accounts for 24.5% of total runtime.

Input Datasets: For ABEA, our small and large datasets use 1,000 and 10,000 raw FAST5 reads

from chromosome 22 of NA12878, and the GRCh38 reference genome. This data was obtained

from the publicly available “Nanopore WGS Consortium” dataset [23, 91].

Genomic Relationship Matrix (grm): All large-scale population genomics studies need to ac-

count for potential ancestral relationship between individuals in the study. This is done by com-

puting a N × N matrix called Genomic Relationship Matrix (or GRM), where N in the number

of individuals in the study. Each element of the GRM Gij describes the average genetic similarity

between individuals and is computed as follows:

Gij =
1

S
·

S∑
s=1

(xis − 2ps)(xjs − 2ps)

2ps(1− ps)
(6.4)

where xis and xjs indicate the number of copies of the non-reference base at location s for indi-

viduals i and j respectively and ps is expected frequency of a non-reference base at location s in

the population. S is the total number of SNV (Single Nucleotide Variation) location markers in

the reference genome. We extract the GRM kernel from the popular population genomics soft-

139



ware PLINK2 [51]. The kernel performs dense matrix multiplication and can benefit from parallel

computation of different output elements as shown in Figure 6.2 (h).

Input Datasets: We compute the GRM on SNV data belonging to 2504 individuals from 1000

Genomes Project Phase 3 [51]. Our small dataset uses 194K variants from chromosome 22 and

our large dataset uses 1.07M variants from chromosome 1.

Neural Network-based Base Calling (nn-base): When performing nanopore based genome se-

quencing, raw nanopore signal data must be correctly converted to a sequence of nucleotide bases

through a process called basecalling discussed earlier. As DNA moves through a nanopore, it does

so at a highly variable rate, and the resulting current is affected by multiple consecutive nucleotides

occupying the pore (∼5-10, depending on the pore chemistry). Due to the limited resolution of

the Analog-to-Digital Converter (ADC) sampler and unavoidable background noise, there is con-

siderable overlap between current levels measured for different 5-mers. Basecallers resolve this

ambiguity in two stages. First, a deep recurrent or convolutional neural network aggregates con-

textual information to determine the most likely nucleotide observed at each time step. Using

these probabilities, a connectionist temporal classification decoder [78] then determines the most

likely sequence. The neural network is by far the most time-consuming basecalling stage. In order

to make this computation regular and parallelizable, existing basecallers segment the signal and

perform inference on many independent chunks, stitching the final sequence together as a post-

processing step. Our benchmark includes the GPU-based CNN basecaller Bonito, which currently

boasts the highest basecalling accuracy [4].

Input Datasets: For basecalling, our small and large input datasets are 100 and 1,000 raw FAST5

reads from chromosome 20 of NA12878. This data was obtained from the publicly available

“Nanopore WGS Consortium” dataset [23].

Pileup Counting (pileup): A common pre-processing step in long-read neural network variant

callers such as Medaka [14] involves parsing of alignment data for all reads aligned to a region

of the reference genome (called read pileup) and generating counts for different bases, insertions

and deletions at these different pileup locations. These counts are later analyzed by the recurrent
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Figure 6.3: Neural Network-based algorithms in Bonito and Clair.
Overview of Bonito (left) and Clair (right).

neural network to call variants. This pre-processing step is time-consuming because it involves

random access into the alignment record to extract and parse alignment information (represented

as a CIGAR string [32]). Fortunately, the pre-processing step can leverage inter-task parallelism

by distributing the processing of different 100 kilobase regions of the reference genome to different

CPU threads. The benchmark suite includes the inter-task parallel version of pileup counting.

Input Datasets: We use the results from Minimap2 alignment of ONT reads. Our small dataset

uses aligned reads to the Staphylococcus aureus genome [175], while the large dataset uses reads

aligned to chromosome 20 of sample HG002 [28].

Neural Network-based Variant Calling (nn-variant): Long-read variant callers examine the

read pileup for a particular genome reference position and call variants with respect to that refer-

ence. We chose to analyze the Clair variant caller because it outperforms competing tools in terms

of both performance and accuracy for long reads [124]. As input, Clair accepts a size 33 × 8 × 4

tensor. Given a particular reference position, this tensor is generated using pileup information for

16 bases flanking each side (16 + 1 + 16 = 33), and considering the pileup counts for each base

(A,C,G,T) and strand (forward, reverse) individually (2 ∗ 4 = 8). Furthermore, 4 different en-

codings of the same information is used: (a) raw pileup counts, (b) support for insertions relative

to (a), (c) support for deletions relative to (a), and (d) support for alternative variants relative to

(a). Clair uses a series of recurrent neural networks with bidirectional long short-term memory
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(LSTM) units and fully-connected layers to predict a potential variant. Refer to [124] for network

details.

Input Datasets: For benchmarking Clair on long reads, we selected all raw FAST5 reads from the

q13.12 region of chromosome 20 of NA12878 from the “Nanopore WGS Consortium” [23] dataset.

These reads were basecalled using high-accuracy Guppy 3.6.0, and mapped using Minimap2. Our

small dataset variant called the first 10,000 reference positions from this region, and our larger

dataset used 500,000.

6.3 Performance Characterization of Benchmarks

6.3.1 Characterization Methodology

Several of the genomic analysis tools described earlier operate on large datasets and can run for

several days. To keep the study manageable, we adopt the following methodology. We first profile

all software tools with Intel VTune Profiler 2020 [13] as well as manual timing instrumentation to

identify the most time-consuming kernels in both single and multi-thread settings. Later, we isolate

these kernels and run representative input datasets of two sizes. Kernel executions with the small

inputs finish in a few minutes, while the large inputs take 5–20 minutes on a single-thread. Both

the small and large inputs capture the bottlenecks in the original application and exercise the

kernel in similar ways (e.g., similar proportions of different dynamic instructions and memory ac-

cesses with different strides). We use the MICA pintool [89] to compute statistics on the instruction

distribution in these benchmarks. Cache miss and memory stalls are obtained using performance

counter events from the hardware event-based sampling collector [31]. All kernels and inputs/out-

puts are extracted as-is from the original software tools. The tools already support multithreading.

For ease of benchmarking, we made the following modifications to the extracted benchmarks: (1)

OpenMP parallelization with dynamic scheduling was used to reliably evaluate thread scaling of

the benchmark after isolation from the software tool and (2) file I/O-related driver code was added

for reading inputs and writing results. GPU benchmarks are characterized using Nvidia’s Visual
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Profiler [26] and nvprof on the Nvidia Titan Xp GPU with 12 GB GDDR5x memory.

CPU Intel Xeon E3-1240 v5 3.5 GHz; AVX2;
1 socket; 8 threads

L1 I&D cache 4 x 32KB Inst; 4 x 32KB Data, 8-way
L2 cache 4 x 256KB, 4-way
L3 cache 4 x 2 MB, 16-way

Memory bandwidth 31.79 GB/s

Table 6.1: Baseline system configuration used for characterization.

Table 6.1 details our experimental machine configuration. We present characterization results

for all benchmarks except nn-variant which failed to complete successfully using nvprof on

both a native run as well as within a Docker container.

6.3.2 Parallelism

6.3.2.A CPU benchmarks

In this section, we present a detailed characterization of the sources of parallelism in our CPU

benchmarks and the challenges in exploiting them.

Benchmark Input Datatype Applications Chosen Tool % Time Spent in Tool Parallelism Motif
(single-thread)

fmi Short reads Read Alignment BWA-MEM2 38% Tree Traversal
Metagenomics Classification

bsw Short reads Read Alignment BWA-MEM2 31% Dynamic Programming
De-Novo Assembly

dbg Short reads Variant Calling Platypus 65% Graph Construction
De-Novo Assembly Hash Table

phmm Short reads Variant Calling GATK Haplotype Caller 70% Dynamic Programming
Error Correction

chain Long reads De-Novo Assembly Minimap2 47.4 % Dynamic Programming (1D)
Read Alignment

spoa Long reads Error Correction Racon 75 % Dynamic Programming
Graph Construction

abea Long reads Basecalling Nanopolish 71.4% Dynamic Programming
Variant Calling

grm NA Population Genomics PLINK2 92.8 % Dense Matrix Multiplication
nn-base Long reads Basecalling Bonito 95 % FP Matrix Multiplication

nn-variant Long reads Variant Calling Clair 57.2 % FP Matrix Multiplication
kmer-cnt Long reads De-Novo Assembly Flye 10% Hash Table

pileup Long reads Variant Calling Medaka 6.3 % 1 —

Table 6.2: GenomicsBench: Benchmark characteristics.
Categorization of benchmarks. For benchmarks with utility in more than one application, the selected application is
underlined.

Table 6.2 presents an overview of the different benchmarks and their corresponding parallelism
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motifs based on the taxonomy provided in [180]. bsw, phmm, chain, spoa and abea are based

on dynamic programming, but have important differences. The key differences are: (1) type of data

dependency present (e.g., 1D / 2D), (2) amount of computation needed (e.g., banded / full matrix),

(3) type of matrix traversal (e.g., wavefront / row-wise) and (4) type of input (e.g., sequence /

graph). Also present in the benchmark suite are kernels that manipulate hash tables and perform

graph construction (dbg, spoa).

Some of the GenomicsBench benchmarks like grm and kmer-cnt have regular compute

patterns since their inputs come in regular, pre-determined sizes. In contrast, a majority of the

GenomicsBench benchmarks work on inputs with varying sizes and characteristics and have ir-

regular compute patterns.

Benchmark Parallelism Data-Parallel
Granularity Computation

fmi Read batch # OCC Table Lookups
bsw Seed # Cell Updates
dbg Genome Region # Hash Table Lookups

phmm Genome Region # Cell Updates
chain Read # Input Anchors
spoa Read Chunk Window # Cell Updates

pileup Genome Region # Read Lookups

Table 6.3: Sources of parallelism for different benchmarks.
Parallelism granularity and data-parallel computation for irregular CPU benchmarks. Other regular compute bench-
marks not shown.

Table 6.3 shows the data-parallellism granularity for each of the irregular compute Genomics-

Bench benchmarks and the corresponding data-parallel computation performed. Note that it is

possible to reduce the data-parallelism granularity further by vectorizing each of the data-parallel

computations shown in the second column of Table 6.3. However, this comes with significant ad-

ditional complexity arising from the complex data dependencies present in the benchmarks (Fig-

ures 6.1 and 6.2). To overcome this, implementations often speculate on the absence of data

dependencies to achieve high performance (e.g., [70]).

This complexity can often be traded off for abundant parallelism to be exploited across two

other dimensions: (1) read-level parallelism and (2) genome region-level parallelism as shown

in Table 6.3. Since each of the benchmarks process millions to billions of reads across millions
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of genome regions there exists abundant data-parallelism across both these dimensions. Several

software tools have adopted this approach. For example, BWA-MEM2 [128] has demonstrated sig-

nificant benefits by vectorizing inter-sequence computation instead of vectorizing the cell updates

for bsw.
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Figure 6.4: Variation in the amount of computation performed for each task.
Distribution of the amount of data-parallel computation performed for each task (x-axis) and its frequency (y-axis)
for the different benchmarks. Variations in the computation needed for each task based on its size and input data
characteristics makes it difficult to exploit the abundant parallelism present in each benchmark. To enable comparison
across benchmarks, the normal probability distribution function (PDF) has been used to represent the frequency of
computation on the y-axis.

Challenges in exploiting data parallelism: In spite of the abundant read-level / genome region-

level parallelism in the GenomicsBench benchmarks, it is difficult to exploit them effectively in

different software tools. To understand why, consider the following hypothetical scenario where

each data-parallel computation entity discussed in Table 6.3 is assigned to a separate vector lane.

Each vector is replaced with a new batch of tasks as soon as all of the ones currently assigned

to it complete. For vectorization to be efficient, all the tasks assigned to each lane must per-

form a similar amount of computation. Any imbalances in the computation across vector lanes

can severely reduce the efficiency of vector computation and lead to control divergence. For this

reason, the inputs to the bsw kernel, for example, are sorted based on sequence lengths before

being assigned to SIMD lanes. However, even if differences in input sequence lengths have been

accounted for, differences in input sequence content can greatly influence the computation per-
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formed in each SIMD lane. This is because the matrix computation can also be aborted early when

aligning highly dissimilar sequences of similar length using bsw. As a result we find that the

AVX2 16-bit inter-sequence vectorized bsw implementation in GenomicsBench performs 2.2×

more cell updates than the scalar implementation. Note that the vectorization challenges outlined

above exist not only for CPU-based software tools but also for GPUs, which also employ SIMD

units to increase compute density.

Similar observations can also be made for the other irregular CPU compute benchmarks. It

can be seen from Figure 6.4 that there exists significant variation in the amount of data-parallel

computation performed by different tasks in different benchmarks. For phmm, which computes

the most likely haplotype given supporting reads, certain genome regions can have up to 1000×

imbalance in the computation needed when compared to the average case (as can be seen from the

mean (5.2M ) and maximum (4.41G) cell update values across different regions). However, it must

be noted that regions with such low or high computational demand are fewer (as indicated by the

lightly shaded circles). Across different benchmarks we find that the ratios of maximum to average

computation per task can vary from 4.1× to 8.3×.

6.3.2.B GPU benchmarks

Whereas the CPU kernels selected for this benchmark suite were diverse and often encountered

challenges in exploiting data parallelism, the GPU kernels we investigated had fairly regular con-

trol flow and compute patterns. Predictable control flow and data accesses are a prerequisite for

efficient utilization of GPU computing resources, and abea and nn-base were likely imple-

mented on the GPU for this reason.

abea nn-base
Branch efficiency 100 % 100 %

Warp efficiency 75.09 % 100 %
Non-predicated warp efficiency 70.18 % 94.43 %

SM utilization 70.53 % 99.83 %
Occupancy 31.41 % 88.47 %

Table 6.4: GPU kernel control flow and compute regularity.

The abea and nn-base kernels both avoid branch divergence entirely, and achieve relatively
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high warp efficiency. This is shown in Table 6.4. Warp efficiency is defined as the average frac-

tion of active threads in a warp, and “non-predicated” efficiency restricts the definition of active to

threads which are not executing predicated instructions. Neural network basecallers such as Bonito

break sequences of raw nanopore signal into regular chunks of 4,000 consecutive measurements

and feed that data into a fixed-size neural network. Since floating point matrix multiplication is

computationally intensive and involves very little control flow, nn-base is able to achieve perfect

warp efficiency and nearly-complete occupancy and SM utilization. The few predicated instruc-

tions reducing overall throughput are likely due to the fact that the neural network of nn-base

does not operate using filters of sizes which are integer multiples of 32, the number of threads in a

warp. On the other hand, the abea kernel performs a dynamic programming matrix computation

instead of matrix multiplication, it is limited by the execution and memory dependencies inherent

to the structure of the computation. Furthermore, abea requires frequent synchronization between

warps. As a result, the SM utilization and warp efficiency are lower.

6.3.3 Instruction Diversity

Instruction diversity characterization helps determine the complexity of functional units needed for

specialized hardware. Figure 6.5 shows the dynamic instruction breakdown for the different CPU

benchmarks. The “Other” category includes string, system call, prefetching, and synchronization

instructions.

Among the benchmarks analyzed, phmm, bsw, and spoa benefit from SIMD vectorization and

have a high proportion of vector computation instructions. It can be also be seen that phmm is the

only CPU kernel that performs floating point computation, while the other kernels are dominated

by scalar integer computation. phmm also uses single-precision floating point computation in most

cases, and resorts to double-precision floating point only in rare cases when single-precision is

insufficient to represent the result. bsw, phmm, and chain are compute-intensive and have a lower

proportion of memory loads and stores when compared to memory-intensive benchmarks like fmi.

We also looked at the common operations performed in vectorized benchmarks. For instance, bsw
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Figure 6.5: Dynamic instruction breakdown for different benchmarks.
Breakdown of dynamic instructions in different benchmarks. grm is excluded because its multi-threaded design to
decompress inputs affects the accuracy of measurements from the MICA pintool.

uses blend instructions for cell updates and band adjustment, and spoa extensively uses shift

instructions to compare against cells present in a previous column or diagonal but which are part

of a different SIMD vector.

6.3.4 Memory Access Characteristics

6.3.4.A CPU benchmarks

In this section, we perform a detailed characterization of the memory access patterns of different

GenomicsBench benchmarks.

Off-chip Data Requirements: Figure 6.6 shows the off-chip data requirements for different

GenomicsBench benchmarks. It can be seen that benchmarks like fmi and kmer-cnt have sig-

nificantly higher off-chip data requirements, measured in DRAM bytes per kilo-instruction (BPKI)

(66.8 BPKI and 484.1 BPKI respectively). For fmi and kmer-cnt the memory access bottle-

necks are due to irregular memory accesses over large working sets, ∼10 GB (FMD-index in

BWA-MEM2) and ∼8 GB (hash table) respectively, with little spatial or temporal locality. In

kmer-cnt, there is low spatial locality because a 1-2 byte counter is updated for every 64 bytes
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Figure 6.6: Off-chip data requirements for different benchmarks.

(cache block) read from memory. Potential approaches to improve kmer-cnt performance in-

clude implementing cache-friendly hashing techniques like robin hood hashing [132], and improv-

ing temporal locality since the k-mers to be inserted into the hash table are known a priori. In

contrast, other benchmarks like spoa have modest off-chip data requirements (6.62 BPKI), while

compute-intensive benchmarks like phmm have much lower data movement (0.02 BPKI) from

off-chip memory.

Cache Miss Rates: Figure 6.7 shows the L1 and L2 cache miss rates and percentage of CPU

cycles spent stalling for data. Notably in fmi and kmer-cnt, 41.5% and 69.2% of CPU cycles

are spent waiting for data. While fmi uses all the bytes in a cache block when performing OCC

table lookups, kmer-cnt only updates a 1-2 byte counter per LLC miss and has poor spatial

locality. Apart from these two, other benchmarks spend <20% of CPU cycles waiting for data.
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Figure 6.7: Cache misses and stalls for different benchmarks.

(a) L1 and L2 misses per kilo-instruction (MPKI) (b) Percentage of CPU cycles spent for waiting for data.

6.3.4.B GPU benchmarks

When accessing global memory, abea and nn-base kernels were unable to achieve peak mem-

ory bandwidth due to strided or irregular data accesses. This is shown in Table 6.5.

The extent of irregularity of memory accesses in both GPU kernels is a direct artifact of the

type of computation performed. For nn-base, neural network model weights and inputs can be

loaded in several large accesses to memory at the start of computation. Since Bonito’s convolu-

tional neural network is comprised of many layers of separable convolutions, these matrix vector

multiplications are not too large and can be performed in shared memory. At the end, results are
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abea nn-base
Global Load Efficiency 25.5 % 70.3 %
Global Store Efficiency 68.5 % 100 %

Table 6.5: Proportion of GPU global memory bandwidth used.

written to global memory in contiguous transactions. For the abea kernel, however, there are

dependencies between consecutive diagonal bands of the dynamic programming matrix which are

computed. In order to calculate the matrix efficiently, the previous three rows (which the following

band computation is dependent on) are stored in shared memory. This leaves no room to cache

the reference’s k-mer current model and other frequently accessed data in shared memory. The re-

sulting accesses to global memory are performed with sub-optimal efficiency due to the decreased

spatial locality of data accesses.

6.3.5 Thread Scaling
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Figure 6.8: Thread scaling for different kernels in GenomicsBench.
Thread scaling for different kernels in GenomicsBench. Dotted red line shows the maximum speedup achievable on
the experimental system with 28 cores. Experiments were performed on a dual socket (14-core per socket Haswell
machine (Intel(R) Xeon(R) CPU E5-2697 v3 @ 2.60GHz, AVX2) with 35 MB LLC).

Figure 6.8 shows the thread scaling behavior of the multi-threaded versions of the irregu-

lar CPU benchmarks. All inputs to these benchmarks are grouped into independent tasks with

each task dynamically scheduled on a CPU thread using OpenMP. Almost all GenomicsBench

benchmarks benefit from coarse-grained task-level parallelism. It can be seen that most of the

benchmarks achieve perfect scaling (bsw, dbg, phmm and spoa), while fmi and chain achieve

near-perfect scaling. kmer-cnt uses close to the peak random access memory-bandwidth on our
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system and does not scale well with increasing number of threads, whereas pileup suffers from

random memory accesses.

6.3.6 Microarchitectural Bottleneck Analysis
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Figure 6.9: Microarchitectural bottleneck analysis.
Top-down microarchitectural bottleneck analysis of kernels (single thread).

Figure 6.9 shows the results of top-down analysis [179]. It can be seen that memory-bound

benchmarks like fmi and kmer-cnt spend 44.4% and 86.6% of their pipeline slots waiting for

data. For fmi, >80% of OCC table accesses lead to opening of a new DRAM page making the

accesses highly irregular. There is also little spatial or temporal locality in k-mer counting. Each

update to the k-mer count table results in a last-level cache miss leading to significant memory

latency-related stalls. Some of these stalls could potentially be mitigated by implementing software

prefetching [132], since the k-mers to be looked up are known in advance. Compute-intensive

benchmarks like bsw, chain and phmm spend >50% of their pipeline slots retiring instructions.

They are bottlenecked by backend core resources because of limited number of available ports

for scheduling vector and floating point instructions. grm performs CPU-friendly dense matrix
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multiplication and makes best use of available CPU pipeline slots (87.70% retiring). The memory-

related stalls in spoa and pileup result from cache misses during incremental update of the

partial-order alignment graph and random accesses to the read alignment records respectively.

6.4 Summary

In this chapter, we discuss the GenomicsBench benchmark suite, containing 12 computationally in-

tensive genomics kernels drawn from popular bioinformatics software tools. We perform detailed

instruction level and microarchitectural analyses on these kernels to expose their performance bot-

tlenecks. We also observe that the irregular data-parallelism in these benchmarks cannot be easily

exploited by commodity hardware. GenomicsBench is open sourced to the broader research com-

munity and is available at https://github.com/arun-sub/genomicsbench.
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CHAPTER 7

Conclusion

We are dealing with and producing unstructured data at an unprecedented scale today in forms such

as social media posts, system logs, network packets, genome sequence data, emails and news arti-

cles. There is also increased demand for real-time analyses and prediction from unstructured data

(e.g., deep packet inspection at 10-100 Gbps line rates). All these necessitate fast and efficient pat-

tern matching approaches that can scan incoming data for interesting patterns. Conventional CPUs

and GPUs, however perform poorly on pattern matching tasks that are typically characterized by

irregular memory accesses and input-dependent control flow. In this dissertation, we presented

several software techniques and hardware acceleration approaches to overcome the limitations of

general-purpose processing for pattern matching workloads.

First, we leverage the massive bit-level parallellism of in-memory hardware accelerators to

demonstrate enumerative parallelization of finite state automata (FSA) on Micron’s Automata Pro-

cessor (AP). Finite state automata are the widely used computational model for pattern matching.

Next, building on the success of in-memory hardware accelerators for automata processing, we

demonstrate that last-level SRAM-based caches of general purpose processors can be repurposed

for efficient automata processing and propose the Cache Automaton architecture. We then de-

scribe two pattern matching applications in genomics, a large source of unstructured data. We

present two hardware-software co-design efforts to accelerate exact string matching and approx-

imate string matching in the computationally intensive read alignment step. Having identified

that memory bandwidth is the bottleneck for the exact string matching, we design the Enumer-
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ated Radix Trees (ERT) data structure that trades off memory space for memory bandwidth. We

also design custom hardware to accelerate ERT traversal. The proposed accelerator leverages fine-

grained context switching to saturate memory bandwidth. For approximate string matching, we

design a string-independent hardware-friendly automata, Silla and the hardware accelerator SillaX

that is customized for matching genomics data by supporting features such as affine gap scoring

and traceback. Together, these two accelerators can either be deployed remotely (e.g., Amazon

F1 cloud) enabling wider adoption, or be directly integrated into sequencing machines to enable

real-time whole genome sequencing analysis.

Finally, we present the GenomicsBench benchmark suite to characterize the computational re-

quirements of common pattern matching tasks in different genomics pipelines. GenomicsBench

contains 12 computationally intensive genomics kernels drawn from popular bioinformatics soft-

ware tools. We perform detailed instruction level and microarchitectural analyses on these kernels

to expose their performance bottlenecks. We observe that the irregular data-parallelism in these

benchmarks cannot be easily exploited by commodity hardware, motivating the need for newer

architectures to exploit irregular data-parallelism, or newer vectorization friendly algorithms for

these computational tasks. GenomicsBench is under active development and is open sourced to

the broader research community.
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genome assembly from long uncorrected reads. Genome research, 27(5):737–746, 2017.

[165] Md Vasimuddin, Sanchit Misra, and Srinivas Aluru. Identification of significant compu-
tational building blocks through comprehensive investigation of NGS secondary analysis
methods. [Preprint] bioRXiv, April 2018.

[166] Jack Wadden, Vinh Dang, Nathan Brunelle, Tommy Tracy II, Deyuan Guo, Elaheh Sadre-
dini, Ke Wang, Chunkun Bo, Gabriel Robins, Mircea Stan, and Kevin Skadron. Anmlzoo:
a benchmark suite for exploring bottlenecks in automata processing engines and architec-
tures. In 2016 IEEE International Symposium on Workload Characterization, IISWC 2016,
Providence, RI, USA, September 25-27, 2016, pages 105–166, 2016.

168



[167] Ke Wang, Kevin Angstadt, Chunkun Bo, Nathan Brunelle, Elaheh Sadredini, Tommy Tracy
II, Jack Wadden, Mircea R. Stan, and Kevin Skadron. An overview of micron’s automata
processor. In Proceedings of the Eleventh IEEE/ACM/IFIP International Conference on
Hardware/Software Codesign and System Synthesis, CODES 2016, Pittsburgh, Pennsylva-
nia, USA, October 1-7, 2016, pages 14:1–14:3, 2016.

[168] Ke Wang, Yanjun Qi, Jeffrey J Fox, Mircea R Stan, and Kevin Skadron. Association rule
mining with the micron automata processor. In Parallel and Distributed Processing Sympo-
sium (IPDPS), 2015 IEEE International, pages 689–699. IEEE, 2015.

[169] Ke Wang, Elaheh Sadredini, and Kevin Skadron. Sequential pattern mining with the micron
automata processor. In Proceedings of the ACM International Conference on Computing
Frontiers, pages 135–144. ACM, 2016.

[170] Qiong Wang, Mohamed El-Hadedy, Ke Wang, and Kevin Skadron. Accelerating weeder: A
dna motif search tool using the micron automata processor. 2016.

[171] Yuanrong Wang, Xueqi Li, Dawei Zang, Guangming Tan, and Ninghui Sun. Accelerating
fm-index search for genomic data processing. In Proceedings of the 47th International
Conference on Parallel Processing, ICPP 2018, pages 65:1–65:12, New York, NY, USA,
2018. ACM.

[172] Zhen-Gang Wang, Johann Elbaz, Françoise Remacle, RD Levine, and Itamar Willner. All-
dna finite-state automata with finite memory. Proceedings of the National Academy of Sci-
ences, 107(51):21996–22001, 2010.

[173] Bruce W Watson. Practical optimizations for automata. In International Workshop on
Implementing Automata, pages 232–240. Springer, 1997.

[174] Jason L Weirather, Mariateresa de Cesare, Yunhao Wang, Paolo Piazza, Vittorio Sebastiano,
Xiu-Jie Wang, David Buck, and Kin Fai Au. Comprehensive comparison of pacific bio-
sciences and oxford nanopore technologies and their applications to transcriptome analysis.
F1000Research, 6, 2017.

[175] Ryan R Wick, Louise M Judd, and Kathryn E Holt. Performance of neural network base-
calling tools for oxford nanopore sequencing. Genome Biology, 20(1):129, 2019.

[176] Hongyi Xin, Donghyuk Lee, Farhad Hormozdiari, Samihan Yedkar, Onur Mutlu, and Can
Alkan. Accelerating read mapping with fasthash. In BMC genomics, volume 14, page S13.
BioMed Central, 2013.

[177] Hongyi Xin, Sunny Nahar, Richard Zhu, John Emmons, Gennady Pekhimenko, Carl Kings-
ford, Can Alkan, and Onur Mutlu. Optimal seed solver: optimizing seed selection in read
mapping. Bioinformatics, 32(11):1632–1642, 2015.

[178] Yi-Hua E Yang and Viktor K Prasanna. Optimizing regular expression matching with sr-nfa
on multi-core systems. In Parallel Architectures and Compilation Techniques (PACT), 2011
International Conference on, pages 424–433. IEEE, 2011.

169



[179] Ahmad Yasin. A top-down method for performance analysis and counters architecture.
In 2014 IEEE International Symposium on Performance Analysis of Systems and Software
(ISPASS), pages 35–44. IEEE, 2014.
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