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Abstract

Engineers, facing increasingly complex problems, need to understand the

technical and contextual aspects of their work to develop effective solutions.

Assessments of comprehensive systems thinking skills are needed to support

the development of these skills and to inform professional placement. Thus,

our study investigated current systems thinking assessments in engineering by

systematically reviewing existing assessments. We analyzed which systems

thinking skills were emphasized, how they were evaluated, how data were

collected and in what content areas assessments were based. The results

revealed a range of assessments, in terms of type, format, and content area, but

a lack of assessments that equally prioritized accounting for technical and con-

textual considerations. This overview of assessments can be used by employers

and educators to select assessments appropriate for their contexts and goals.

Overall, this study demonstrates a need for comprehensive systems thinking

assessments that evaluate performance.
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1 | INTRODUCTION

In an increasingly complex world, where sociotechnical
systems have been recognized as the “environment of our
lives” (Strijbos, 2003), we face a number of grand chal-
lenges that will have impacts on our society globally
(Mote et al., 2016). The National Academy of Engineer-
ing's 14 Grand Challenges for Engineering (National
Academy of Engineering, 2020) necessitate the need for
expertise and input across disciplines and professions
because these challenges are “engineering system
problems” (emphasis original) (Mote et al., 2016).

Problem complexity, and similarly system complexity, is
influenced by the number of variables involved, how
connected the variables are, the types of functional
relationships between variables and how stable these
different aspects are with respect to time (Funke, 1991;
Rousseau, 2019). Many of the complex problems encoun-
tered in professional practice are also ill structured,
where judgments must be made about what is or is not
part of the problem and the hierarchy of criteria used to
evaluate solutions; consequently, there may be many,
one, or no solution(s) to the problem as it is constituted
(Jonassen, 2000). Problems that sit at this intersection of
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being both complex and ill structured include wicked
problems (Rittel & Webber, 1973) and some design
problems (Jonassen, 2000).

Interventions that attempt to address or resolve these
complex problems risk being ineffective or even harmful
if relevant technical and contextual aspects of a problem
are not considered or are ignored (Grotzer, 2012).
Employers, policy makers, and scholars alike recognize
the need for engineers who can integrate connections
between technical aspects of their work, as well as, the
larger context in which their work is situated and call for
education and training to prepare engineers to better
account for this complexity (Hayden et al., 2011; National
Academy of Engineering, 2004; Rebovich, 2006). The call
for educational interventions must go hand-in-hand with
the development of ways to assess the success of such
interventions. Assessments that can evaluate the extent
to which skills are taught, valued, and developed are thus
a necessary component to address this call. Assessments
provide evidence and understanding of skill development
(Crawley et al., 2014; Wiliam, 2011) and should inform
the development of training and curriculum materials
(Wiggins & McTighe, 2005). Specific to systems thinking,
some researchers have also argued for the importance of
assessments in effectively evaluating professional compe-
tence and fit (Castelle & Jaradat, 2016; Frank, 2010).

Some fields refer to the skill of integrating connec-
tions between technical and contextual aspects of their
work into decision making as systems thinking
(ST) (Hogan & Weathers, 2003; Trochim et al., 2006), and
we conceptualize systems thinking as an essential skillset
in addressing complex problems. In engineering, systems
thinking research has often emphasized recognition of
the constituent elements of an immediate problem
(e.g., Bahill & Gissing, 1998; Frank & Elata, 2005;
Senge, 1990) but frequently underplays the range of con-
textual factors that interact with the problem. Several
recent studies have recognized the importance of inte-
grating context into engineering solutions but have not
explicitly tied contextual competence to systems thinking
(Kilgore et al., 2007; Palmer et al., 2011; Ro et al., 2015).
Systems thinking is related to other competencies, abili-
ties and frameworks, including interdisciplinary compe-
tence (Lattuca et al., 2017), socio-technical thinking
(Mazzurco & Daniel, 2020) and the holistic contextual
framework for design (Aranda-Jan et al., 2016). Interdis-
ciplinary competence is a multidimensional concept that
includes students' ability to synthesis within-discipline
information, beliefs regarding the nature of engineering
problems, and valuation of interdisciplinary work
(Lattuca et al., 2017). Socio-technical thinking is “the
ability to integrate social and technical dimensions in
solving a design problem” (Mazzurco & Daniel, 2020).

The holistic contextual framework aims to aid designers
in understanding contextual factors when working
in low-resource settings (Aranda-Jan et al., 2016). While
systems thinking often necessitates drawing on
various aspects of these competencies and abilities
(e.g., including contextual factors and working across dis-
ciplines while problem solving), and can benefit from
existing assessments and frameworks of related compe-
tencies, systems thinking differentiates itself with its
attention to and concern with complexity, particularly
the interconnectedness of various aspects of a problem.

How people think about systems varies by their onto-
logical and epistemological perspectives. One distinction
in the way systems thinkers understand systems is the
“hard” system stance, where the world is made up of
determinate systems, versus the “soft” system stance,
where systems thinkers perceive the world as complex
and although they cannot know what this complexity is,
that is, it is indeterminate, they can think about it as a
system (Checkland, 1983, 2000). Rather than engaging in
the debate on the nature of systems or reality more
broadly, for the purposes of this paper, we hold a
pragmatic position, where systems thinking is helpful in
solving complex problems because it foregrounds an
awareness of relationships and trade-offs. We do not take
into consideration if those systems are framed as existing
or require interpretation as a system.

Recognizing the importance of both technical and
contextual factors in engineering work, we advance a
definition of comprehensive systems thinking as a holistic
approach to problem solving in which connections and
interactions between constituent parts and the immediate
work, stakeholder needs, broader contextual aspects
(e.g., social and environmental) and potential impacts
over time are identified and integrated into decision
making (Mosyjowski et al., 2019, 2020). This definition is
informed by literature that describes elements of systems
thinking, such as relationships between components,
stakeholder needs, social and environmental contexts,
and temporal dimensions (Bahill & Gissing, 1998;
Frank, 2000; Frank & Elata, 2005; Grohs, 2015; Hogan &
Weathers, 2003; Senge, 1990). From the perspective of
comprehensive systems thinking, we acknowledge the
challenges related to decomposing complexity and
the trade-offs that arise in this process. However, we
believe it advantageous to make explicit the aspects of a
problem that engineers attend too, particularly as contex-
tual aspects are often overlooked.

In this study, we analyzed existing systems thinking
assessments in engineering to provide an overview of
available assessments. We focused on what dimensions
of systems thinking were evaluated, how they were evalu-
ated, how data were collected, and the content area
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within which the assessments were based. The outcomes
of this work can guide assessment selection and inform
future assessments.

2 | BACKGROUND LITERATURE

Across disciplines, there are many different definitions of
systems thinking, as well as numerous lists of systems
thinking skills (Booth Sweeney & Sterman, 2000;
Kordova & Frank, 2018; Rehmann et al., 2011; Tomko
et al., 2017). One commonly cited definition describes
systems thinking as “a discipline for seeing wholes. It is a
framework for seeing interrelationships rather than
things, for seeing patterns of change rather than static
‘snapshots.’ It is a set of general principles … It is also a
set of specific tools and techniques” (Senge, 1990, p. 68).
Such general foundational definitions, combined with the
development of systems thinking in several disciplines,
had led to a proliferation of varying definitions of systems
thinking. It is not within the scope of this paper to review
the history and development of systems thinking frame-
works and definitions. However, in the context of
reviewing systems thinking assessments in engineering, it
is important to recognize that there are several aspects of
systems thinking that frequently appear in engineering.
These aspects include the ideas of holism, “focused on
the whole, interested more in the big picture” (Castelle &
Jaradat, 2016), identifying and analyzing relationships
between components, and recognizing changes over time.
These aspects are frequently focused around the constitu-
ent parts of an engineering problem (e.g., Bahill &
Gissing, 1998; Frank & Elata, 2005; Senge, 1990), rather
than recognizing and incorporating the broader context
in which the constituent parts are embedded. We use
comprehensive systems thinking to push for consideration
of various stakeholders and broader contextual aspects in
addition to the constituent elements of the immediate
problem. This work recognizes that how a scholar defines
systems thinking guides their operationalization of these
skills and can vary from one scholar to another.

The field of engineering makes a distinction between
systems thinking as a skillset and systems engineering
as a systems development approach (Monat &
Gannon, 2018). Though our focus is on systems thinking
as a skillset, conversations within systems engineering
echo common challenges of addressing problems con-
cerning sociotechnical systems. Similar to patterns in sys-
tems thinking research within engineering, systems
engineering has struggled with trying to separate a
system from its context, for example, its social context
(Kroes et al., 2006). One proposed solution in systems
engineering is the expansion of the system's boundaries

to include elements such as human agents when working
with socio-technical systems (Kroes et al., 2006). Other
calls for a broader conceptualization of systems maintain
the distinction between the “internal workings of a
system” and “external factors” and characterize complex-
ity as ranging from “internal complexity” to “external
complexity,” noting that as the world's complexity
increases engineers will need to deal with problems that
have both internal and external complexity more and
more frequently (Rousseau, 2019).

Recognition of this complexity is reflected in our defi-
nition of comprehensive systems thinking that we used to
guide our review of systems thinking assessments. This
review's focus on assessments stems from best practices
in curriculum development that call for educators to
“operationalize our goals or standards in terms of assess-
ment evidence as we begin to plan a unit or course,”
(emphasis original) (Wiggins & McTighe, 2005, p. 8). It is
this practice of “backward design” that encourages educa-
tors to “think like an assessor” before starting to develop
lessons (Wiggins & McTighe, 2005, p. 12). Therefore, the
availability of systems thinking assessments, the ease of
their implementation, and the aspects of systems thinking
they operationalize can all impact what knowledge and
skills are covered in a course. In this way, assessments
signal what content is most valued in a particular context
and are essential in supporting and measuring the devel-
opment of key skills (Crawley et al., 2014; Wiliam, 2011),
including systems thinking. Thus, the focus of our sys-
tematic literature review (SLR) was on systems thinking
assessments rather than systems thinking definitions,
because of the practical and more immediate implications
of understanding which aspects of systems thinking have
been and are being assessed in engineering.

3 | METHOD

This systematic literature review (SLR) characterized the
current state of systems thinking assessments in engi-
neering. Our systematic approach—sometimes called sys-
tematic mapping (Gough et al., 2012)—was informed by
best practices for SLRs, such as clearly defining the scope,
strictly adhering to exclusion and inclusion criteria,
detailing the screening process, and summarizing impor-
tant details of included literature (Borrego et al., 2015;
Gough et al., 2012).

3.1 | Purpose

The purpose of this SLR was to map the landscape of
existing systems thinking assessments across engineering
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disciplines to identify similarities and differences, includ-
ing their approaches, structure, substance, focus and how
systems thinking is represented, either implicitly or
explicitly, within them. We did not characterize assess-
ment development processes nor assess outcomes associ-
ated with each assessment.

The SLR was guided by the following research
questions:

1. What assessments of systems thinking exist in
engineering?

2. What are the different approaches to assessing
systems thinking?

3. What do these existing systems thinking assessments
represent about how systems thinking is defined?

3.2 | Searching the literature

The SLR began with six papers on systems thinking
assessments (Castelle & Jaradat, 2016; Grohs et al., 2018;
Jaradat, 2014; Kordova & Frank, 2018; Rehmann
et al., 2011; Vanasupa et al., 2008), all of which studied
postsecondary engineering students, that our research
team had previously used in our systems thinking
research. These papers informed our SLR search, which
consisted of two main decisions: database selection and
search string development of keyword, timing and field
selection. Guided by a librarian, we considered four data-
bases (Web of Science, SCOPUS, ERIC, and Engineering
Village) with the intent of determining how to best focus
our search while identifying relevant papers within engi-
neering across a range of educational and professional
engineering contexts. We chose the databases Web of Sci-
ence and SCOPUS under the assumption that the search
results from Web of Science were likely to cover both the
results in ERIC and Engineering Village, while having a
smaller, and possibly different, breadth of results than
SCOPUS. The six assessments we previously identified
informed the keywords used in the search string, namely,
terms related to the word ‘assessment’. No restriction
was imposed on publication date and ultimately the
oldest assessment included was published in 2000.

The initial search on 7 January 2020 used the “Article
title, Abstract, Keywords” fields to find publications
related to systems thinking assessment and returned 1826
documents. To better identify papers in which systems
thinking assessment was foregrounded, we modified the
search on the same day to restrict results to article title
only, reducing the number of results in SCOPUS from
1826 to 88 articles. Eighty-five of these SCOPUS results
were new additions to the search and Web of Science
results contributed an additional three novel papers. Both

searches were also defined to include papers that men-
tioned “engineering” or “engineers” in any of the fields,
in order to find the broadest collection of assessments
with connections to engineering. Thus, this search string
was as follows:

Article title: "systems thinking" AND (assess*

OR measur* OR eval* OR instru* OR metr* OR analy*)

AND All fields: engineering OR engineers

A refresh of the above search in the same databases
was conducted on 15 March 2020 to check for publica-
tions added to the databases since January. Additionally,
the keywords were expanded in this search to include
analogies to “assessment,” including typolog*, inventor*,
scale*, test*, and rubric. By refreshing the original search
and broadening the search criteria, an additional 14 arti-
cles were identified, bringing the total number of unique
papers through these searches to 102. A refresh of the
broadened search was conducted on 27 February 2021
that identified an additional 21 articles, bringing the total
number of unique papers from these searches to 123.
While there may be additional publications or other
forms of information on the research covered in the
database search results, we evaluated studies solely on
the information provided in the papers appearing in the
database search results. One additional paper (Booth
Sweeney & Sterman, 2000) did not appear in any of the
database searches but was added to the review because it
was frequently referenced by other papers that met the
other inclusion criteria for the SLR. This additional paper
combined with the 123 identified in the database
searches and the original six known assessments brought
the total number of papers for review to 130.

3.3 | Two-stage screening process

The 130 papers were screened (see Figure 1 for a sum-
mary of the search and screening processes) to include
only those that were available online, available in English
and provided sufficient information on the systems
thinking assessment to enable us to address our research
questions, specifically by describing an approach to
assessing systems thinking in detail. We relied on
authors' identification of their work as a means to mea-
sure or assess systems thinking regardless of how they
characterized systems thinking. Papers that did not
include presentation of a systems thinking assessment
were excluded (e.g., Plack et al., 2018; York &
Orgill, 2020). We also eliminated book excerpts and our
own publications but kept peer-reviewed conference
papers/journal articles and dissertations. In order to
maintain strict inclusion and exclusion criteria, all
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articles that showed up in the search and were not
screened out were still included even if upon reading the
article, it was evident that the primary audience was not
engineering students or practitioners.

Following these inclusion and exclusion criteria,
the papers were first screened by reviewing their Titles
and Abstracts (if available). Those screened using title
only were removed only if it was clear from the title
that the paper was outside the scope of the review.
Ninety-five papers failed to meet the screening criteria
and were removed during this first screening; the full
texts of the remaining 35 papers were then retrieved
and reviewed for the second screening. The second
screening resulted in removing an additional five
papers. A total of 30 papers, and 27 unique assess-
ments, met the inclusion criteria for this SLR. Several
papers discussed the same assessment and a few other
papers discussed more than one assessment, leading to
the discrepancy between the number of papers and
assessments.

3.4 | Thematic analysis

The final 30 papers were analyzed according to driving
questions developed a priori that aligned with the

research questions (see Table 1). For some of the analysis
categories, the types of results were readily apparent
(e.g., the category “education level targeted” included
Professionals, Postsecondary, High School and Pre-High
School). For other categories (e.g., assessment type), an
inductive analysis approach was used, where papers were
grouped based on commonalities and differences in the
particular analysis category and then named and
described. The justifications used to support these group-
ings were iteratively refined until common themes were
developed across the assessments. During this iterative
process, additional analysis categories were added to
further detail existing assessments, including evaluation
criteria.

4 | FINDINGS

4.1 | Existing systems thinking
assessments

The 27 distinct systems thinking assessments (listed in
Table 2 with their sources) were named as follows: (a) if
the assessment was named in the source article(s), that
name was used; (b) if a name was not provided, the
authors' names were used to identify the assessment; and

FIGURE 1 Systematic literature review (SLR) search process,

screening process and results

TABLE 1 Summary of analysis categories

Research
question Driving question Analysis category

1 What are the existing
systems thinking
assessments in
engineering?

What populations are
these assessments
targeting?

• Assessment
name (AP)

• Education level
targeted (AP)

2 How are these
assessments measuring
systems thinking?

What is the format of
these assessments?

• Assessment type
(AP)

• Assessment
format (AP)

• Assessment
content area (E)

3 How is systems thinking
(ST) defined in the
assessment's paper?

What dimensions of ST
are assessed/
foregrounded?

• ST definition
(AP)

• Dimensions of ST
(AP)

• Evaluation
criteria (E)

Note: ‘AP’ means the category was developed a priori, while ‘E’ indicates
that a category emerged during the iterative analysis.
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(c) if the same authors discussed more than one assess-
ment, we added the labels “A” and “B” alongside the
authors' names.

4.1.1 | Education levels and disciplines
targeted by systems thinking assessments

The assessments described a variety of education levels
and disciplines for which they were implemented in the
papers we reviewed, as shown in Table 3. Education
levels and disciplines are those of the majority of partici-
pants described in these assessments' source paper(s).
The disciplines that were described in the papers we

reviewed do not necessarily reflect the full range of disci-
plines in which the assessments are potentially relevant.
Pre-high school and high school participant disciplines
were identified by the class or project context in which
students were assessed; postsecondary participant disci-
plines were identified by major, department or degree
program; and professional participant disciplines were
identified by job position. Sixteen of the 27 assessments
targeted professionals and/or postsecondary students in
engineering. Seven targeted postsecondary students not
in engineering, five targeted high school students, three
targeted pre-high school students and one targeted
an unspecified education level of organic chemistry
students.

TABLE 2 Name and source of the 27 unique assessments identified in this systematic literature review (SLR)

Assessment Source

Systems Thinking Assessment Rubric (STAR) Lavi et al. (2021) and Lavi et al. (2020)

Taylor, Calvo-Amodio, and Well's Assessment Taylor et al. (2020)

Bedir, Desai, Kulkarni, et al.'s Assessment Bedir et al. (2020)

Mystery Maps Benninghaus et al. (2019b)

Gray, Sterling, Aminpour, et al.'s Assessment Gray et al. (2019)

Jaradat, Hamilton, Dayarathna, et al.'s Assessment Jaradat et al. (2019)

Timofte and Popuş' Assessment Timofte and Popuş (2019)

Grohs, Kirk, Soledad, and Knight's Assessment Grohs et al. (2018)

Frank and Kordova's Assessment B Kordova and Frank (2018)

Engineering Systems Thinking Survey (ESTS) Degen et al. (2018)

Camelia, Ferris, and Cropley's Assessment Camelia and Ferris (2018) and Camelia et al. (2018)

Hu and Shealy's Assessment A Hu and Shealy (2018)

Hu and Shealy's Assessment B

Climate Change System Thinking Instrument (CCSTI) Meilinda et al. (2018)

Systems Assessment Test (SysTest) Tomko et al. (2017)

Hrin, Milenkovi�c, Segedinac, and Horvat's Assessment Hrin et al. (2017)

Jaradat and Castelle's Assessment Castelle and Jaradat (2016) and Jaradat (2014)

Frank and Kordova's Assessment A Frank (2007, 2009, 2010) and Frank and Kordova (2015)

Keynan, Ben-Zvi Assaraf, and Goldman's Assessment Keynan et al. (2014)

Brandstädter, Harms, and Großschedl's Assessment A Brandstädter et al. (2012)

Brandstädter, Harms, and Großschedl's Assessment B

Rehmann, Rover, Laingen, et al.'s Assessment Rehmann et al. (2011)

Hadgraft, Carew, Therese and Blundell's Assessment Hadgraft et al. (2008)

Vanasupa, Rogers, and Chen's Assessment Vanasupa et al. (2008)

Zoller and Scholz Example 2 Assessment
Zoller and Scholz Example 4 Assessment

Zoller and Scholz (2004)

Booth Sweeney and Sterman's Assessment Booth Sweeney and Sterman (2000)

Note: Assessments are listed from most recent publication to oldest based on the most recent publication date of each assessment's source paper(s).
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TABLE 3 Name, participant education level and discipline of the 27 unique assessments identified in this SLR

Assessment Education level Study participant discipline in source paper(s)

Systems Thinking Assessment Rubric (STAR) Professional Engineering

Postsecondary Engineering, Engineering and Management dual
degree

Taylor, Calvo-Amodio, and Well's Assessment High school Extracurricular science and math program

Pre-high school

Bedir, Desai, Kulkarni, et al.'s Assessment Postsecondary Arts and Sciences, Engineering and Applied Science

Mystery Maps High school Not Available

Gray, Sterling, Aminpour, et al.'s Assessment Postsecondary STEM and unspecified other majors

Jaradat, Hamilton, Dayarathna, et al.'s
Assessment

Postsecondary Engineering

Timofte and Popuş' Assessment Not Available Organic Chemistry

Grohs, Kirk, Soledad, and Knight's Assessment Postsecondary Engineering

Frank and Kordova's Assessment B Professional Engineering

Engineering Systems Thinking Survey (ESTS) Postsecondary Engineering

Camelia, Ferris, and Cropley's Assessment Postsecondary Engineering

Hu and Shealy's Assessment A Postsecondary Engineering

Hu and Shealy's Assessment B

Climate Change System Thinking Instrument
(CCSTI)

Postsecondary Biology Education, Physics Education and
Chemistry Education

Systems Assessment Test (SysTest) Postsecondary Engineering

Hrin, Milenkovi�c, Segedinac, and Horvat's
Assessment

High school Organic Chemistry

Jaradat and Castelle's Assessment Professionals Cyber security, Engineering, Management and
unspecified others

Frank and Kordova's Assessment A Professional Engineering

Postsecondary Engineering, Technology/Engineering Management

High school Not Available

Keynan, Ben-Zvi Assaraf, and Goldman's
Assessment

High school Extracurricular science program

Brandstädter, Harms, and Großschedl's
Assessment A

Pre-high school Science, Biology

Brandstädter, Harms, and Großschedl's
Assessment B

Rehmann, Rover, Laingen, et al.'s Assessment Postsecondary Engineering

Hadgraf, Carew, Therese, and Blundell's
Assessment

Postsecondary Engineering

Vanasupa, Rogers, and Chen's Assessment Postsecondary Engineering

Zoller and Scholz Example 2 Assessment Postsecondary Science and Science Education

Zoller and Scholz Example 4 Assessment Postsecondary Environmental Science

Booth Sweeney and Sterman's Assessment Postsecondary Management, Engineering and Management
dual degree

Note: Assessments are listed from most recent publication to oldest based the most recent publication date of each assessment's source paper(s).
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4.2 | Approaches to assessing systems
thinking

We characterized approaches to assessing systems
thinking according to (1) type, (2) format, and (3) content
area. Assessment type identified what was evaluated
and/or how evaluations were made. Assessment format
described how assessments were structured and are dis-
cussed in relation to assessment type. Assessment content
area referred to the topic around which an assessment
was based. For example, Brandstädter, Harms, and
Großschedl's Assessments (Brandstädter et al., 2012) A
and B were both based around the topic of blue mussels.
Table 4 shows assessment format and content area
by type.

4.2.1 | Systems thinking assessment types

Across the 27 assessments in this SLR, our inductive
analysis resulted in four types of assessments: (1) behavior
based, (2) preference based, (3) self-reported, and (4) cog-
nitive activation. The majority of assessments were
behavior based or preference based.

Behavior based
Nineteen assessments focused on knowledge or skill(s)
based on performance on a specific task, such as drawing
or answering open-ended, fill-in-the-blank or multiple-
choice questions. For example, the Systems Thinking
Assessment Rubric (STAR) had teams create conceptual
models of a selected system and these models were then
scored based on how fully they communicated an under-
standing of each of nine attributes, with one such attri-
bute being the complexity levels of the model (Lavi
et al., 2020, 2021).

Preference based
Five assessments characterized values, interest, attitude
and/or aptitude. For example, Jaradat and Castelle's
Assessment included the creation of a systems thinking
profile that “established individuals' predisposition to
adapt a systemic perspective” based on their responses
to 39 questions linked to a given scenario (Castelle &
Jaradat, 2016, p. 83). Jaradat, Hamilton, Dayarathna,
et al.'s Assessment used a virtual reality (VR) gaming for-
mat to map participant choices in the game to a subset of
questionnaire selections in Jaradat and Castelle's Assess-
ment (Jaradat et al., 2019).

Self-reported
One of two self-reported assessments gauged engineering
systems thinking self-efficacy (Degen et al., 2018), while

the other asked how well an individual perceived they
had learned something (Hadgraft et al., 2008). The unify-
ing characteristic of this category was that these assess-
ments relied on the individual, rather than an outsider,
to make the evaluation. For example, Hadgraft, Carew,
Therese and Blundell's Assessment provided students
with a list of 14 systems thinking skills and asked them
to rate how well they had learned each of the skills
(Hadgraft et al., 2008).

Cognitive activation
One assessment, Hu and Shealy's Assessment B, used
neuroimaging to monitor brain activity. In this assess-
ment, participants wore a functional near-infrared spec-
troscopy (fNIRS) cap while concept mapping (Hu &
Shealy, 2018).

Assessment type not discernable
Zoller and Scholz Example 2 Assessment could not be
categorized. While Zoller and Scholz (2004) provided the
questionnaire, we could not determine if the goal of
the assessment was to examine knowledge or skill(s), as
in behavior-based assessments, or to characterize values,
interests and so on, as in preference-based assessments.

Another assessment, Engineering Systems Thinking
Survey, was categorized both as a self-reported and a
behavior-based assessment because it had two sections.
The first measured self-efficacy with Likert-scale ques-
tions, and the second measured knowledge and skills
with multiple-choice questions (Degen et al., 2018).

4.2.2 | Systems thinking assessment formats

Assessment format focused on how assessment data were
collected, that is, what the assessment looked like to
participants and how participants were evaluated
(e.g., multiple-choice questions or an oral exam). The for-
mat groups, which were not mutually exclusive, included
mapping, scenario, open-ended, oral, fill-in-the-blank,
multiple-choice, virutal reality, and fNIRS cap.

Mapping (M)
A “mapping format” included participant creation of
some visual representation that may have contained
words but did not consist exclusively of words. There
was variety in how much structure was provided
and how much the evaluators helped participants in
creating the map. For example, STAR was relatively
highly structured, as conceptual models were created
following Object-Process Methodology (OPM) (Lavi
et al., 2020, 2021). In Vanasupa, Rogers and Chen's
Assessment, the use of rich pictures was unstructured, as
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TABLE 4 Format and content area of assessments by assessment type

Assessment(s) name(s) Assessment format(s) Format group Assessment content area

Type: Behavior based

Systems Thinking Assessment
Rubric (STAR)

Conceptual models following
Object-Process Methodology
(OPM)

M, E “Freely available, consumer-
focused Web-based information
systems” (Lavi et al., 2020, p. 40);
“an authentic design problem”
(Lavi et al., 2021, p. 3)

Hu and Shealy's Assessment A Concept mapping while wearing
fNIRS cap

M, E “Sustainability topics about energy,
food, climate, and water” (sec.
Abstract)

Mystery Maps Mystery method combined with
influence diagrams

M, S “Water-intensive, export-oriented
tomato cultivation in Almería,
Spain” (p. 2)

Gray, Sterling, Aminpour, et al.'s
Assessment

Cognitive mapping, fuzzy cognitive
mapping and student essay

M, E Scientific and popular articles

Vanasupa, Rogers, and Chen's
Assessment

Rich pictures M, E “Successful” and “unsuccessful”
engineering student

Taylor, Calvo-Amodio, and Well's
Assessment

Scenario-based drawing (draw fish-
tank system)

M, S, E “You recently purchased a fish
tank. After two weeks, you notice
the water is turning green in
color” (p. 10)

Brandstädter, Harms, and
Großschedl's Assessment A

Concept mapping M, S, Ea “Development, enemies, living, and
feeding of eggs, larvae, young and
adult blue mussels” (p. 2151)

Keynan, Ben-Zvi Assaraf, and
Goldman's Assessment

Structured interviews (repertory
grid)

O “Local ecological system (Shezaf
Nature Reserve in the Arava
Valley)” (p. 93)

Timofte and Popuş' Assessment Systemic assessment questions
(SAQs)

M, F Organic chemistry functional group
manipulations

Hrin, Milenkovi�c, Segedinac, and
Horvat's Assessment

Systemic Synthesis Questions
[SSynQs]

M, F Organic chemistry

Booth Sweeney and Sterman's
Assessment

Graphs of expected behavior over
time

M, S, F Bath Tub/Cash Flow Tasks and
Manufacturing Case. See full text
for complete tasks.

Rehmann, Rover, Laingen, et al.'s
Assessment

Oral project presentations
(sophomore seminar)

M, O, E “Two of the projects dealt with
renewable energy, while the
others focused on safe roads,
sustainable agriculture,
protection from disasters, and
clean water” (sec. Observations –
Sophomore Seminar)

Zoller and Scholz Example 4
Assessment

4-h written exercise “that very
much resembles Example 2” and
a 20-min oral exam

O, E “Aquatic systems, terrestrial
systems, atmosphere, or human-
environment systems” (p. 34)

Grohs, Kirk, Soledad, and Knight's
Assessment

Community-level problem scenario S, E Heating expenses and heating use
in the Village of Abeesee. See full
text for a paragraph of the
scenario.

Systems Assessment Test (SysTest) Abstract problem statement S, E “Automated system for lawn debris
(such as tree leaves) collection.”
See full text p. 182 for the full
scenario.
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TABLE 4 (Continued)

Assessment(s) name(s) Assessment format(s) Format group Assessment content area

Type: Behavior based

Bedir, Desai, Kulkarni, et al.'s
Assessment

Five written response questions S,b E Systems engineering objectives and
metrics

Engineering Systems Thinking
Survey (ESTS)b

Second section: 12 sets of
contextual multiple-choice
questions

C Contextual questions—“provided
for context a product or system
that was thought to be familiar to
most engineering students, such
as a computer” (p. 3)

Climate Change System Thinking
Instrument (CCSTI)

37 multiple-choice questions S, C Climate change

Brandstädter, Harms, and
Großschedl's Assessment B

Procedural and structural system
thinking questionnaire

S, C Blue mussels

Type: Preference based

Frank and Kordova's Assessment A Interest inventory with 40 pairs of
statements

C Engineering workplace or “context
that high school and college
students could relate to” depending
on participant's education level
(Frank, 2010, p. 171)

Frank and Kordova's Assessment B Questionnaire with 40 items (13 of
the 19 that overlap with
Frank, 2010 are examining
“systems thinking capability”)

C Not available

Camelia, Ferris, and Cropley's
Assessment

Questionnaire with 16 items
(original 30 had about 60%
overlap with Frank and Kordova's
Assessment A)

C Camelia and Ferris (2018, p. 578) note
that Frank's (2010) instrument “was
modified to suit undergraduate
engineering students.”

Jaradat and Castelle's Assessment Instrument with 39 binary
questions

S, C “Large scale export management
company that ships a variety of
goods and services worldwide”
(Jaradat, 2014, p. 261)

Jaradat, Hamilton, Dayarathna,
et al.'s Assessment

Virtual reality (VR) gaming
scenario

S, V Retail store

Type: Self-reported

Engineering Systems Thinking
Survey (ESTS)c

First section: 37 Likert-scale
questions

C Likert-scale questions—not available

Hadgraft, Carew, Therese and
Blundell's Assessment

Survey instrument with six
questions

E, C “Lived experience of the individual”
(p. 2)

Type: Cognitive activation

Hu and Shealy's Assessment B Concept mapping while wearing
fNIRS cap

N “Sustainability topics about energy,
food, climate, and water”
(sec. Abstract)

Assessment type not discernable

Zoller and Scholz Example
2 Assessment

Scenario with seven open-ended
questions

S, E “Resources and energy” (p. 32)

Note: Format group key: M, mapping (terms defined in Appendix B); S, scenario; E, open-ended; O, oral; F, Fill-in-the-blank; C, multiple-choice; V, virtual
reality; N, fNIRS cap.
aBrandstädter, Harms, and Großschedl's Assessment A looked at “highly directed” and “nondirected” concept maps; only the maps created with the
nondirected method belong to the open-ended grouping (Brandstädter et al., 2012).
bBedir et al.'s (2020) assessment had one question that asks for a response “based on the scenario provided.”
cESTS is listed under two assessment types because it has two sections (Degen et al., 2018).
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the creation of the rich picture was left entirely to the
students (Vanasupa et al., 2008). In many of the assess-
ments, there was a mix of evaluator and participant
involvement in the process of mapping. In Brandstädter,
Harms, and Großschedl's Assessment A, various levels of
directedness in concept map creation were tested
(Brandstädter et al., 2012). We did not consider Keynan,
Ben-zvi Assaraf, and Goldman's Assessment a mapping
assessment because the Repertory Grid maps were
created by evaluators after collecting data from students
(Keynan et al., 2014). See Appendix A for information on
the Repertory Grid Technique. Terms from mapping
assessments (in Table 4) are defined in Appendix B.

Scenario (S)
While many assessments included some context, a
“scenario” assessment elaborated on many details within
a problem setting, including background information,
needs and/or constraints. For example, Brandstädter,
Harms, and Großschedl's Assessment A directed students
to create concept maps of the ‘development, enemies,
living, and feeding of eggs, larvae, young and adult blue
mussels’ (Brandstädter et al., 2012, p. 2151). Another
example of a scenario was Taylor, Calvo-Amodio, and
Well's Assessment, where they asked students to draw
fish-tank systems for the problem: “You recently
purchased a fish tank. After two weeks, you notice the
water is turning green in color” (Taylor et al., 2020,
p. 10). Conversely, Hu and Shealy's Assessment A was
not characterized as a scenario assessment, because while
students were asked to draw concept maps on topics
related to sustainability, the paper did not indicate that
students were given a particular prompt to respond to
(Hu & Shealy, 2018).

Open-ended (E)
Open-ended assessments did not ask to students to draw
from prepopulated language or responses. Some of the
assessments in this category indicated a particular
medium in which the response should be delivered
(e.g., a concept map or an oral presentation). While all
open-ended assessments inherently allowed an unantici-
pated amount of variation in responses, there was a range
of how much scaffolding was provided for responses. For
example, in Systems Assessment Test (SysTest), students
were directed to “Read the following customer needs
statement and then describe the system as best as possi-
ble using technique(s) you have learned” (Tomko
et al., 2017, p. 182), whereas in Grohs, Kirk, Soledad, and
Knight's Assessment, there were multiple prompts
designed to operationalize a number of systems thinking
constructs, including problem identification and informa-
tion needs (Grohs et al., 2018). In Brandstädter, Harms,

and Großschedl's Assessment A, which included three
different variations of concept mapping, only the
“nondirected” variation was considered open-ended
(Brandstädter et al., 2012). Keynan, Ben-Zvi Assaraf, and
Goldman's Assessment was not considered open-ended
because participants were provided with 15 elements,
which were terms related to the Shezaf ecosystem (see
Appendix A for more general element meaning), and
asked to examine three elements by specifying how two
elements are similar to each other and yet are different
from the third element (Keynan et al., 2014).

Oral (O)
The “oral format” asked participants to verbally describe
their thoughts. For example, in Rehmann, Rover,
Laingen, et al.'s Assessment, one aspect of evaluation of a
scholars program included oral presentations which were
scored on the basis of technical content and presentation
details (Rehmann et al., 2011).

Fill-in-the-blank (F)
In three assessments, participants were provided a partial
diagram (Hrin et al., 2017; Timofte & Popuş, 2019) or
graph (Booth Sweeney & Sterman, 2000) and asked to fill
in elements that were blank or not drawn. For example,
the assessments by Timofte and Popuş (2019) and Hrin
et al. (2017), which used systemic assessment questions
(see Appendix B), provided a diagram to be filled
in. These assessments were categorized as both mapping
and fill-in-the-blank.

Multiple-choice (C)
Assessments that had a multiple-choice format utilized
questions with several, predefined answers. While the
multiple-choice format spanned across three assessment
types, there were key differences between the multiple-
choice questions used in preference-based versus
behavior-based assessments. All of the preference-based
assessments had a multiple-choice format except for
Jaradat, Hamilton, Dayarathna, et al.'s Assessment,
which was a VR game (Jaradat et al., 2019). The
multiple-choice questions in preference-based assess-
ments were used to determine a value judgement either
by having participants indicate their agreement with one
of two statements (Castelle & Jaradat, 2016; Frank, 2007,
2009, 2010; Frank & Kordova, 2015; Jaradat, 2014) or the
extent to which a statement aligned with their personal
values on a set scale (Camelia et al., 2018; Camelia &
Ferris, 2018; Kordova & Frank, 2018). In the behavior-
based assessments, individuals were asked to select from
multiple statements to determine actual knowledge or
skill. The Climate Change System Thinking Instrument
(CCSTI), a behavior-based assessment, was considered
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part of the scenario and multiple-choice grouping
because the multiple-choice questions provided back-
ground information and needs (Meilinda et al., 2018).

Virtual reality (V)
One assessment, by Jaradat et al. (2019, sec. Abstract), used
a virtual reality (VR) gaming scenario to measure “how
students react to situations and manage uncertainty.” Par-
ticipants wore a VR headset and used touch controllers to
complete retail store tasks in an immersive setting.

fNIRS cap (N)
One assessment, Hu and Shealy's Assessment B, had par-
ticipants wear a functional near-infrared spectroscopy
(fNIRS) cap to measure global efficiency of connectivity
while the participants were concept mapping (Hu &
Shealy, 2018).

The format groups were not intended to be mutually
exclusive, and 20 of the 27 assessments were assigned two
or more groups. Most of the behavior-based assessments
were assigned to the mapping group (11 of 19). Two format
groups, scenario and multiple-choice, spanned two assess-
ment types, while the multiple-choice format group
crossed three assessment types. The self-reported, cognitive
activation and “not discernable” assessment types used the
multiple-choice, open-ended and fNIRS cap formats.

4.2.3 | Content area of systems thinking
assessments

Ten of the 27 assessments utilized environmental topics
ranging from sustainability to resource and energy use to
ecology (Benninghaus et al., 2019b; Brandstädter
et al., 2012; Hu & Shealy, 2018; Keynan et al., 2014;
Meilinda et al., 2018; Rehmann et al., 2011; Zoller &
Scholz, 2004). No other contexts frequently occurred;
rather, there was a wide variety of content areas, such as
information systems (Lavi et al., 2020), an export
management company (Jaradat, 2014), and heating
expenses in a village (Grohs et al., 2018).

4.3 | Assessment insights regarding
systems thinking definitions

We also analyzed how assessment authors defined sys-
tems thinking, either explicitly or implicitly, and which
aspects of systems thinking they foregrounded in their
assessments. Definitions of systems thinking signal
aspects of systems valued in the field. Within education,
assessments can be used to promote learning outcomes
(Crawley et al., 2014), determine if learning outcomes are

achieved (Crawley et al., 2014; Wiliam, 2011), and inform
course design (Wiggins & McTighe, 2005). Within
industry, systems thinking assessments guide identifying,
placing, and developing professionals (Castelle &
Jaradat, 2016; Frank, 2010) and creating training pro-
grams (Frank & Kordova, 2015).

We included definitions of both “systems thinking” and
“system thinking” because of the prevalent use of the two
terms. For example, in the STAR assessment (Lavi
et al., 2020, 2021), one of the assessment's source paper's
definition of “systems thinking” included a reference to a
system architecture text (Lavi et al., 2020, p. 40) that used
“system thinking” and defined it as “thinking about a …
problem explicitly as a system,” (Crawley et al., 2016, p. 8).
The source papers for Jaradat and Castelle's Assessment
(Castelle & Jaradat, 2016; Jaradat, 2014), Jaradat, Hamilton,
Dayarathna, et al.'s Assessment (Jaradat et al., 2019) and
Keynan, Ben-Zvi Assaraf, and Goldman's Assessment
(Keynan et al., 2014) used both “systems thinking” and “sys-
tem thinking”. Three assessments (Brandstädter et al., 2012;
Meilinda et al., 2018; Zoller & Scholz, 2004) only used “sys-
tem thinking” with two (Brandstädter et al., 2012; Meilinda
et al., 2018) including references on “systems thinking”.

We examined how systems thinking was defined, if at
all, in each assessment's source paper(s) from two perspec-
tives: how the author's defined systems thinking in the
paper(s) and what aspects of systems thinking were
emphasized in the assessment's rubric. We divided the
assessments into three mutually exclusive groups based on
the availability of their evaluation criteria and the depth
with which dimensions of systems thinking (ST) were
assessed. Tables 5–7 summarize the definitions and dimen-
sions of systems thinking across these three groups. Group
1 contained nine assessments that did not provide specific
evaluation criteria. Group 2 contained five assessments
that, at a high level, covered a wide range of systems
thinking skills, while Group 3 consisted of 13 assessments
that, at a more detailed level, typically covered fewer sys-
tems thinking skills in comparison to Group 2.

4.3.1 | Definitions of systems thinking

Several definitions emphasized holism, including taking
a big picture view (Frank, 2010), having a holistic under-
standing (Jaradat, 2014; Lavi et al., 2020) and seeing the
whole (Kordova & Frank, 2018; Vanasupa et al., 2008).
Common themes also included focusing on system ele-
ments, which generally referred to aspects of a system's
identity or what composed the system (e.g., system
parts or physical or informational objects) and the
relationships between system elements (Benninghaus
et al., 2019b; Brandstädter et al., 2012; Gray et al., 2019;
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Lavi et al., 2020). Time-related or temporal consider-
ations were also seen across a few systems thinking defi-
nitions (Booth Sweeney & Sterman, 2000; Brandstädter
et al., 2012; Jaradat et al., 2019). Some definitions pres-
ented systems thinking at a more general level, including
as a higher-order cognitive skill (Zoller & Scholz, 2004),
as a metacognitive strategy (Grohs et al., 2018), or as the
characteristics of an individual demonstrated while
solving complex problems (Jaradat, 2014). The definitions

in Tables 5–7 were directly pulled from the source
paper(s) unless otherwise stated.

4.3.2 | Criteria foregrounded in systems
thinking assessments

Group 1 assessments are not discussed here because their
source papers lacked sufficient detail regarding

TABLE 5 Summary of Group 1 evaluation criteria, dimension of ST assessed and definitions of ST

Assessment Evaluation criteria
Dimensions of ST
assessed Systems thinking (ST) definition

Bedir, Desai, Kulkarni,
et al.'s Assessment

Score of 0 (naïve level), 1
(apprentice level) or 2
(competent level)

Not available “Systems thinking begins with formulating
well-conceived objectives and metrics that
track how well those objectives are
achieved” (sec. Introduction)

Gray, Sterling, Aminpour,
et al.'s Assessment

Independent ranking by
faculty as high, medium, or
low ST; no formal criteria
provided to guide ranking

Not available “We then suggest four fundamental
dimensions of ST that provide a framework
for understanding degrees of ST, which
include evaluating student understanding
of: (1) system structure, (2) system
function, (3) identification and negotiation
of leverage points for change, and (4)
trade-off analysis” (p. 1)

Timofte and Popuş'
Assessment

Not available Not available Arnold and Wade (2017) defined ST as “the
ability to think holistically, to observe the
non-obvious connections between the parts
of the system, and to understand why parts
of a system act in the way they act.” (p.
253)

Frank and Kordova's
Assessment B

Participant rates extent of
agreement or disagreement
with items on a scale of 1–5;
responses are averaged for
relevant items

Not available “Systems thinking - a field that deals with
seeing the system as a whole and
examining the processes that occur within
it and its surrounding environment.” (p.
16).

Engineering Systems
Thinking Survey (ESTS)

Not available Not available Not available

ST and Systems Engineering (SE) skills
mentioned but no explicit definition of ST
presented.

Hu and Shealy's
Assessment B

“Global efficiency (E) of
connectivity was measured,
which describes the
cognitive effort to transfer
information between brain
regions.”

“Complexities and
comprehensiveness
of [ST]”

“Systems thinking is a necessary skill
towards solving complex civil engineering
problems with interconnected
environmental, social, and economic
inputs and outputs.” (sec. Abstract).

Vanasupa, Rogers and
Chen's Assessment

Not applicable Not applicable “Systems thinking requires seeing the whole”
(sec. Introduction).

Zoller and Scholz Example
2 Assessment

Zoller and Scholz Example
4 assessment

Not available

Not available

Not available

Not available

Not available
“Higher-order cognitive skills (HOCS)
Capability; i.e. question-asking, critical
system thinking, decision making and
problem solving” (p. 27)

Note: Assessments are listed from most recent publication to oldest based the most recent publication date of each assessment's source paper(s).
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evaluation criteria. This made an analysis of the dimen-
sions of systems thinking foregrounded unproductive.
The five systems thinking assessments in Group 2, which
were preference based or self-reported, covered a wide
range of systems thinking skills. Two included under-
standing a part in relation to the whole, levels of

complexity, the interdisciplinary nature of systems think-
ing, continuous improvement and managerial consider-
ations (Camelia et al., 2018; Camelia & Ferris, 2018;
Frank, 2007, 2009, 2010; Frank & Kordova, 2015). Four
of the five assessments included questions regarding
interconnections or interactions between different parts

TABLE 6 Summary of Group 2 evaluation criteria, dimension of ST assessed and definitions of ST

Assessment Evaluation criteria Dimensions of ST assessed Systems thinking (ST) definition

Frank and Kordova's
Assessment A

Participant selects “A”, “B”,
or “C” depending if they
prefer the first, second or
neither statement; 2 points
for selecting the systems
thinking answer and 1
point for selecting the other
statement

For example, part “A” of one
question is “When I take
care of a product, it is
important for me to see
how it functions as part of
the system.” See full text for
additional sample items,
but note that the full
inventory is copyrighted.

Frank (2006) defined engineering ST as
“the ability to: 1. See the big picture
…, 2. Implement managerial
consideration …, 3. Acquire and use
interdisciplinary knowledge …, 4.
Analyze the needs/requirement …, 5.
Be a systems thinker” (Frank, 2010,
p. 170–171).

Camelia, Ferris and
Cropley's Assessment

7-point Likert scale for each
item; scores range from 0
(very low) to 7 (very high) for
each item

For example, one question is
how much you agree with
the statement “I like to be
bold and take risks.” See
full text for all 30 questions.

Not explicit
ST is having a holistic understanding of
a system that is located in a specific
environment.

Jaradat and Castelle's
Assessment

Responses lead to a profile
with seven letters (each
letter corresponds to a
preference dimension) and
can be converted to a label
of Reduction, Middle, High
or High-Holistic Systems
Thinker

See full text for scoring sheet
(Jaradat, 2014, p. 160)

Seven preference pairs:
- Complexity vs. Simplicity
- Integration vs. Autonomy
- Interconnectivity vs.
Insolation

- Holism vs. Reductionism
- Emergence vs. Stability
- Flexibility vs. Rigidity
- Embracement of
Requirements vs. Resistance
of Requirements

ST “can provide a holistic thinking
paradigm that opens new channels
and opportunities to think differently
about complex systems as a whole
unit” (Castelle & Jaradat, 2016, p. 80).

“The perspective taken for systems
thinking characteristics for this
research is taken as the set of
abilities, preferences and skills
characteristics that individuals
exhibit in dealing with a complex
problem domain” (Jaradat, 2014, p.
14).

Jaradat, Hamilton,
Dayarathna, et al.'s
Assessment

Scores range from 0 to 6; VR
scenarios based on six
questions from Jaradat and
Castelle's Assessment. See
full text for the breakdown
of scene versus ST
measurements.

One preference pair:
- Complexity versus Simplicity

“Systems thinking (ST) is considered
an active framework to better
manage complex system problem
domains. It focuses on how the
constituent parts of a system
pertain to the whole system and the
way the systems work within larger
systems over time. This approach
contrasts with traditional analysis
whose aim is to study the
individual pieces of a system
separately” (sec. Introduction).

Hadgraft, Carew, Therese
and Blundell's
Assessment

Not applicable See full text for list of 14
systems thinking skills.

“Systems thinking is touted as a core
engineering competence. It is a meta-
attribute with value in all
engineering disciplines and many
non-engineering disciplines as well”
(p. 2).

Note: Assessments are listed from most recent publication to oldest based the most recent publication date of each assessment's source paper(s).
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TABLE 7 Summary of Group 3 evaluation criteria, dimension of ST assessed and definitions of ST

Assessment Evaluation criteria
Dimensions (Dim) of ST
assessed

Dim
category

Systems thinking (ST)
definition

Systems Thinking
Assessment
Rubric (STAR)

Score of 0 (no expression of
attribute understanding),
1, 2 or 3 (full expression of
attribute understanding)

For example, one attribute (of
nine) is “Complexity levels -
Number of levels of detail;
refinement of main functions
into sub-levels.” See source
papers for more detail.

E, R, L,
T, O

“In the context of
technological, engineered
systems, it [ST] can be
considered as holistic
understanding of the
system's function, structure
and behavior, and how the
latter two interact to deliver
the former (Crawley
et al., 2016; Dori, 2016)”
(Lavi et al., 2020, p. 40).

Taylor, Calvo-
Amodio, and
Well's Assessment

Rubric provided to classify
elements, relationships
and roles/purposes with
respect to three learning
levels:

1—sensibility, 2—literacy
and 3—capability

For example, elements classified
as “concrete, internal, essential
elements” are at the learning
level of sensibility or
“awareness of systems”

E, R, O “Systems thinking is comprised
of four underlying concepts
or skills: distinction-making,
organizing systems, inter-
relating, and perspective
taking” (p. 1).

Mystery Maps Seven evaluation schemes
described across three
reference types

For example, a complete
reference is one “containing all
the connections for which any
number of experts indicated
that a direct causal link exists.”
See full text for more detail.

R Not explicit
ST is the ability to identify key
system elements and the
interrelationships between
these elements.

Grohs, Kirk,
Soledad, and
Knight's
Assessment

Rubric provided with scores
for each of seven
constructs ranging from 0
to 3

Problem Identification,
Information Needs,
Stakeholder Awareness, Goals,
Unintended Consequences,
Implementation Challenges
and Alignment

E, R, T,
B, S, O

“Such situations call for a
metacognitive strategy - a
flexible way of framing,
reasoning, and acting within
multiple dimensions, which
we conceptualize as ‘systems
thinking’” (p. 111).

Hu and Shealy's
Assessment A

Watson et al.'s (2016)
concept map scoring
methods: traditional,
holistic and categorical
scoring

Traditional scoring method
accounts for the number of
concepts, highest level of
hierarchy and the number of
cross links. See full text for
more detail.

E, R F,
T, B, S

“Systems thinking is a
necessary skill towards
solving complex civil
engineering problems with
interconnected
environmental, social, and
economic inputs and
outputs” (sec. Abstract).

Climate Change
System Thinking
Instrument
(CCSTI)

Four levels of ST indicators
from I “pre-requirement”
to IV “coherent expert”
are defined and an
example multiple-choice
question is shown for
each level

For example: Level II c. “Able to
identify process of feedback
which happens to the system.”
See full text for more detail.

E, R, F,
L, T

“The framework of system
thinking from Boersma
(Boersma et al., 2011) is the
one that is developed into an
indicator of system thinking
in this research” (p. 3).

Systems Assessment
Test (SysTest)

Responses categorized by
use of techniques and yes
or no (1 or 0) question
responses

Techniques included: Functional
Model, Black box and Pugh
Chart. An example of a yes or
no question is “Follow design
process?” See full text for more
detail.

O “Systems thinking is seeing the
interactions and
relationships that reinforce
the system as a whole” (p.
180).
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TABLE 7 (Continued)

Assessment Evaluation criteria
Dimensions (Dim) of ST
assessed

Dim
category

Systems thinking (ST)
definition

Hrin, Milenkovi�c,
Segedinac, and
Horvat's
Assessment

Rubric provided with scores
ranging 0 to 4

A score of 4 corresponds to “All
concepts and subsystems are
interconnected, constituting a
meaningful whole.”

E, R, O Not explicit
ST involves identifying system
elements and the
interrelationships between
these elements,
understanding emergent
outcomes and analyzing
outcomes in a broader
context.

Keynan, Ben-Zvi
Assaraf, and
Goldman's
Assessment

Students are compared
based on their “expression
of constructs” according
the Ben-Zvi Assaraf and
Orion's (2005) Systems
Thinking Hierarchy (STH)
model

For example, “Identifying the
components and process of a
system (level A).” See full text
for more detail.

E, R, T “An exploration of learners'
system thinking capacities
should be based on a
theoretical framework … One
such framework is the
Systems Thinking Hierarchy
(STH) model developed by
Ben-Zvi Assaraf and
Orion (2005)” (p. 92).

Brandstädter,
Harms, and
Großschedl's
Assessment A

McClure et al. (1999)
relational scoring method.
See full text for adapted
scoring protocol.

Correctness of concept map
propositions, which consist of
two concepts, a linking word
and an arrow.

E, R, T “Structural system thinking is
the ability to ability to
identify a system's relevant
elements and their
interrelationships […]
Procedural system thinking
is the ability to understand
the dynamic and time-
related processes that emerge
from the systems' structure,
particularly occurring in
within systems' elements and
subsystems” (p. 2148).

Brandstädter,
Harms, and
Großschedl's
Assessment B

Procedural—sum of six
items; structural—sum of
13 items

For example, a structural system
thinking question was “How
are Blue Mussels able to stick
together?” See full text
appendices for questionnaire
questions.

E, R, T

Rehmann, Rover,
Laingen, et al.'s
Assessment

Rubric provided with scores
for each of the seven
aspects of technical
content ranging from
“0 = not addressed” to
“4 = well addressed”

Problem description, key
variables, rich pictures to show
connections, causal-loop
diagrams to show
relationships, graphs to show
behavior over time, lessons
learned and sources

E, R, T,
B

Not explicit
ST is taking a holistic view to
identify factors, explain
connections and understand
dynamic behavior, where
such factors may be “from
inside and outside of
engineering.”

Booth Sweeney and
Sterman's
Assessment

Multiple performance
criterion provided for
each task/case

For example: “The stock should
not show any discontinuous
jumps (it is continuous).” See
full text for more detail.

R, F, T “Most advocates of systems
thinking agree that much of
the art of systems thinking
involves the ability to
represent and assess dynamic
complexity … both textually
and graphically” (p. 250). See
full text for description of ST
skills.

Note: Dimension code key: E, elements; R, relationships; F, feedback; L, levels; T, time; B, breadth; S, stakeholders; O, other. Assessments are listed from most
recent publication to oldest based the most recent publication date of each assessment's source paper(s).
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of a system (Camelia et al., 2018; Camelia & Ferris, 2018;
Castelle & Jaradat, 2016; Frank, 2007, 2009, 2010;
Frank & Kordova, 2015; Jaradat, 2014; Jaradat
et al., 2019), for example, “interconnections and mutual
influences between the main tasks and the peripheral
task’ (Camelia & Ferris, 2018, p. 577; Camelia
et al., 2018, p. 119). Within Group 2, another common
theme (four of five) was recognizing the importance of
factors that push beyond a traditionally narrow technical
focus within engineering, such as managerial consider-
ations and customer needs (Frank, 2010), so-called ‘engi-
neering and non-engineering consequences” (Camelia &
Ferris, 2018, p. 577; Camelia et al., 2018, p. 119), “non-
technical issues” (Jaradat, 2014, p. 264), and political,
social, and environmental responsibilities (Camelia
et al., 2018; Camelia & Ferris, 2018; Hadgraft
et al., 2008).

All 13 of the Group 3 assessments were of the
behavior-based assessment type. In contrast to Group
2 assessments, Group 3 assessments rarely emphasized
aspects of systems thinking beyond element and relation-
ship identification and analysis or changes over time.
Across these assessments, we identified eight dimensions
of systems thinking. Table 7 summarizes the evaluation
criteria, dimensions of systems thinking assessed and pre-
sents the dimensions of systems thinking (ST) categories
for each of these assessments.

Elements (E)
Ten of 13 Group 3 assessments included identifying indi-
vidual aspects of the problem, which we defined as
attending to elements. Elements included objects and
processes (Lavi et al., 2020, 2021), components (Meilinda
et al., 2018), the system's structure (Brandstädter
et al., 2012), key variables (Rehmann et al., 2011), terms
(Keynan et al., 2014), or information cards (Benninghaus
et al., 2019b). One example of an assessment that empha-
sized elements was Hrin, Milenkovi�c, Segedinac, and
Horvat's Assessment, which rated participants in part
based on identifying concepts to fill in the Systemic Syn-
thesis Questions [SSynQs] (Hrin et al., 2017). Their inclu-
sion of criteria about the identification of individual
concepts in their scoring rubric showed that the element
identification was foundational to their definition of sys-
tems thinking. In contrast, Mystery Maps provided partic-
ipants with information cards, a proxy for the problem's
main elements; thus, it did not emphasize element identi-
fication (Benninghaus et al., 2019b).

Relationships (R)
Twelve of the 13 assessments included identifying and/or
analysing relationships between elements, such as objects
(Lavi et al., 2020, 2021) or information cards

(Benninghaus et al., 2019b). One example was the Sys-
tems Thinking Assessment Rubric (STAR), which rated
participants partially on their understanding of structural
and procedural relations (Lavi et al., 2020, 2021). The
inclusion of different types of links in the STAR showed
that a consideration of relationships was a key aspect of
the authors' definition of systems thinking. Mystery Maps
also emphasized relationships, where all the evaluation
variants rate participants based on whether they
create the appropriate direct or indirect connections
(Benninghaus et al., 2019b).

Feedback (F)
Three assessments explicitly named feedback processes.
As feedback is a type of relationship, this dimension was
a subset of the assessments in the relationships category.
Booth Sweeney and Sterman's (2000) manufacturing case
was an example of incorporating feedback into assess-
ment as it included one negative feedback loop and par-
ticipant responses were evaluated for meeting certain
feedback constraints. In the Climate Change Systems
Thinking Instrument (CCSTI), one system thinking indi-
cator was about the ability to identify feedback processes
(Meilinda et al., 2018). In Hu and Shealy's Assessment,
when Watson et al.'s (2016) holistic scoring method was
used, part of the criteria for scoring the organization the
concept map was the presence of feedback loops (Hu &
Shealy, 2018).

Levels (L)
Two assessments valued increasing levels of refinement
in responses (Lavi et al., 2020, 2021; Meilinda et al., 2018)
where levels refers to the “levels of description that can
be used to characterize a system with lots of interacting
parts,” (Wilensky & Resnick, 1999, p. 3). The STAR
assessment included “complexity levels” as a ST attribute;
the authors defined these as the “number of levels of
detail”, “refinement of main functions into sub-levels,”
(Lavi et al., 2020, p. 42) and the “number of levels in the
system's functional hierarchy” (Lavi et al., 2021, p. 4).
The other example was CCSTI, where one system think-
ing indicator was the ability to identify relationships
within “one level of organization,” while another indica-
tor was the ability to analyse relations across two differ-
ent levels (Meilinda et al., 2018, p. 3). These assessments'
rubric and system thinking indicators, respectively,
revealed that recognition of the numerous levels at which
a system can be described were key to their understand-
ing of systems thinking.

Time (T)
Assessments grouped in the time category valued tempo-
ral considerations, which includes accounting for time as
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a contextual factor and accounting for dynamic behavior.
For example, Grohs, Kirk, Soledad, and Knight's Assess-
ment's rubric included identifying both short-term and
long-term goals, considering short-term and long-term
consequences and challenges, and considering and valu-
ing time as a contextual aspect of problem solving (Grohs
et al., 2018). Their decision to include time as a contex-
tual aspect, along with short-term and long-term consid-
erations, showed that reflection, prediction, and attention
to how a problem can evolve or change over time are
essential to their definition of systems thinking. Another
example of an assessment that emphasized time was
Keynan, Ben-zvi Assaraf, and Goldman's Assessment,
which was based on Ben-Zvi Assaraf and Orion's (2005)
Systems Thinking Hierarchy model (Keynan et al., 2014).
This model included “thinking temporally” as one of the
three characteristics in level C of the hierarchy (Keynan
et al., 2014, p. 92). STAR included “temporary objects
and decision nodes,” as a ST attribute in its rubric,
highlighting that engineering systems change over time
(Lavi et al., 2020, p. 42; Lavi et al., 2021, p. 5).

Breadth (B)
The breadth category included those assessments that
pushed beyond the consideration of only technical factors
to consider social, economic, environmental, political,
legal, etc. aspects of the problem. In contrast to the
Group 2 assessments, where pushing beyond a narrow
technical focus was a common theme, only three Group
3 assessments met this criterion. The strongest example
was Grohs, Kirk, Soledad, and Knight's Assessment,
which included consideration of contextual aspects
numerous times throughout the rubric. In this assess-
ment, contextual aspects encompassed the following con-
siderations: economic, political, legal, social, cultural,
and time (Grohs et al., 2018). In Hu and Shealy's
Assessment A, when Watson et al.'s (2016) categorical
scoring method was used, a complexity index based on
concepts and relationships between concepts in social
(including stakeholders), economic and environmental
categories was determined (Hu & Shealy, 2018). It is
important to note that the categorical method was
designed to be used in assessing concept maps related to
sustainability and sustainability topics are the content
area for Hu and Shealy's Assessments A and B (Hu &
Shealy, 2018; Watson et al., 2016). In Hu and Shealy's
Assessment A, the holistic scoring method (Watson
et al., 2016, p. 129) was used to evaluate how many differ-
ent “major,” for example, economic, environmental,
social and “advanced” (values, education, actors and
stakeholders), dimensions were included in a concept
map (Hu & Shealy, 2018). In Rehmann, Rover, Laingen,
et al.'s Assessment, the evaluation of rich pictures

included whether the rich picture included elements
form five of the following seven areas: “engineering,
social, ethical, cultural, environmental, business, and
political issues” (Rehmann et al., 2011, sec. Introduction).

Stakeholders (S)
Only two of the 13 assessments in Group 3, Grohs, Kirk,
Soledad, and Knight's Assessment and Hu and Shealy's
Assessment A, explicitly valued identifying and/or engag-
ing with stakeholders. Grohs et al. (2018) rated partici-
pants, in part, based on their awareness of stakeholders.
Their inclusion of criteria regarding how many different
stakeholders the participant planned to gather input from
and engage with demonstrated that considering stake-
holders was an important part of their systems thinking
definition. As described in the previous sections on
breadth, Hu and Shealy's Assessment A included consid-
eration of stakeholders when the categorical and holistic
scoring methods (Watson et al., 2016) were used (Hu &
Shealy, 2018). In contrast to Grohs, Kirk, Soledad, and
Knight's Assessment where awareness of stakeholders is
evaluated as its own construct (Grohs et al., 2018), in Hu
and Shealy's Assessment, stakeholder considerations are
one of several dimensions that impact a dimension (cate-
gorical scoring method) or comprehensiveness (holistic
scoring method) evaluation as described further by
Watson et al. (2016).

Other (O)
The other category was used to draw attention to assess-
ments that explicitly valued some aspect of systems think-
ing not seen in any of the other 27 assessments. STAR
included “intended purpose” as a systems thinking attri-
bute in its rubric, highlighting that engineering systems
are created with specific beneficiaries in mind (Lavi
et al., 2020, p. 42; Lavi et al., 2021, p. 5). Taylor, Calvo-
Amodio, and Well's Assessment included identifying
“roles/purposes” for each element (Taylor et al., 2020,
p. 9). Grohs, Kirk, Soledad, and Knight's Assessment
rubric included a section that checked if participant
responses were aligned across different aspects of their
response (Grohs et al., 2018). Hrin, Milenkovi�c,
Segedinac, and Horvat's Assessment explicitly valued the
formation of a meaningful whole as it was a requisite of
reaching the highest systems thinking level in their
scoring rubric (Hrin et al., 2017). Systems Assessment Test
(SysTest) stands apart in that the analysis of responses was
guided primarily by participant approaches rather than
outcomes. Whereas the majority of assessments focused
on what participants attended to or the content of their
processes, SysTest focused on what means participants
used to attend to different aspects of the problem
(e.g., technique use) or their process (Tomko et al., 2017).
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5 | DISCUSSION

5.1 | Operationalization of
comprehensive systems thinking

We inductively identified four different assessment types
and eight different formats across 27 assessments. This
variety complicated comparisons between assessments
and indicates that triangulation through the use of multi-
ple assessment types and/or formats to examine relation-
ships between different assessments, as done in
(Brandstädter et al., 2012; Degen et al., 2018; Hu &
Shealy, 2018), could be beneficial. However, to what
extent a multiplicity of approaches is more effective than
a singular one is unknown.

Examining the systems thinking skills foregrounded
in the assessments provided insight into which skills are
most valued and how that looks across different assess-
ment types. The majority (19 of 27) of the systems think-
ing assessments were behavior based, meaning they
examined knowledge or skill based on task performance.
In addition, all 13 assessments in Group 3, which pro-
vided in-depth descriptions of their criteria but typically
covered relatively few dimensions of ST, were behavior
based. The most common dimensions among Group
3 assessments were identifying elements of a problem
(10 of 13), identifying and/or analyzing connections
between elements (12 of 13), and temporal considerations
(9 of 13), while the least prominent dimensions were
explicit considerations of broader contextual factors (3 of
13) and stakeholders (2 of 13).

In contrast, of the assessments in Group 2 (four which
were preference based and one which was self-reported),
all but one (Jaradat et al., 2019) pushed beyond a narrow
technical focus. Jaradat, Hamilton, Dayarathna, et al.'s
Assessment (Jaradat et al., 2019) looked at subset, “Sim-
plicity vs. Complexity”, of the systems thinking skills cov-
ered in Jaradat and Castelle's Assessment (Castelle &
Jaradat, 2016; Jaradat, 2014).

Group 2 covered a wider range of systems thinking
skills than Group 3, although it was difficult to directly
compare behavior-based assessments to preference-based
and self-reported assessments. The majority of Group
2 assessments provided high-level descriptions of rela-
tively many dimensions of systems thinking and valued
broader aspects of systems thinking that those assess-
ments in Group 3. Perhaps this is because assessing per-
formance (Group 3) with regard to stakeholder and
broader contextual factors in traditionally technically
focused fields such as engineering and the hard sciences
was more difficult than operationalizing interest or self-
perception (Group 2). These trends of having few
performance-based assessments account for contextual

factors reflect and exacerbate the narrow technical focus
in engineering fields.

5.2 | Factors for consideration in
assessment selection

Our findings suggest several considerations that may
inform readers' selection of an assessment, rather than
provide general recommendations about which assess-
ments are most useful. These considerations are based on
a pragmatic analysis of the content and format of the
assessments described in the source papers, rather than
an assessment of the authors' particular ontological
framings of systems thinking or reported outcomes of the
individual assessments (which risks overinterpretation of
journal-length texts that may or may not have allowed
substantive discussion of underlying assumptions). Over-
all, we observed that each of the presented considerations
are not always addressed in an assessment's source
paper(s) and recognize that ultimately assessment needs
will vary by their use context. Therefore, as one anony-
mous reviewer of this paper noted, the value of an
assessment may be in its pedagogical affordances, thus
challenging face-value judgments. Our discussion
thus focuses on use considerations.

One consideration is the effort required for adminis-
tration. If the assessment will be administered during a
single class period (as might be the case with students) or
a staff meeting (as might be the case with practitioners),
users may prioritize assessments that can be completed
in an hour or less, which is the case for many of the
assessments in this SLR, for example, Brandstädter,
Harms, and Großschedl's Assessments (Brandstädter
et al., 2012), Grohs, Kirk, Soledad, and Knight's Assess-
ment (Grohs et al., 2018), Jaradat, Hamilton, Dayarathna,
et al.'s Assessment (Jaradat et al., 2019) and Booth
Sweeney and Sterman's Assessment (Booth Sweeney &
Sterman, 2000), rather than assessments designed to be
completed over the course of months, for example, STAR
(Lavi et al., 2020, 2021) and Rehmann, Rover, Laingen,
et al.'s Assessment (Rehmann et al., 2011). If the assess-
ment will be administered remotely (e.g., via an elec-
tronic survey), it may be easier to select an assessment
that uses multiple-choice questions either entirely or
mostly, for example, ESTS (Degen et al., 2018) and Frank
and Kordova's Assessment B (Kordova & Frank, 2018), to
eliminate some of the clarifying questions that may arise
with open-ended questions (e.g., “How long should the
response be? How much detail should be included? What
file format should be used to share images of created
visualizations?”). However, if the assessment will be
administered remotely and the creation of a visualization
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is important to the learning outcomes or goals of the
assessment, it may be beneficial to select assessments that
create visualizations using freely available software such
as MentalModeler1 or OPCAT,2 as described in Gray
et al.'s (2019) and Lavi et al.'s (2021) and Lavi
et al.'s (2020) work, respectively. Our related work pro-
vides a more in-depth analysis of different visualizations
present within open-ended behavior-based assessments
(Dugan et al., 2021).

Another consideration that may inform assessment
selection is the training required for the assessor, with
regard to both administering the assessment and inter-
preting responses (Geisinger, 2015). Factors to consider
here may include access to training materials, reliability
of the scoring method, and availability of the assessment
in a ready-to-distribute format. For example, there is a
wide range across source papers in terms of the amount
of detail provided when describing the procedure to
administer the assessment and the source paper(s) may
not include all the instructions that were shared with par-
ticipants. In addition, some assessments provided scoring
protocols or rubrics in the source papers, for example,
Brandstädter, Harms, and Großschedl's Assessment A
(Brandstädter et al., 2012), Grohs, Kirk, Soledad, and
Knight's Assessment (Grohs et al., 2018), STAR (Lavi
et al., 2020, 2021) and Rehmann, Rover, Laingen, et al.'s
Assessment (Rehmann et al., 2011), but these vary in
terms of how much detail was provided regarding how
scores are assigned, and if applicable, how total scores are
calculated.

Other considerations are associated with the format
of the assessment. For example, selecting assessments
with open-ended questions may emphasize the evalua-
tion of higher order thinking such as “creating” from a
revision of Bloom's Taxonomy (Anderson &
Krathwohl, 2001). In contrast, multiple-choice items
can only indirectly assess participants' abilities to create
new ideas and solve ill-structured problems
(Brookhart & Nitko, 2019). Alternatively, selecting
assessments that leverage scenarios may emphasize the
importance of context or foreground the context-
dependent nature of many complex problems. Thus,
people most interested in using an assessment to evalu-
ate ideas students create with respect to real-world
problems might be more interested in open-ended,
scenario-based assessments. On the other hand, assess-
ments that leverage multiple-choice questions may be
most useful to those interested in assessing comprehen-
sion of “concepts, principles, and generalizations”
(Brookhart & Nitko, 2019, p. 184).

5.3 | Limitations of existing systems
thinking assessments

Many of the assessments included in this SLR were
focused on examining an individual's systems thinking
and are thus limited because problems that necessitate
the use of systems thinking are so complex that, by defi-
nition, they need a team to address them. However, our
analyses did not foreground the individual versus team
focus of the included assessments, as we assume there is
a degree of artificiality in any easily scored assessment of
systems thinking. Any such assessment is unlikely to
fully capture the complex team decision making dynam-
ics of real-world systems thinking.

The SLR demonstrated that even within engineering
and science contexts, there was inconsistent use of terms
and inconsistencies in conceptions of what systems
thinking means and includes. One inconsistency preva-
lent in the papers reviewed in this SLR was the use of
both “systems thinking” and “system thinking.” This
inconsistent use of language inhibits clarity not only
because these terms may be understood as distinct types
of reasoning but because the use of one term or the other
may signal a specific mode a reasoning that the author
did not intend.

Another common issue in discussing and defining
systems thinking (Tomko et al., 2017) was evident in
many articles in this SLR: the lack of distinction between
systems thinking as a discipline-independent skillset or
as a prerequisite to/component of systems engineering
as a discipline. Tomko et al.'s (2017) research on a
systems thinking assessment recognized a relationship
between how “openly defined” systems thinking is and
the variety of systems thinking—or sometimes systems
engineering—skills that have been constructed by
scholars. The connections to systems engineering ranged
from assessments that framed their work as supporting
systems engineering education and workforce develop-
ment (Camelia et al., 2018; Camelia & Ferris, 2018;
Frank, 2007, 2009, 2010; Frank & Kordova, 2015), to the
Engineering Systems Thinking Survey (ESTS) that was
explicitly described as incorporating both systems think-
ing and systems engineering knowledge, skills, and
abilities (Degen et al., 2018) and to STAR that made
implicit connections to systems engineering through an
evaluation format derived from model-based systems
engineering and a rubric based on literature that
included systems engineering books (Lavi et al., 2020).
While successful systems engineers need systems think-
ing skills (Frank & Kordova, 2015), given the complex
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challenges facing our world today, modern engineers
need systems thinking skills regardless of their discipline
(National Academy of Engineering, 2004). A lack of con-
sistent language to signal if an assessment is targeting
systems engineers reduces the usability of systems think-
ing assessments across engineering disciplines. For
instance, Bedir, Desai, Kulkarni, et al.'s Assessment used
the terms “systems thinking” and “systems engineering”
interchangeably, referring to “objectives and metrics” as
“systems thinking concepts” and “two fundamental [sys-
tems engineering] topics” while claiming their assess-
ment demonstrated an online module increased
“understanding of systems thinking” and “understanding
of systems engineering concepts,” making it difficult to
determine the assessment's intended use (Bedir
et al., 2020, sec. Abstract, Methodology-Module Develop-
ment, Results and Discussion-Hypothesis II and
Conclusion).

Perhaps even more importantly, the lack of consistent
positioning of systems thinking with respect to systems
engineering may leave engineers with the misapprehen-
sion that systems engineering, as both a discipline and a
methodology, is the only way that systems thinking can
be applied in engineering spaces. Systems engineering is
one of many systems approaches in applied systems
thinking (Jackson, 2019). Jackson (2019) provides a his-
tory of the development of systems engineering, among
other hard systems thinking approaches, an overview of
the methodology, methods and developments, and a
summary of different critiques. One critique argues that
hard systems thinking may not adequately address
extreme complexity because it assumes all factors can be
quantified, leading to the tendency to ignore or distort
factors that are difficult to quantify. This challenge may
be reflected in our finding that broader contextual factors
were more frequently attended to in preference-based
assessments than in behavior-based assessments. An
additional critique of hard approaches relates to their (in)
ability to adequately capture different stakeholder per-
spectives and values. Jackson (2019, p. 193) emphasizes
the relevance of considering stakeholder subjectivity—in
terms of defining objectives—within management situa-
tions, which stands in contrast to “engineering-type prob-
lems”, suggesting engineering problems may be less
complex in terms of achieving stakeholder agreement on
objectives for a problem. However, our framing of com-
prehensive systems thinking extends this critique to
engineering-type problems as well, arguing that engi-
neers must also consider different stakeholders and the
complexity of differing objectives. We see this limitation
playing out in the SLR findings in that while the majority
of the assessments are behavior based—a perhaps unsur-
prising finding in the context of engineering—these

behavior-based assessments often do not attend to
relevant broader contextual factors or stakeholders.

5.4 | Positioning of comprehensive
systems thinking in current work

We see comprehensive systems thinking as a challenge to
traditional engineering practice. Comprehensive systems
thinking is not a methodology; it is a call for a reframing
of engineers' approaches to complex problem solving,
regardless of discipline, and a framework for what
such problem-solving approaches should look like. It
advocates a holistic, rather than reductionist, approach,
incorporating broader contextual factors in addition to
the constituent elements of an immediate problem and
recognizing that, increasingly, the problems engineers
work on are sociotechnical problems. Our conceptualiza-
tion of sociotechnical problems is consistent with
Dori's (2016, p. 88) definition of “a socio-technical sys-
tem, also known as [an] engineering system, is a system
that integrates technology, people, and services, combin-
ing perspectives from engineering, management, and
social sciences.” Our position thus aligns with critiques of
systems engineering as a methodology and recent recog-
nition of the limitations of systems engineering as a disci-
pline, while also acting in parallel to on-going debates
regarding systems methodologies. For example, systems
engineering as a discipline often relies on reductionist
methods (Rousseau, 2019) and the International Council
on Systems Engineering (INCOSE, 2014, p. 41) has even
recognized the need to shift its “emphasis from
reductionism to holism.” Related work includes
Rousseau's (2019, 2020) calls for a strengthening of the
theory behind holistic approaches in systems research
and Yearworth's (2020) suggestion that systems engineer-
ing should learn from the social sciences and that soft
systems methodology (SSM) should be reconnected to
engineering practice. Similarly, Mingers' (2011) argument
that soft operations research (Soft OR), which includes
SSM, and Hard OR are complements to be used
strategically depending on the problem situation, is well
aligned with the idea of complementarism, which
emphasizes applying all systems approaches relevant to a
particular problem context, in critical systems theory
(Jackson, 2019). Our conceptualization of comprehensive
systems thinking as a general approach is not limited to
systems engineering practice as a discipline. While
comprehensive systems thinking is not a methodology or
theory, there are a number of instances of overlap or
alignment with existing methodologies or theories. For
example, stakeholder participation or the use of partici-
patory methods is central to SSM and other Soft OR
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approaches (Mingers, 2011; Yearworth, 2020). While
stakeholder participation is not a defining characteristic
of comprehensive systems thinking, it is consistent with
the approach's emphasis on developing a broad under-
standing of how various stakeholders are at play in the
problem. Critical systems theory has a commitment to
“[bring] about those circumstances in which all individ-
uals can achieve the maximum development of their
potential,” (Jackson, 2019, p. 523). Though this goal is
not explicit to our definition of comprehensive systems
thinking, such a goal aligns with comprehensive systems
thinking's calls for awareness of the potential harm
(as well as the benefits) solutions could have, better and
ethical service to a range of stakeholders (e.g., not only
the funder of a project), and consideration of people-
related, cultural, and environmental factors and impacts
that are increasingly central to the problems engineers
seek to address.

5.5 | Limitations of the systematic
literature review

Several limitations may affect how the results of this
work are interpreted. One limitation of our SLR was that
it may not include all systems thinking assessments in
engineering due to our strategic choices with regard to
database selection and search string creation, as well as
our decision to exclude book excerpts. Another limitation
is that because we only reported on details provided in
the source papers that met all of our inclusion criteria,
additional details of assessments may have been discover-
able had we searched beyond our criteria. In addition,
our analyses were not strictly limited to assessments
designed for engineering students or practitioners, mak-
ing some assessments potentially less relevant to engi-
neering. All the assessments, however, had some
connection to engineering or engineers through the sea-
rch criteria, and we considered it important to show the
breadth of relevant assessments in order to illustrate their
limitations. Finally, we did not report on or analyse the
outcomes of the different assessments. Future work could
investigate these outcomes and compare the alignment of
outcomes across systems thinking assessments.

5.6 | Implications

Our findings point to several implications for systems
thinking assessment development and use. Employers
and educators can use this overview of available assess-
ments to select assessment(s) that meet their use cases
(e.g., assessment content area) and align with their

goals (e.g., evaluating demonstrated skill). This review
also highlights, for systems thinking researchers, the
importance of explicitly contextualizing the purpose
and use cases for their assessments to ensure they can
be employed by appropriate populations. The lack of
clarity in assessments suggests that systems thinking
scholarship as a whole could benefit from such explicit
statements. This study demonstrated a need for
behavior-based, comprehensive systems thinking assess-
ments. The Accreditation Board of Engineering and
Technology (ABET, 2019) continues to include student
outcomes that are related to contextual competence
and, although many of these assessments are relatively
new (22 of the 27 assessments were published in the
last 10 years), this SLR showed that overall, many
behavior-based assessments covered system element
identification, making connections between elements,
and temporal considerations, but few addressed the
broader context or stakeholders. Most of the assess-
ments that pushed beyond a narrow technical focus
were preference based; these cannot provide an in-
depth understanding of which systems thinking skills
engineering students or professionals have or need
developed. A lack of behavior-based assessments means
engineering as a field will continue to devalue the
importance of understanding contextual aspects of the
problem when evaluating the development of systems
thinking skills.

6 | CONCLUSIONS

We identified 27 unique systems thinking assessments
across 30 papers that were screened from a total of
130 papers. We characterized these assessments
according to type—what and/or how dimensions of sys-
tems thinking were evaluated, format—their structure,
and content area—the topic around which it was based.
We inductively derived and defined four assessment
types: behavior based, preference based, self-reported,
and cognitive activation, and eight assessment formats:
mapping, scenario, open-ended, oral, fill-in-the-blank,
multiple-choice, virutal reality, and fNIRS cap. Our
study's findings can support employers and educators in
selecting assessment(s) that will meet their contexts and
needs. In addition, we analyzed how definitions of sys-
tems thinking were conveyed from two perspectives: the
author's definition in the source paper(s) and the aspects
of systems thinking emphasized in the assessment's
rubric. In conclusion, of the systems thinking assess-
ments that pushed beyond a narrow technical focus the
majority were preference-based assessments. Overall,
most of the assessments were behavior based, indicating
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a lack of behavior-based assessments that operationalize
aspects of comprehensive systsems thinking. Comprehen-
sive systems thinking advocates for more holistic problem
solving and provides a framework for what comprehen-
sive approaches should look like, including the explicit
attention to stakeholders and contextual factors that are
increasingly essential parts of the sociotechnical prob-
lems engineers work on. Systems thinking researchers
can use this SLR to inform the development of new, com-
prehensive systems thinking assessments that evaluate
performance. Without such development, engineering as
a field will continue to undervalue the key role of inte-
grating contextual aspects of the problem in the develop-
ment of successful solutions when assessing systems
thinking skill development.
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Term Definition

Concept map “begins with a main idea and then branches out to show how that main idea can be broken down into specific
topics and drawing links between concepts at various hierarchical levels within the map” (Hu & Shealy, 2018).

Cognitive map “include elements that can increase or decrease in quality and quantity and relationships between elements are
represented by positive influences (blue lines) and negative influences (red lines)” (Gray et al., 2019, p. 7).

Fuzzy cognitive
map

“represent systems as directed and weighted graphs, where the nodes of the graph qualitatively represent
elements of the system (i.e., concepts), and the edges between the nodes quantitatively represent the direction
and strength of causal relationships between concepts” (Gray et al., 2019, p. 7).

Mystery method “Students are faced with an initial question or problem … They then need to arrange the cards in a way that
explains this mysterious question or problem” (Benninghaus et al., 2019a, p. 2). See Leat (1998) for more
information.

Influence diagram “an influence diagram (or causal-loop diagram), which shows system elements … and interrelations (arrows)
between them” (Schuler et al., 2018, p. 193). “example, a qualitative system model, consisting of system
elements (nodes) and system relationships (influences, arrows)” (Schuler et al., 2018, p. 197).

Mystery Map “We would like to refer to the influence diagrams, emerging form the mystery methods, as mystery maps, as the
basic principle of connecting the cards is similar to linking concepts in concept mapping” (Benninghaus
et al., 2019b). Referred to as a type of concept map (Benninghaus et al., 2019a). Also referred to as an
influence diagram (Benninghaus et al., 2019a, 2019b; Schuler et al., 2018).

Causal-loop
diagram

“similar to concept maps, showing how one concept … is linked to another … The difference, however, is that
casual loop diagrams depict how changes in one concept are linked to changes in another” (Vanasupa
et al., 2008).

Behavior over time
graph

“These are usually schematic depictions of how an important variable behaves over time, although they can also
include real data” (Vanasupa et al., 2008).

Rich pictures “the aim is to capture, informally, the main entities, structures and viewpoints in the situations, the processes
going on, the current recognized issues and any potential ones” (Reynolds & Holwell, 2010, p. 210).
“formalization via use of ready-made fragments … is not usually a good idea” (Checkland, 2000).

Systemic
assessment
questions [SAQs]

“The Systemic Assessment Questions [SAQ] is a novel assessment tool which combines the ideas from systemic
and constructivism and adjusts the in a concept map like structure” (Fahmy & Lagowski, 2014). See Fahmy
and Lagowski (2014) for [SAQ] design guidelines.

Systemic Synthesis
Questions
[SSynQs]

“we took a specific type of [SAQs] - [SSynQs]’ (Hrin et al., 2017). “[SSynQs] required students to recognize
relations highlighted on the arrows, as well as initial concept, in unfilled and/or partially filled diagrammatic
tasks” (Hrin et al., 2017, p. 177).

Conceptual model “are products of the system representation process in model-based systems engineering (MBSE). Unlike concept
maps, conceptual models are constructed using a formal graphical language and are more expressive than
concept maps, clearly distinguishing between different types of concepts and interrelationships (Dori, 2016)”
(Lavi et al., 2020, p. 40).

Object-Process
Methodology
(OPM)

“a systems modeling paradigm that represents the two things inherent in a system: its objects and process. OPM
is fundamentally simple; it builds on a minimal set of concepts: stateful objects—things that exist, and
process—things that happen and transform objects by creating or consuming them or by changing their
states” (Dori, 2016, p. v). See ISO/PAS 19450 (2015) for more information.

“a form of highly structured interview, formalizing the interactions of the interview and interviewee and putting into relations personal
constructs and given objects of discourse” (Keynan et al., 2014, p. 93). “The building blocks of the RG are elements (the topics of study),
constructs (the participants' ideas about these elements) and ratings (relations among elements and constructs as viewed by the
participants). Elements are the objects that are the focus of the investigation” (Keynan et al., 2014, p. 95). See Latta and Swigger (1992)
for more info.

APPENDIX A:
REPERTORY GRID (RG) TECHNIQUE DEFINITION

APPENDIX B:
TERMS FROM MAPPING ASSESSMENTS
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