
Testing and Interface Modeling of the Mechanical and Damping Behavior of Nanocrystalline 
Cellulose Reinforced Bio-based Polyamides 

 
by 

 
Yufeng Tian 

A dissertation submitted in partial fulfillment 
 of the requirements for the degree of  

Doctor of Philosophy  
(Mechanical Sciences and Engineering) 
in the University of Michigan-Dearborn 

2022 

Doctoral Committee: 
 
Professor Alan Argento, Chair 
Professor Hong Tae Kang 
Wonsuk Kim, Associate Research Scientist 
Associate Professor Joe Lo 
Professor Ya Sha Yi 

 

  



 
 
 
 
 
 
 
 
 
 
 
 
 

Yufeng Tian  
  

yufengt@umich.edu  
  

ORCID iD:  0000-0002-5992-3104 
 
  
  

© Yufeng Tian 2022 
 



 ii

Dedication 

 

To my parents, grandparents, and ancestors. Thank you. 

 

 



 iii 

Acknowledgements 

 

I would like to thank my advisor Dr. Alan Argento for his guidance, trust, and support. 

Thank you for offering me the precious opportunity to participate in the research program when I 

was in my senior year at the undergraduate level. It has been a great time working in your bio-

mechanical lab. I have learned so much about material testing, research, academic writing, and 

presentation skills. I very much appreciate your warm encouragement when I confront obstacles 

in research. It helps me get over the most difficult times. Moreover, thank you for advising me 

on the direction of the research so that I can contribute to my research field. 

I am also grateful to Dr. Wonsuk Kim. Thank you for your kind guidance for the testing 

and for my research work. I am deeply influenced by your circumspective and professional 

character. You have always provided me with insightful suggestions for my work. The 

accomplishment of my research could not have begun without you. 

Thanks also to my committee Dr. Alan Argento, Dr. Wonsuk Kim, Dr. HongTae Kang, 

Dr. Joe Fujiou Lo and Dr. Ya sha (Alex) Yi. Your expertise guides and supports me to 

accomplish my research work. Thank you for the commitment to serve on my committee.  

I want to extend my special thanks to my cooperative partners in Ford Motor Company, 

including Alper Kiziltas, Deborah Mielewski, and Sandeep Tamrakar. Thank you for the support 

of the material supply and manufacturing equipment, the help and guidance for the sample 

production, and the opportunity to present my research work at conferences. 



 iv

I would like to thank all of the current and former members of the bio-mechanical lab: 

Elise Kowalski, John Riesterer, Rana Dabaja, and Elizabeth Arroyo. It has been a pleasure to 

work with all of you. Many thanks to Elise Kowalski for your great work on microscopy, which 

is an essential part of my research publication. Thanks for the testing work of Rana Dabaja and 

John Riesterer. It is an important part of my testing results. 

I want to recognize Geoffrey Hosker for the grammar check of my dissertation drafts. It 

is an incredible help for me, an international student, to finish my dissertation work. 

I also wish to thank my family and friends: my father, Qiang Tian; my mother, Suxia 

Yang; my aunt, Sujuan Yang; my girlfriend, Jinghui Li; and my friends, Jinze Du, Jiahao Zhang, 

Xinrui Xia, Linyan Xiang, and Yu He. I would like to extend my deepest gratitude to my father 

and mother for the love and the effort that has supported me to become what I wish to be. Many 

thanks to my girlfriend. You give me the light when I feel lonely in the darkness. I am grateful to 

all of my friends for the support and the great time we have spent together. This joy helps me get 

through the hardships in my life. 

Funding 

This dissertation is based upon work supported by the National Science Foundation under 

Grant CMMI 1537360. Any opinions, findings, and conclusions or recommendations expressed 

in this material are those of the authors and do not necessarily reflect the views of the National 

Science Foundation. This support is gratefully acknowledged. 

  



 v

 
 
 
 
 

Table of Contents 
 

Dedication ....................................................................................................................................... ii  

Acknowledgements ........................................................................................................................ iii  

List of Tables ................................................................................................................................. ix  

List of Figures ................................................................................................................................. x  

List of Appendices ....................................................................................................................... xvi 

Abstract ....................................................................................................................................... xvii  

Chapter 1 Introduction .................................................................................................................... 1  

1.1 Cellulose ................................................................................................................................ 1  

1.1.1 Cellulose Sources ........................................................................................................... 1  

1.1.2 Cellulose Structure ......................................................................................................... 2  

1.1.3 Production of Cellulose Fibrils and Particles ................................................................. 5  

1.1.4 Types of Cellulose Fibers and Particles ......................................................................... 6 

1.1.5 Mechanical Properties of Cellulose Particles ................................................................. 8 

1.1.6 Thermal Properties ....................................................................................................... 11  

1.1.7 Modification of Cellulose ............................................................................................. 12 

1.1.8 Application of Cellulose Materials ............................................................................... 14 

1.1.9 Challenge of Cellulose in Application ......................................................................... 15  

1.2 Polyamides .......................................................................................................................... 18  

1.2.1 Types of Polyamides and Their Production Processes ................................................. 19  

1.2.2 Properties ...................................................................................................................... 20  

1.2.3 Applications .................................................................................................................. 25  



 vi

1.3 Cellulose Composites .......................................................................................................... 26  

1.3.1 Processing Techniques ................................................................................................. 26 

1.3.2 Properties of Cellulose Composites.............................................................................. 28 

1.3.3 Nano Mechanisms of Cellulose-filled Composites ...................................................... 35  

1.4 Damping .............................................................................................................................. 38  

1.4.1 Methods for Characterizing Damping .......................................................................... 38  

1.4.2 Damping Mechanisms in Composites .......................................................................... 39  

1.5 Modeling ............................................................................................................................. 44  

1.5.1 Viscoelasticity in Matrix Material ................................................................................ 45 

1.5.2 Crack and Delamination ............................................................................................... 46  

1.5.3 Interfacial Friction ........................................................................................................ 47  

1.5.4 Interfacial Adhesion ..................................................................................................... 49 

1.6 Conclusion ........................................................................................................................... 50  

Chapter 2 Samples Preparation ..................................................................................................... 51  

2.1 Materials .............................................................................................................................. 51  

2.2 Manufacturing ..................................................................................................................... 51  

2.3 Common Defects of the Parts and Solutions ....................................................................... 54  

2.4 General Observations .......................................................................................................... 57  

Chapter 3 Mechanical Testing ...................................................................................................... 59 

3.1 Mechanical Testing System Overview ................................................................................ 59  

3.2 Mechanical Testing Procedures .......................................................................................... 60  

3.3 Results for Cellulose/PA610 Composites ........................................................................... 63  

3.4 Results for Cellulose/PA1010 Composites ......................................................................... 67  

3.5 Results for Cellulose/PP Composites .................................................................................. 70  

Chapter 4 Damping Testing .......................................................................................................... 72  



 vii

4.1 Damping Testing System Overview ................................................................................... 72 

4.2 Damping Testing Procedures .............................................................................................. 73 

4.3 Results for Cellulose/PA610 Composites ........................................................................... 75  

4.3.1 Dry samples .................................................................................................................. 75  

4.3.2 Effects of Moisture and the Drying Process ................................................................. 76 

4.3.3 Effects of Temperature ................................................................................................. 79  

4.4 Results for Cellulose/PP Composites .................................................................................. 80  

4.4.1 Dry Samples ................................................................................................................. 80  

4.4.2 Effects of Temperature ................................................................................................. 81  

4.5 Conclusion ........................................................................................................................... 82  

Chapter 5 Microscopic Observations and Analysis ...................................................................... 83 

5.1 Microscopy Experiment Setting up ..................................................................................... 83 

5.2 Results and Discussions ...................................................................................................... 83  

Chapter 6 Modeling ...................................................................................................................... 88  

6.1 Two-masses Model ............................................................................................................. 88  

6.1.1 Overview ...................................................................................................................... 88  

6.1.2 Results and Discussions ............................................................................................... 90  

6.1.3 Conclusion .................................................................................................................... 93  

6.2 Friction Model ..................................................................................................................... 93  

6.2.1 Friction Model Overview ............................................................................................. 93 

6.2.2 Results and Discussions ............................................................................................... 98  

6.2.3 Effects of the Mass of the Contacting Surface ........................................................... 100  

6.2.4 Effects of the Sliding Velocity ................................................................................... 103  

6.2.5 Effects of the Bond Dissociation Rate ........................................................................ 107 

6.2.6 Effects of Bond Reforming Rate ................................................................................ 110 



 viii 

6.2.7 Conclusion .................................................................................................................. 113  

6.3 Massless Adhesion Model ................................................................................................. 114  

6.3.1 Massless Adhesion Model Overview ......................................................................... 114 

6.3.2 Results and Discussions ............................................................................................. 116  

6.3.3 Conclusion .................................................................................................................. 120  

6.4 Adhesion Model with a Mass ............................................................................................ 121  

6.4.1 Conclusion .................................................................................................................. 124  

6.5 Improved Adhesion Model ................................................................................................ 125  

6.5.1 Improved Adhesion Model Overview ........................................................................ 125  

6.5.2 Intermolecular Force .................................................................................................. 127 

6.5.3 Elastic Force ............................................................................................................... 129  

6.5.4 Parameters .................................................................................................................. 131 

6.5.5 Numerical Solution ..................................................................................................... 132  

6.5.6 Results and Discussion ............................................................................................... 134  

6.5.7 Conclusion .................................................................................................................. 142  

Chapter 7 Future Work and Published Work .............................................................................. 143 

Bibliography ............................................................................................................................... 154  



 ix

List of Tables 

 

Table 1.1. Mechanical properties of cellulose materials ................................................................. 9  

Table 1.2. Properties of common structure and reinforcement materials ..................................... 10 

Table 1.3. Mechanical properties of common polyamides ........................................................... 21  

Table 1.4. Properties of common polyamides after moisture absorption ..................................... 22 

Table 1.5. Thermal properties of common polyamides ................................................................ 23  

Table 2.1. Temperature setup for extrusion .................................................................................. 51  

Table 2.2. Temperature setup for injection molding ..................................................................... 52  

Table 2.3. Processing parameters for injection molding composites............................................ 52 

Table 3.1. Mechanical properties of PA610/cellulose composites. .............................................. 64  

Table 3.2. Mechanical properties of PP/cellulose composites ...................................................... 70 

Table 6.1. Parameters of the Two-masses Model ......................................................................... 90  

Table 6.2. Parameters for the friction model ................................................................................ 97  

Table 6.3. Parameters for massless adhesion model ................................................................... 116  

Table 6.4. Parameters for the improved adhesion model............................................................ 131 

Table 7.1. List of presentations and publications ....................................................................... 144  

Table D.1. List of abbreviations ................................................................................................. 152 

 



 x

List of Figures 

 

Figure 1.1. Schematics of (a) chemical structure of the unit of cellulose chains. with hydrogen 
bonding shown in dashed lines; (b) cellulose fibril consisting of crystalline and disordered 
regions; (c) remaining cellulose nanocrystals after acid dissolving (from [15]). ........................... 3 

Figure 1.2. Schematics of the lattice for cellulose Iα (triclinic shape in dashed line) and cellulose 
Iβ (monoclinic shape in solid line) [15]. ......................................................................................... 4 

Figure 2.1. The weight change of the injection molding PA610 parts. ........................................ 53 

Figure 2.2. Flow lines in an injection molded part. ...................................................................... 54 

Figure 2.3. Vacuum voids in an injection molded part. ................................................................ 55 

Figure 2.4. Samples with (left) and without (right) sink marks. ................................................... 56 

Figure 2.5. Flash on the edge of an injection molded part. ........................................................... 57 

Figure 2.6. Appearance of the parts. First row, PA610: left to the right- control; 2.5%, 5%, 10% 
CNC filled; 2.5%, 5%, 10% 4μm cellulose filled; 2.5%, 5%, 10% 100μm cellulose filled. Second 
row, PP: left to the right- control; 2.5%, 5%, 10% CNC filled; 2.5%, 5%, 10% 4μm cellulose 
filled; 2.5%, 5%, 10% 100μm cellulose filled. Third row, PA1010: left to the right- control; 5% 
CNC filled. .................................................................................................................................... 58  

Figure 3.1. Tensile test machine. .................................................................................................. 59  

Figure 3.2. Hot chamber (a) and cold chamber (b). (from [263]) ................................................. 60 

Figure 3.3. Engineering strain rate vs strain curves of 5% nano-cellulose fiber-reinforced PA610 
at rate of 14/s. ................................................................................................................................ 62  

Figure 3.4. Stress-strain curves of cellulose reinforced PA610 at 3 weight ratios of filler (2.5%, 
5%, 10%) and 3 filler sizes (a) CNC, (b) 4 µm, (c) 100 µm. Tests conducted at strain rate of 
0.0005/s at room temperature (23°C) approximately 20 days after drying. ................................. 63 

Figure 3.5. Stress-strain curves of (a) control, (b) 2.5%, (c) 5%, and (d) 7.5% CNC reinforced 
PA610 at four strain rates. Tests conducted at room temperature (23°C) approximately 2 months 
after drying. ................................................................................................................................... 65  



 xi

Figure 3.6. Stress-strain curves of control and 10% CNC reinforced PA610 at strain rate 14/s. 
Tests conducted at hot temperature (105 °C) approximately 2 months after drying. ................... 66 

Figure 3.7. Stress-strain curves of control PA610 samples at strain rate 0.0005/s. Samples are 
from same sample batch tested in March and absorb moisture in 5 months (August) at room 
temperature. .................................................................................................................................. 67  

Figure 3.8. Stress-strain curves of control and 5% CNC reinforced PA1010 at strain rate 
0.0005/s. Tests conducted at 3 temperatures: (a) room (23°C ), (b) hot (105 °C), (c) Cold(-30°C).
....................................................................................................................................................... 68  

Figure 3.9. Stress-strain curves 5% CNC reinforced PA1010 at 3 strain rates 0.0005/s, 0.025/s 
and 14/s. Tests conducted at 3 temperatures: (a) room (23°C), (b) hot (105 °C), (c) cold (-30°C).
....................................................................................................................................................... 68  

Figure 3.10. Stress-strain curves 5% CNC reinforced PA1010 and PA610 at room temperature 
(23°C). Control PA610 and PA1010 curves are used for comparison. Tests conducted at 3 strain 
rates: (a) 0.0005/s, (b) 0.025/s, (c) 14/s. ....................................................................................... 69  

Figure 3.11. Stress-strain curves of cellulose reinforced PP at 3 weight ratios of filler (2.5%, 5%, 
10%) and 3 filler sizes (a) CNC, (b) 4 µm, (c) 100 µm. Tests conducted at strain rate of 0.0005/s 
at room temperature (23°C). ......................................................................................................... 70  

Figure 4.1. Schematic of the damping testing system. ................................................................. 72 

Figure 4.2. Response of the free vibration test. ............................................................................ 73  

Figure 4.3. Damping tests on cellulose reinforced PA610 dry samples immediately after 
manufacture................................................................................................................................... 75  

Figure 4.4. Damping tests on the same samples in Fig 4.3 after absorbing moisture for 4 months.
....................................................................................................................................................... 77  

Figure 4.5. Mass loss curves of control PA610 and CNC reinforced PA610 samples. ................ 77 

Figure 4.6. Damping ratios of CNC reinforced PA610 samples after successive moisture 
absorption and drying. On the abscissa axis, 0 denotes samples that have not absorbed moisture; 
1 denotes the same samples after absorbing moisture and then undergoing drying; 2 denotes the 
same samples after absorbing moisture for a second time and then undergoing a second drying.
....................................................................................................................................................... 78  

Figure 4.7. Damping ratios of CNC reinforced PA610 samples at different temperatures. The 
samples are the same samples in Fig 4.3 after absorbing moisture for 4 months. ........................ 79 

Figure 4.8. Damping tests on cellulose reinforced polypropylene composites. ........................... 80 

Figure 4.9. Damping ratios of CNC reinforced PA610 samples at different temperatures. ......... 81 



 xii

Figure 5.1. Fracture surface of 2.5% CNC-reinforced PA610 at magnification 100 x. ............... 84 

Figure 5.2. Fracture surface of 2.5% CNC-reinforced PA610 at magnification 4.49 kx. ............ 85 

Figure 5.3. Fracture surface of 5% CNC-reinforced PA610 at magnification 23.3 x. ................. 85 

Figure 5.4. Fracture surface of 2.5% CNC-reinforced PA610 at magnification 18.8 x. .............. 86 

Figure 5.5. SEM images of tensile test fracture surfaces of PA610 reinforced with 5% mass ratio 
of: (a) CNC, (b) 4 μm cellulose fiber, (c) 100 μm cellulose fiber. ............................................... 87 

Figure 6.1. Schematic of the two masses model. .......................................................................... 89  

Figure 6.2. Curve of Lennard Jones force vs intermolecular distance.......................................... 90 

Figure 6.3. (a) Displacement and (b) velocity of the two masses vs time. An initial velocity is 
given to one of the masses. ........................................................................................................... 91  

Figure 6.4. Displacement and velocity of the two masses. An initial displacement is given to one 
of the masses. ................................................................................................................................ 92  

Figure 6.5. Schematic of the friction model. ................................................................................ 94  

Figure 6.6. Displacement and velocity of the top plate and the displacement of the ends of the 
first, second bond over time. ......................................................................................................... 98  

Figure 6.7. Fraction of the intact bonds over the total bonds. Note that the black line represents 
the average values of the red curve. .............................................................................................. 99  

Figure 6.8. (a) Spring force and (b) friction force vs time. Note that the black line represents the 
average values of the blue curve. ................................................................................................ 100  

Figure 6.9. Displacement and velocity of the top plate and the displacement of the ends of the 
first, second bond over time (The mass of the top plate is doubled). ......................................... 101  

Figure 6.10. Fraction of the intact bonds over the total bonds (The mass of the top plate is 
doubled). Note that the black line represents the average values of the red curve. .................... 102 

Figure 6.11. (a) Spring force and (b) friction force vs time (The mass of the top plate is doubled). 
Note that the black line represents the average values of the blue curve. .................................. 102 

Figure 6.12. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (V = 0.5 nm/s) .......................................................... 103 

Figure 6.13. Friction force vs time (V = 0.5 nm/s). Note that the black line represents the average 
values of the blue curve. ............................................................................................................. 104  



 xiii 

Figure 6.14. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (V = 4 nm/s) ............................................................. 105 

Figure 6.15. Friction force vs time (V = 4 nm/s). ....................................................................... 106 

Figure 6.16. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (k0 = 50) .................................................................... 107 

Figure 6.17. Friction force vs time (k0 = 50). Note that the black line represents the average 
values of the blue curve. ............................................................................................................. 108  

Figure 6.18. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (k0 = 80) .................................................................... 109 

Figure 6.19. Friction force vs time (k0 = 80). Note that the black line represents the average 
values of the blue curve. ............................................................................................................. 109  

Figure 6.20. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (𝑘𝑜𝑛0 = 50) ............................................................. 110 

Figure 6.21. Friction force vs time (𝑘𝑜𝑛0 = 50). Note that the black line represents the average 
values of the blue curve. ............................................................................................................. 111  

Figure 6.22. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (𝑘𝑜𝑛0 = 150) .......................................................... 112 

Figure 6.23. Friction force vs time (𝑘𝑜𝑛0 = 150). Note that the black line represents the average 
values of the blue curve. ............................................................................................................. 112  

Figure 6.24. (a) Schematic of the two masses model (at initial position). (b) Schematic of the 
model with the direction of the moving boundaries (after movement). ..................................... 114 

Figure 6.25. The displacement of top boundary (top), the intermolecular distance (bottom) vs 
time. ............................................................................................................................................ 117  

Figure 6.26. Intermolecular force and spring force vs the intermolecular distance. Different 
spring force curves are shown at four time points when the top boundary moves down. .......... 117 

Figure 6.27. The process of jump in and out in the intermolecular and the spring force plot. ... 119 

Figure 6.28. The intermolecular force vs the displacement of the top boundary in a bonding and 
debonding cycle. ......................................................................................................................... 120  



 xiv

Figure 6.29. The displacement of top boundary (top), the intermolecular distance (bottom) vs 
time. (mass is added to the contacting surface). ......................................................................... 121 

Figure 6.30. The intermolecular force vs the displacement of the top boundary in a bonding and 
debonding cycle (mass is added to the contacting surface). ....................................................... 122 

Figure 6.31. The displacement of top boundary (top), the intermolecular distance (bottom) vs 
time. (mass and a damper are added to the contacting surface). ................................................. 123 

Figure 6.32. The intermolecular force vs the displacement of the top boundary in a bonding and 
debonding cycle (mass and a damper are added to the contacting surface). .............................. 124 

Figure 6.33. (a) Schematic graph of the model. (b) Schematic of the geometry of an asperity. 126 

Figure 6.34. Comparison between hydrogen bonding and Van der Waals force vs intermolecular 
distance. ...................................................................................................................................... 129  

Figure 6.35. Comparison between predictor-corrector and Runge Kutta methods on a simple 
model........................................................................................................................................... 133  

Figure 6.36. Displacement input 𝑦𝑇 and resulting response 𝑅𝑡 and 𝑅𝑏, and kinetic energy 𝑊𝑒 of 
the model. (a) Sinusoidal input displacement at 80 Hz (appears linear over this very short time); 
(b) sinusoidal input at 2.5 GHz; (c) sinusoidal input at 2.5 GHz with hydrogen bonding omitted 
from the model. ........................................................................................................................... 134  

Figure 6.37. (a) Total bottom intermolecular force (red curve) vs intermolecular distance graph. 
The total elastic force in two instances are given by the blue curves. (b) Intermolecular force vs 
top boundary displacement graph. .............................................................................................. 135 

Figure 6.38. The work done by the damping force (per unit area) with and without hydrogen 
bonding participating in the simulations in Figures 6.36(b) and 6.36(c). ................................... 137 

Figure 6.39. The energy dissipation after 3 cycles of the top material displacement (same input as 
in Figure 6.36(b)) in terms of (a) size of the particles for 𝑛𝐻= 2 nm-2, 𝑅0= 0.276 nm, 𝐸𝑚 = 1.4 
nN/nm2; (b) hydrogen bonding density for 𝐷 = 100 nm, 𝑅0= 0.276 nm, 𝐸𝑚 = 1.4 nN/nm2; (c) 
initial intermolecular distance for 𝐷 = 100 nm, 𝑛𝐻= 2 nm-2, 𝐸𝑚 = 1.4 nN/nm2; (d) elastic 
modulus of matrix material for 𝐷 = 100 nm, 𝑛𝐻= 2 nm-2, 𝑅0= 0.276 nm. ................................ 137 

Figure 6.40. Energy dissipation in the simulation (blue curve) and damping ratios from the 
damping tests (orange curve) vs. particle sizes. .......................................................................... 138  

Figure 6.41. Intermolecular forces-distance graph. Two intermolecular forces at hydrogen 
bonding density: 2 nm-2 (red) and 5 nm-2 (blue). ........................................................................ 139 

Figure 6.42. Blue curve: energy dissipation in the simulation vs. initial intermolecular distance 
(nm). Orange curve: damping ratios from the damping tests vs. number of dryings. ................ 141 

 



 xv

Figure B.1. Intermolecular distance, 𝑅𝑏, of equation (6.27) vs the displacement of the particle 𝑦.
..................................................................................................................................................... 148  

Figure C.1. Schematic for the hydrogen bonding angle, 𝜃𝐷𝐻𝐴. ................................................ 150 



 xvi

List of Appendices 

 

Appendix A ..................................................................................................................................147 

Appendix B ..................................................................................................................................148 

Appendix C ..................................................................................................................................150 

Appendix D ..................................................................................................................................152 

 

 



 xvii

Abstract 

 

Bio-based polyamide 610 (PA610) reinforced with micro- and nanocellulose were 

manufactured by melt compounding followed by injection molding. The resulting composites 

had fiber sizes ranging from nanoscale to 100 μm at 2.5%, 5% and 10% fiber mass fractions. 

These composites were mechanically characterized by tensile tests followed by scanning electron 

microscopy to examine the tensile fracture surface. The primary focus of the work was the 

damping behavior of these nanocomposites, which was found to be substantial. Damping was 

characterized using the damping ratio extracted from the measured decay of mechanical 

vibrations. Cellulose nanocrystal-reinforced PA610 at 10% mass fraction was found to produce a 

210% increase in damping ratio compared to control PA610. Larger fiber sizes and lower mass 

fractions resulted in smaller, but significant, increases in damping. Comparison to cellulose 

reinforced polypropylene composites showed that PA610/cellulose composites produced 

significantly greater relative damping. Additionally, since both cellulose and PA610 are 

hydrophilic materials, a study was made on the effects of moisture absorption on the damping. It 

was found that the pronounced effect of the filler on damping was diminished by absorbed 

moisture and did not return after removing moisture from the samples. The origin of the damping 

increase and the effects of moisture were discussed in the dissertation. 

A damping model was developed based on the mechanism of interfacial interaction in 

nanoscale particle reinforced composites. The model included the elasticity of the materials and 

the effects of interfacial adhesion hysteresis. The presence of hydrogen bonding at the interface 



 xviii 

between the particle and matrix and the large interfacial area due to the filler’s nano size were 

shown to be the main causes of the high damping enhancement. The influence of other 

parameters, such as interfacial distance and stiffness of the matrix materials were also discussed. 

The modeling work can be used as a guide in designing composites with good damping 

properties.  

 



 1

Chapter 1 Introduction 

1.1 Cellulose 

The overuse of plastic has created or exacerbated many environmental problems such as 

plastic pollution and the greenhouse effect. The demand for biodegradable and renewable 

materials has increased in society. As one of the most abundant natural resources, cellulose has 

attracted increasing attention for replacing traditional petroleum-based materials.  

1.1.1 Cellulose Sources 

Studies have estimated that the production of cellulosic material is about 13 billion tons 

per year[1, 2]. Cellulose can be derived from several materials. (i) Wood is one of the most 

abundant sources in nature. Currently, there is mature and complete infrastructure to harvest and 

process wood. Cellulose can be extracted from processed wood with most of the impurities 

removed. (ii) Plants are another main cellulose source. Natural fibers consisting of cellulose, 

such as cotton [3, 4], sisal [5], and flax [6], have been studied and applied for centuries. 

Cellulose can be derived from these fibers. In addition to these traditional plants, agricultural 

residues, including palm trunks, empty fruit bunches, corncobs, wheat straw, coconut husks, and 

sugarcane bagasse [7], are attracting more attention in society. Transforming these low-cost 

wastes into cellulose material provides great potential for the material industry in the future. (iii) 

Bacteria can produce cellulose. The bacterium named Gluconacetobacter xylinus is the most 

commonly used. Under certain conditions, the bacteria secrete a gel consisting of cellulose micro 

fibrils and water. It is believed that the cellulose in the gel can be used to protect the bacteria 
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from fungi and ultraviolet light. Studies have shown that the crystallization of the micro fibril 

can be altered by adjusting the culturing conditions [8]. (iv) Cellulose micro fibrils can be 

produced in the cell wall of certain species of algae. The structures of these cellulose micro 

fibrils vary among different species because of their unique biosynthesis processes. The cellulose 

micro fibrils from green algae (such as Micrasterias denticulata [9, 10] and Valonia [11] have 

been the most studied. (v) Tunicates are sea animals that can produce cellulose micro fibrils 

embedded in the protein matrix of their mantle. Similar to algae, the structures of the cellulose 

micro fibrils are slightly different between species because of the different formation processes 

[12]. The most common tunicate species that have been studied are Halocynthia roretzi [3], 

Halocynthia papillosa [13], and Metandroxarpa uedai [14]. 

1.1.2 Cellulose Structure 

Consisting of ring-shaped glucose molecules, the shape of cellulose is normally like a 

long linear ribbon. The monomer (basic repeatable unit) in the cellulose chains is two connected 

anhydroglucose rings (C6H10O5), as presented in Figure 1(a). The number of monomers in a 

single cellulose chain is usually from 10,000 to 15,000 [15], based on the specific sources. Note 

that each glucose ring is covalently bonded by an oxygen atom between two carbon atoms at 

position 1(C1) and 4(C4) in two rings, respectively, which is called the glucosidic bond [16]. The 

hydroxyl group attached to C3 creates an intramolecular hydrogen bonding connected to the 

oxygen atom in the adjacent glucose ring. Because of this hydrogen bonding, as well as the 

glucosidic bond between the glucose rings, the shape of the cellulose chain maintains a linear 

configuration. In addition, the hydroxyl groups at C6 and C2 play a role in the formation of 

hydrogen bonding between cellulose chains. The network of the intermolecular hydrogen 

bonding stabilizes the crystalline structure of the cellulose. Different structures of crystalline 
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cellulose are formed, depending on the stacking directions and positions of the cellulose chains. 

As is shown in Figure 1(b) [15], a group of cellulose chains creates a cellulose fibril 5–50 nm in 

diameter. However, this highly crystallized structure (cellulose nanocrystals) is not consistent 

along the fibril. There are disordered regions between cellulose nanocrystals at intervals. This 

amorphous cellulose gives the fibril flexibility, while the highly crystallized region strengthens 

the stiffness of the fibril. The amorphous cellulose can be removed by acid hydrolysis. In 

contrast, cellulose nanocrystals remain in the process due to the insolubility gained from strong 

hydrogen bonding between cellulose chains (Figure 1(c)). 

 

Figure 1.1. Schematics of (a) chemical structure of the unit of cellulose chains. with hydrogen 
bonding shown in dashed lines; (b) cellulose fibril consisting of crystalline and disordered 
regions; (c) remaining cellulose nanocrystals after acid dissolving (from [15]). 

As mentioned above, the network of the hydrogen bonding between cellulose chains 

determines the chemical structure of crystalline cellulose. Such networks are generally 

categorized into type I, II, III, and IV according to their polymorphs [17]. Cellulose I is derived 

naturally from organisms, such as wood, plants, bacteria, etc. It is sometimes called “native 

cellulose.” Cellulose II and III can be obtained by specific treatments of cellulose I [17]. 
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Additionally, cellulose I can be divided into two groups (Iα and Iβ). They have a triclinic (Iα) 

and a monoclinic (Iβ) structure, respectively. These two polymorphs commonly coexist in nature 

[17, 18], and their proportions depend on the specific species. Cellulose Iα is predominant in 

primitive organisms such as algae and bacteria, and cellulose Iβ is the dominant form in higher 

plants. Studies show that cellulose Iα can be transformed into cellulose Iβ by treatments in 

organic solvents and helium gas at high temperature [19] or by treatments in hot alkaline solution 

[20]. Only a portion of cellulose Iα can be successfully converted into cellulose Iβ, even if the 

parameters of the treatments are carefully controlled [19, 20]. The lattice structures of cellulose 

Iα and Iβ are characterized by synchrotron X-ray and neutron fiber diffraction in studies [21, 22]. 

The parameters of the unit Iα cell are a = 0.672 nm, b = 0.596 nm, c = 1.040 nm, α = 118.08˚, β = 

114.80˚, γ = 80.375˚[22], and the parameters of the unit Iβ cell are a = 0.778 nm, b = 0.820 nm, c 

= 1.038 nm, γ = 96.5˚. The shape of the lattice structures can be seen in Figure 2. 

 

Figure 1.2. Schematics of the lattice for cellulose Iα (triclinic shape in dashed line) and cellulose 
Iβ (monoclinic shape in solid line) [15]. 

Cellulose II is found to have the highest stability and can be produced by regeneration 

and mercerization processes [23]. Studies show that cellulose II has a monoclinic unit cell 

structure with dimensions a = 0.810 nm, b = 0.903 nm, c = 1.031 nm, γ = 117.10˚[24]. Cellulose 



 5

III can be converted from cellulose I or II by liquid ammonia treatments [25]. It is reported to 

have a monoclinic unit cell with parameters a = 0.445 nm, b = 0.785 nm, c = 1.031 nm, γ = 

105.1˚ [26]. Cellulose IV is obtained from cellulose II or III by treatment in glycerol at 260 °C 

[27]. This dissertation focuses on cellulose I, which is the material used in producing 

CNC/PA610 composites. 

1.1.3 Production of Cellulose Fibrils and Particles 

Cellulose materials can be produced from a variety of organisms. To obtain good 

mechanical properties, the impurities and amorphous regions need to be removed by treatments. 

The isolation of pure cellulose materials commonly requires two steps. The first step is 

purification and homogenization of the raw materials to remove the most irrelevant materials, 

which reduces the difficulties in the following processes. Specific pretreatments are needed for 

different source materials, depending on the degree of morphology of cellulose. For wood and 

plants, the matrix materials containing hemicellulose and lignin are removed by the treatments. 

Micro-sized cellulose fibers remain for the second steps [28, 29]. Deriving cellulose fibrils from 

tunicate requires removal of the protein matrix from the mantle [30]. For obtaining algae 

cellulose, the task is dealing with the algal wall matrix [10]. Bacterial cellulose pretreatments 

comprise not only the process of removing the residue of the bacteria but also the procedures for 

controlling the cellulose growth rate in the cells[31]. 

The second step is further purifying the cellulose material and separating larger-sized 

cellulose fiber into micro/nano cellulose fibrils or cellulose particles. The treatments include 

mechanical treatments, acid hydrolysis, and enzymatic hydrolysis [29]. To achieve a good 

purifying and separating effect, a combination of the above treatments should be applied to the 

materials. The mechanical treatments include grinding, cyrocrushing, and high-intensity 
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ultrasonic treatments [15, 32]. The mechanism of these treatments is the production of high shear 

force between individual cellulose sub-fibrils to separate them in a group. To obtain smaller-

sized cellulose, more cycles of treatments need to be repeated. These mechanical treatments 

require subsequent steps of chemical purifying processing to remove amorphous cellulose. 

Acid hydrolysis focuses on removing amorphous regions of cellulose fibrils. Sulfuric acid 

is commonly used in this process, and it produces good suspension of cellulose particles [33]. 

After a period of time of acid reaction with cellulose, the solution is diluted by deionized water. 

Then the small-sized cellulose is separated by centrifugation and filtration. The residue of the 

acid is removed by rinsing with deionized water. 

1.1.4 Types of Cellulose Fibers and Particles 

According to the characteristics (size, crystallinity, aspect ratio, crystal structure) of the 

cellulose fibers, they can be categorized into different groups. In macro scale (larger than 10 

microns), there are wood and plant fibers (WF, PF) and microcrystalline cellulose (MCC). The 

remaining types of cellulose are close to nano size. This group includes cellulose micro and nano 

fibrils (MFC and NFC), nanocrystalline cellulose (CNC), tunicate nanocrystalline cellulose 

(TCNC), algae cellulose particles (AC), and bacterial cellulose particles (BC). In this 

dissertation, MCC and CNC are used to produce composites samples. 

WF and PF are the largest-sized fibers among all types of cellulose (typically larger than 

2000 microns). These natural fibers have a variety of fiber lengths, which can be used according 

to different applications. The diameter of the fiber is from 20 to 50 microns. However, because 

of less treatment of the fibers, the crystallinity (43–65%) is lower than that of other types of 

cellulose particles[23]. 
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MCC is produced by acid hydrolysis of wood and plant fibers. Due to the strong 

hydrogen bonding force, this cellulose is actually an aggregation formed by micro cellulose 

fibrils in various sizes. Therefore, the structure of MCC is typically a porous particle in diameter 

of 10 to 50 microns. It will potentially break up when compounded with other materials. In 

addition, it is reported that this cellulose has high crystallinity (80–85%) [34, 35]. 

MFC is obtained from highly purified wood and plant fibers. It contains a set of 

elementary cellulose fibrils grouped together in a certain crystal structure[36]. It has a high 

aspect ratio (0.5 to 10 microns in length and 10 to 100 nm in width). The crystallinity of MFC is 

normally from 51% to 69% [37]. 

NFC is produced by a specific refining approach in the mechanical treatment of wood 

and plant fiber [4]. It is commonly composed of 36 cellulose chains in a single fibril. The nano 

fibril is 4–20 nm in width and 0.5 to 2 microns in length, which is smaller than the dimensions of 

the micro-size fibril. In addition, the particle has a square-shaped cross-section. The crystallinity 

in this particle is nearly 100%, including both amorphous and crystalline regions [38, 39]. 

The CNC particle is derived through acid hydrolysis of WF, PF, MCC, MFC, and NFC. It 

has several other names: cellulose nanocrystals, cellulose nano whiskers, cellulose whiskers. The 

shape of CNC is normally like rods or whiskers 3–5 nm in width and 50–500 nm in length [40]. 

It has high crystallinity, from 54% to 88%. Studies show that the parameters of the acid 

hydrolysis process determine the properties of CNC. Inadequate acid hydrolysis results in 

elementary crystals and amorphous regions remaining in the particles. It changes the morphology 

of the CNC particles. Excessive acid hydrolysis can possibly depolymerize the crystalline region, 

which decreases the size of the particles [3]. Due to the small size of the CNC, the total surface 

area of the particle is larger than that of MCC or MFC of the same mass. The intermolecular 
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force is proportional to the surface area. Therefore, CNC particles tend to agglomerate together 

into larger particles[3]. 

TCNC is derived from acid hydrolysis of tunicates. The morphology and mechanical 

properties of this particle are different from those of CNC. The shape of TCNC is like a ribbon 

with height, width, and length of about 8 nm, 20 nm, and 100 to 4000 nm, respectively. It has 

high crystallinity (85% to 100%) [3, 41]. Compared with CNC, TCNC has a larger aspect ratio 

(70–100) and a parallelogram-shaped cross-section. 

AC is produced from the cellulose microfibrils of algae cell walls by mechanical 

treatments and acid hydrolysis. The aspect ratio of AC is more than 40. The length of the particle 

is normally larger than 1 micron. According to the species that produce the cellulose fibril, AC 

has square (20 nm in width, 20 nm in height) and rectangular (5 nm in width and 20 to 30 nm in 

height) shapes in the cross-section [42, 43]. 

BC is the cellulose microfibril produced from bacteria. Similar to the dimensions of AC, 

it has a larger aspect ratio (greater than 50) and is more than 1 micron in length. BC has a 

rectangular cross-section (6 to 10 nm in width, 30 to 50 nm in height) [44]. It has also been 

found that the crystal structure (the ratio of Iα/Iβ) can be changed by different culturing 

conditions [42].   

1.1.5 Mechanical Properties of Cellulose Particles 

The mechanical properties of the cellulose particles are essential to the application of 

these materials. However, the characterizing method is limited by the size of the particles. In 

addition, there are a variety of factors that affect the mechanical properties of certain types of 

cellulose, such as processing methods, chemical structures of the source material, and defects 

and flaws in the organisms during the growing period. This increases the difficulty of obtaining 
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an accurate value of a certain mechanical property. Currently, most studies are focusing on the 

elastic properties of cellulose particles. The elastic properties of larger-sized fibers are normally 

characterized by tensile tests on specimens. For cellulose at micro and nano scale, there are 

several approaches that can obtain the properties indirectly. Raman spectroscopy is a technique 

that provides stress-strain information by the shifting of the characteristic Raman peak [45]. It 

has been applied to characterize a variety of materials, including cellulose [46-48]. Atomic force 

microscopy (AFM) indentation is another approach for measuring the elastic modulus of the 

fiber. The test is conducted by a rigid nano-sized probe contacting the substrate made of the 

testing material. The elastic modulus of the material can be calculated based on the displacement 

of the tip of the probe and the contacting force as the probe is scanning on the surface of the 

substrate[49]. For the mechanical properties of various cellulose crystal structures that have high 

crystallinity and are even smaller than CNC, X-ray diffraction and an inelastic X-ray scattering 

spectrometer can be used to characterize them [50, 51]. In addition, the mechanical properties of 

crystal structure can be estimated by models built in a computer [52, 53]. The following Table 1 

summarizes the mechanical properties of cellulose particles in categories. 

Table 1.1. Mechanical properties of cellulose materials 

Material  Ea (GPa) Et (GPa) 𝜎௙ (GPa) 𝜀௙ (%) Reference  

WF 14-27 - 0.3-1.4 4-23 [54] 

PF 5-45 - 0.3-0.8 1.3-8 [55-58] 

MCC 21-29 - - - [58] 

MFC&NFC N/A - - - N/A 

CNC 57-105 18-50 - - [59, 60] 
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TCNC 124-180 - - - [41, 61] 

BC 61-114 - - - [62, 63] 

Cellulose Iα 128-155 5-8 - - [52, 64] 

Cellulose Iβ 120-168 14-16 7.5-7.7 - [50, 52, 65] 

Cellulose II 9-90 - 0.2-1.0  [53, 57] 

Note that: Ea is axial elastic modulus, Et is transverse elastic modulus, 𝜎௙ tensile strength, 𝜀௙ is failure strain 

 

As shown in Table 1.1, the stiffness of CNC is significantly greater than that of larger-

sized cellulose such as WF, PF, and MCC. The reason for this is considered to be that CNC has 

higher crystalline content compared with larger-sized particles and that the structured and dense 

crystalline is stiffer than the amorphous cellulose. This idea can also be applied to the case of 

TCNC. Due to higher crystallinity, higher content of Iβ crystal structure, and uniform 

morphology of the particle [15], TCNC is much stiffer than CNC. In the aspect of the crystal 

structure of cellulose, Iα and Iβ have approximately the same axial elastic modulus, but Iβ has a 

much higher transverse elastic modulus than that of Iα. It can be seen that both Iα and Iβ are 

stiffer than II and that Iβ presents greater tensile strength. 

Table 1.2. Properties of common structure and reinforcement materials 

Material  Elastic modulus (GPa) Density (g/𝑐𝑚ଷ) Reference  

Aluminum  69 2.7 [66] 

Steel 200 7.8 [66] 

E-glass 72 2.5 [67] 

Kevlar-49 124 1.4 [67] 
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MWCNT 270-950 - [68] 

CNC 57-180 1.5 [60] 

Note that: MWCNT is multiwalled carbon nanotube 

 

Table 1.2 shows the elastic modulus and density of several materials in comparison with 

CNC (including TCNC). It can be seen that the average elastic modulus of CNC is greater than 

that of aluminum and E-glass and approximately the same as Kevlar-49, but it is lower than that 

of steel and MWCNT. This shows that CNC has good stiffness as a reinforcement for common 

polymers. In addition, CNC presents lower density compared with metallic material and E glass, 

which suggests that the application of CNC can reduce the weight of a structure, with good 

mechanical performance.  

1.1.6 Thermal Properties 

As a bio-based reinforcement material, cellulose is compounded with polymers above the 

melting temperature of the matrix material. Therefore, it is important to investigate the thermal 

properties of cellulose. In this dissertation, the thermal chemical degradation and the coefficient 

of thermal expansion (CTE) will be discussed. 

To characterize thermal chemical degradation, thermogravimetric analysis (TGA) is used 

to measure the weight loss of samples at the setting temperature. Normally, the degradation of 

cellulose begins at 200–300˚C, depending on heating temperature, heating rate, chemical 

structure, particle size, and surface modification [69-71]. In study [69], freeze dried MCC, CNC, 

and chemically modified CNC were tested by TGA. The tests showed that MCC starts to degrade 

at 300˚C. In contrast, the degradation temperature of CNC is about 260˚C. The chemically 

modified CNC particles present a shift of onset degradation temperature, either lower than 260˚C 
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or higher than 300˚C. In another study [71], TGA was conducted on MCC from different sources 

(cotton sliver, jute felt, newsprint, filter paper). It was found that jute-made MCC had the lowest 

onset degradation temperature (250 ˚C) of all types of MCC, to which the higher content of 

hemi-cellulose contributed.  

The CTE of crystalline cellulose in the axial direction was calculated as 0.1 ppm K-1 

[72]. Compared to most of metallic material and ceramics [67], the value is much lower. 

However, it is about the same level as materials of high elastic modulus, for example, carbon 

fibers. In the aspect of larger-sized cellulose particles, the CTE of BC was measured as 2–3 ppm 

K-1 in [73]. Moreover, the CTE of NFC [70] and MFC [74] were found to be 2.7 ppm K-1 and 

15–25 ppm K-1, respectively. It can be seen that the CTE increases with the particle size.  

1.1.7 Modification of Cellulose 

Containing a hydroxyl group, cellulose is a hydrophilic material that tends to form 

agglomeration by intramolecular hydrogen bonding, and the agglomeration gets severe when the 

particle size is small. In addition, the cellulose material can absorb moisture from the ambient air. 

The dissertation will study the effects of hydrogen bonding and agglomeration by microscopy and 

modeling in the following chapters. This prevents adhesion at the interface between the cellulose 

filler and the matrix in composites. The degradation of cellulose is another problem that commonly 

occurs during compounding with polymers. To overcome disadvantages such as poor dispersion 

and degradation and to enhance the adhesion between the cellulose and the matrix material, surface 

modification of cellulose is one of the most efficient approaches and has been widely applied in 

industry[75]. 

Silanization is one of the most common pretreatment techniques for cellulose surface 

modification. A silane coupling agent creates crosslinking intermolecular bonds at the interface of 
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the filler and the matrix. It is found that the silane treatment is more suitable for alkaline-treated 

fibers, where there are more reactive sites for silane reaction than those of the untreated fibers. 

However, a silane coupling agent may reduce the hydroxyl groups in cellulose chains. When the 

coupling agent is applied, the hydrolyzable alkoxy groups will first transform into silanols in the 

presence of moisture. The hydroxyl groups in cellulose chains interact with silanols and form 

strong covalent bonds[76]. More detailed studies have been done to investigate the effect of silane 

coupling agents by applying a variety of silane solutions to different cellulose materials. Three 

aminopropyl trimethoxy sliane solutions were used for a flax fiber surface. 60% stiffness 

improvement was reported in the modified flax-reinforced epoxy composites [77]. Aminosilane 

solution-treated soaked sisal fiber was found to have a 23.6% tensile strength enhancement in 

epoxy-based composites compared to untreated sisal fiber [78]. It is shown in study [76] that 

removal of lignin from the surface of cellulose increases the absorption of silane coupling agent, 

while ploysiloxanes prevent the absorption. 

Mercerization is another effective modification approach. In this process, cellulose fibers 

are soaked in an alkali solution at a certain temperature. The intramolecular hydrogen bonding of 

cellulose chains dissociates after a period of time, which breaks cellulose fibril into several groups 

of sub-fibrils. It dramatically increases the aspect ratio of cellulose fibers and the interfacial area 

of cellulose filler and matrix materials, but it also damages the network of hydrogen bonding and 

produces more amorphous cellulose. The study indicates that a rough surface topography was 

created after the modification that resulted in good cellulose/matrix adhesion [79]. In addition, 

mercerization increases the possible interacting spots in cellulose chains, which gives good fiber 

wetting in compounding. It is found that the degree of polymerization and the orientation of 

cellulose crystallites were altered due to the removal of lignin and hemicellulose in mercerization. 
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It significantly affected the stiffness and strength of the cellulose fiber [80]. A variety of studies 

have been done to optimize the effect of mercerization. In [81], a 10–30% sodium hydroxide 

solution was used for the mercerization of flax fibers. It was found that 5%, 10%, and 18% sodium 

hydroxide concentrations showed the best modification effects. Mercerization time is investigated 

in study [82]. Jute fibers were immersed in a 5% alkali solution for 8 hours at 30 ˚C. It showed 

that 2 hours is the best processing time due to the hemicellulose removal ceasing after 2 hours. 

Moreover, study [83] reported that 2% alkali solutions under conditions of  200 ˚C and 1.5 MPa 

pressure had good defibrillation effect on cellulose fibers.  

Peroxide treatment is applied to cellulose fibers in particular for enhancing their 

mechanical properties. The free radicals decomposed from peroxide can easily react with the 

hydrogen groups of cellulose fibers and matrix material, and they then create the coating on the 

fiber surface. Benzoyl peroxide and dicumyl peroxide were applied to flax fiber in acetone solution 

in study [81], and alkali pretreatment was conducted prior to the use of peroxide. 

Benzoylation treatment creates benzoyl groups in cellulose fiber and prevents the 

hydrophilic effect caused by hydrogen bonding. Benzoyl chloride is commonly used in this 

treatment. The detailed treatment process was investigated in several studies. In study [79], 18% 

NaOH solution was used in pretreatment of cellulose fibers for half an hour. Then 10% NaOH 

solution and 50 ml benzoyl chloride were applied to the treated fibers. A similar treatment process 

was done in [84], in which 15 min of benzoylation treatment was conducted on sisal fibers and the 

fibers were then soaked in ethanol for 1 hour after the treatment. 

1.1.8 Application of Cellulose Materials 

Cellulosic materials, including macro-sized natural fibers, micro- and nano-sized fibrils, 

and particles have advantages of good stiffness and tensile strength with low density. They are 
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widely applied as filler materials in composites. This will be discussed in the cellulose-filled 

composites part later. 

1.1.9 Challenge of Cellulose in Application 

Even though great effort has been taken in the study of cellulose materials and they have 

already been applied in many fields, there are still challenges in aspects of the properties of 

cellulose and its production. 

The hydroxyl groups in cellulose chains enable the cellulosic material to absorb moisture 

from the ambient environment. This hydrophilic nature of cellulose has been found in many 

studies [85-87]. However, it becomes a problem when the cellulosic materials are used as fillers 

in composites. A reduction has been found in flexural strength, modulus, and fracture toughness 

of cellulose fiber-reinforced epoxy composites after absorbing moisture for two week [88]. 

Similar effects are also shown in study [89]: the tensile strength of bacterial cellulose fiber-

reinforced starch biocomposites in different fiber loadings decreased after 24 and 182 hours of 

moisture absorption. Study [90] reported that cellulose fiber swelled in absorbing moisture, 

which potentially generated micro cracks in the matrix material. This may eventually result in 

debonding between the cellulose fibers and the matrix. Another study [91] showed that the 

structure of amorphous cellulose became unstable in the presence of moisture, which can affect 

the mechanical and thermal properties of cellulose-reinforced composites. In addition, it is 

shown in study [92] that the interfacial distance of the cellulose filler and polyester resin matrix 

increased after successive moisture absorption and drying. It significantly affected the adhesion 

of the filler and the matrix material, resulting in debonding issues. This study also showed that 

the free volume [93], which is the small space such as gaps or pores existing between polymer 

chains, increased with moisture absorption. It is believed that this encourages the mobility of the 



 16

cellulose and polymer chains that leads to a softening response of the composites. In some cases, 

researchers were able to overcome the problems caused by water absorption. A special 

modification of cellulose fibers was done in study [94] that made their surface hydrophobic. In 

study [95], nano-sized clay particles were used in cellulose fiber-reinforced vinyl-ester resin to 

absorb moisture. It effectively reduced the water absorption in the composites. Certain 

formulations of cellulose and polymer were found to have a decrease in water sensitivity. Study 

[96] showed that unmodified ramie cellulose-reinforced starch-based composites were 

insensitive to moisture. 

Nano-sized cellulose with large surface area and hydroxyl groups tends to form 

agglomeration during compounding. The agglomeration in the composites may result in 

reduction of mechanical properties [97]. In study [98], cellulose and graphene nanocomposites 

were investigated by molecular dynamic simulation. A decrease of the in-plane elastic modulus 

is found in composites with agglomeration of the cellulose and graphene, compared with the case 

of a system with well-dispersed fillers. CNF-reinforced epoxy composites were studied by 

tensile tests and multi-scale FEA (finite element analysis) [99]; it was reported that both the 

aspect ratio of CNF and the elastic modulus of the composites decreased in the presence of 

agglomeration of CNF. Additionally, agglomeration can potentially increase the stress 

concentration in the composites. Even though very little research has been done about stress 

concentration with cellulose agglomeration, it was found in a study of carbon nanotube-

reinforced composites that the agglomeration of the filler led to additional stress concentration 

[100]. This may result in the failure of the composite material at lower strain, compared with the 

well-dispersed carbon nanotube-reinforced composites. Moreover, the agglomeration of a variety 

of fillers was investigated in study [97]. It was found that adhesion between the fillers and the 



 17

matrix materials decreased with the increased mass ratio of filler agglomerations. The tensile 

modulus shows the same trend as the adhesion properties. 

The thermal degradation problem significantly affects the mechanical properties of 

cellulose and its application. As has been mentioned in the earlier discussion of the thermal 

properties of cellulose, cellulosic materials normally begin to degrade at 200–300˚C, which is 

about the same range as the melting temperature of most thermoplastics [101]. Therefore, 

degradation of cellulose is inevitable when it is compounded with thermoplastics or other 

materials at these temperatures. A dramatic decrease of stiffness in cotton fiber was found when 

the temperature was above 180 ˚C, while the stiffness remained constant below 180 ˚C [102]. A 

similar trend was found in study [103], in which the elastic modulus of different cellulosic 

materials decreased when the temperature increased to 230 to 250˚C. In addition, jute and flax 

fibers were tested in an oven over a range of temperatures in study [104]. It showed that jute 

fibers have higher thermal stability compared to flax fibers, which indicates that specific types of 

cellulose fiber can reduce the influence of degradation. However, both fibers showed a decrease 

of tenacities at 210 ˚C after 2 hours. It was also found that the alkali-treated flex fibers had 

greater tenacity compared with untreated ones at 210 ˚C. This suggests that the modification 

techniques used on cellulose material can provide an effective approach to deal with degradation 

issues of cellulose. 

Modification treatments are effective approaches to alter the properties of cellulosic 

materials, but the cost of modification varies among different treatment chemicals and processes. 

Moreover, due to the high surface area of nano- and micro-sized cellulose particles, the cost of 

the treatments also increases. The cost of modified nano-sized cellulose may prevent the 

materials from reaching commercialization. Researchers need to develop new modification 
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approaches to optimize the effect with comparatively lower costs. In aspects of the production of 

cellulose, cellulose with smaller size normally comes with complex processing techniques and a 

high price. However, in consideration of the potential better mechanical properties of nano-sized 

cellulose compared with the macro-sized, there is a difficulty in balancing the improvement of 

properties and the cost of nanocellulose applications. 

Even though a lot of research has been done to characterize cellulose particles, the 

specific structures and mechanical properties of nano-sized particles are still challenges for 

researchers. Due to the limitation of the small size of nanocellulose, most of the properties, 

including the percentage of crystallinity, location of amorphous areas, the ratio of Iα/Iβ, and 

surface chemistry, are predicted by atomic models. Currently, the properties of nanocellulose and 

cellulose crystalline structure are obtained by AFM (atomic force microscopy) [49], Ramen [45], 

X-ray diffraction, and inelastic X-ray scattering spectrometer [50, 51], but it is difficult to 

compare the data of properties from different characterizing techniques. There is a need for 

standardized measurement with high sensitivity, which can provide specific data with small 

deviation. This will promote research and application of nanocellulosic materials. 

1.2 Polyamides 

As a member of the thermoplastics family, polyamides have been widely applied as 

structural plastics for decades. “Nylon” is another name broadly used for all types of polyamides. 

This material is famous for its good stiffness, strength, and toughness. In addition, it has 

resistance to oils, greases, lubricants, hydrocarbons, strong mineral acids, and oxidizing agents 

[105]. Polyamides are synthesized from monomers containing amide (-CONH-) groups. The 

majority of commercial polyamides are semicrystalline materials that make up almost 90% of 



 19

global consumption. The other groups of polyamides contain amorphous regions such as ring-

shaped structures. This type of polyamide is typically produced by a variety of monomers. 

The principles of nylon synthesis were first published in the late 1920s [106]. The actual 

nylon (poly hexamethylene adipamide) was then produced in a DuPont laboratory in 1935. The 

properties of this type of nylon were also characterized. Based on this work, synthesis of nylon 6 

was done from polycaprolactam in 1938, and the patent was issued in 1941 [105]. Different 

types of processing methods and polyamides have been studied and developed since then. 

Bio-based polyamides, different from fossil-based ones, are derived from a variety of 

vegetable oils. Researchers started to study techniques to produce bio-based polyamides in the 

1940s. For instance, polyamide 11 (PA 11) synthesized from castor oil was developed [107]. 

Although the bio-based polyamides are produced from different source materials, their properties 

are almost the same as the ones synthesized from petroleum. Due to concerns about the 

environmental problems and the demand for renewable resources, the production of bio-based 

polyamides keeps increasing. It reached a global capacity of 40000 tons in 2010, which is about 

5% of the biopolymer market [108]. 

1.2.1 Types of Polyamides and Their Production Processes 

According to their constituents, polyamides can be generally categorized into two groups: 

aliphatic and aromatic polyamides. The aliphatic polyamides family includes nylon 6, 11, 12, 46, 

66, 610, 612, etc. Today nylon 6 and 66 account for nearly all polyamides production. Aromatic 

polyamides were developed later than the aliphatic groups. A glassy aromatic polymer 

poly(trimethylhexamethylene terephthalamide) was produced in the 1960s, and various other 

aromatic polyamides were made in the 1970s and 1980s [109]. This dissertation is focusing 
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mainly on aliphatic polyamides. Bio-based PA610 and PA1010, which are used as matrix 

material for cellulose, belong to this group. 

Different polyamides are named for the number of carbon atoms between the amide 

groups in the monomer. For example, PA 6 and PA 11 have 6 and 11 carbon atoms connected 

between ketone (-CO) and amine (-NH). Sometimes, there are multiple amide groups in a single 

monomer of polyamides, such as PA46. There are 4 carbon atoms between two amine groups 

and 6 carbon atoms between ketone groups. Note that carbon atoms in ketone groups are also 

included in the counting of carbon atoms. 

For bio-based polyamides, PA 610, 1010, and 11 are the three commonly used ones that 

are mainly covered in this dissertation. There are also other types of bio-based polyamides, such 

as PA 42, 44, 46, 510, etc. These polyamides will not be discussed here.  

PA610 is partially (63%) derived from bio sources, while PA11 and 1010 are fully based 

on bio sources [108]. Synthesis starts from castor oil, consisting of ricinoleic acid. After steps of 

pyrolysis, bromination, and ammonia treatment, ricinoleic acid transforms into 11-

aminoundecanoic acid, which is a crystalline solid. It is then used to produce PA11 by a 

polycondensation process. PA610 and PA1010 can be also be derived from ricinoleic acid. 

Alkali fission is applied to convert ricinoleic acid to sebacic acid. Hexamethylene diamine 

(HMDA) and decamethylene diamine (DMDA) can be produced from sebacic acid, and PA610 

and PA1010 are obtained finally from polycondensation of HMDA and DMDA, respectively. 

More details of the synthesis process can be found in study [108]. 

1.2.2 Properties 

Polyamides are widely used because of their good stiffness and tensile strength. These 

properties of common polyamides are summarized in Table 3.  
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Table 1.3. Mechanical properties of common polyamides 

Material  Elastic modulus (GPa) Tensile strength Failure strain (%) 

PA 46 3 100 30 

PA 6 2.8 81 100-200 

PA 66 2.83-3 83 60 

PA 610 2.1 55 100-150 

PA 1010 1.278 51 - 

PA 11 1.17-1.4 57 120 

PA 12 1.41 49 250 

The data above is obtained from [105, 109, 110] 

 

The structures of all types of polyamides contain amide groups (-CONH-); this functional 

group forms inter-chains hydrogen bonding that has a significant effect on the properties of 

polyamides. The ratio of hydrogen bonding formed by amide groups to CH2 groups in the 

backbone chains accounts for the hydrogen bonding density of polyamides. Generally, the 

crystallinity of polyamides is proportional to this hydrogen bonding density, and the crystallinity 

is directly related to multiple characteristics of the material, such as stiffness, melting 

temperature, etc. 

It can be seen in Table 1.3 that the elastic modulus and the tensile strength of the series of 

polyamides decreases from 3 GPa in PA46 to 1.41 GPa in PA12, which corresponds with the 

decreasing trend of hydrogen bonding density. In contrast, the failure strain increases with the 

reduction of elastic modulus. However, there are exceptions regarding the odd or even numbers 

of CH2 groups in the polymer chains when the hydrogen bonding densities are approximately 
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equal. In the case of PA 6 and PA 66, the odd number of CH2 groups between amide groups in 

PA 6 requires inverting the entire adjacent polymer chains to form intermolecular hydrogen 

bonding, but just a segment lateral movement is needed to form intermolecular hydrogen 

bonding in the case of an even number of CH2 groups between amide groups in PA 66. The 

greater difficulty in forming hydrogen bonding in PA 6 than in PA 66 is believed to result in 

lower crystallinity [105]. It can be proved that PA 66 has slightly higher stiffness and tensile 

strength. 

Polyamides tend to absorb moisture from the ambient environment. Water molecules are 

attracted by amide groups in polymer chains, which prevents the formation of intermolecular 

hydrogen bonding. The crystallinity of polyamides decreases with the reduction of hydrogen 

bonding. Thus, the mechanical properties are significantly affected. Table 1.4 shows the 

properties changes before and after absorption of moisture. 

Table 1.4. Properties of common polyamides after moisture absorption 

Material  
E (GPa) 𝜎௙ (GPa) 𝜀௙ (%) 𝑇௚ (˚C) 

Dry Wet Dry Wet Dry Wet Dry Wet 

PA 46 3 - 100 - 30 - - - 

PA 6 2.8 0.97 81 69 100-200 300 41 3 

PA 66 2.83-3 1.21 83 77 60 ≥ 300 48 15 

PA 610 2.1 - 55 - 100-150 - 42 10 

PA 1010 1.278 - 51 - - - - - 

PA 11 1.17-1.4 1.03 57 54 120 300 43 - 

PA 12 1.41 1.03 49 47 250 250 42 - 
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Note that: E is elastic modulus, 𝜎௙ is tensile strength, 𝜀௙ is failure strain, 𝑇௚ is glass transition temperature. The wet 

condition is 50% relative humidity. The data are obtained from [105, 109, 110]. 

 

It can be seen that the tensile strength and elastic modulus of PA 6, 66, 11, and 12 

decrease after moisture absorption. The involved water molecule weakens the intermolecular 

bond and increases the free volume in the material [111]. Therefore, it is believed that the 

mobility of the polymer chains increases because of these changes, which results in failure strain 

increase and softening of the material. Moreover, the moisture in polyamides stiffens the 

material at low temperature. It is reported that the brittleness temperature of PA 66 in dry and 

wet conditions is -80 ˚C and -65 ˚C, respectively [105]. 

Glass transition is defined as a reversible process in which the polymer transforms from 

the glassy state to the rubbery state when the temperature increases [112]. The glass transition 

temperature is measured at the moment the state changes. Even though the mechanism of glass 

transition is not completely clear, it has been found in studies that polyamides with fewer amide 

groups show lower glass transition temperature and a smaller change in it in the presence of 

moisture [113, 114]. 

Thermal properties are important in manufacturing polyamides-based composites. The 

common thermal properties (besides glass transition temperature) of polyamides are summarized 

in Table 1.5. 

Table 1.5. Thermal properties of common polyamides 

Material  PA46  PA6 PA66 PA610 PA1010 PA11 PA12 

Melting point 295 215 264 215 202 185 175 

Deflection temperature 150–170 60 75 55 - 55 51 
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Coefficient of linear expansion 9.2 9.5 10 15 - 15 12 

Note that: the unit of melting point and deflection temperature is ˚C. The load for deflection is 264 lbf/in2. The unit 

of coefficient of linear expansion is 10-5 ˚C-1. The data are obtained from [109, 115]. 

 

As shown in Table 1.5, PA 46 has highest melting temperature among all the types of 

listed polyamides, and there is a trend of decreasing melting and deflection temperature from PA 

46 to PA 12. In the case of PA 46, it is believed that its high hydrogen bonding density leads to a 

high level of crystallinity. It requires greater energy input to break the bonding of the crystalline 

structure, which results in a higher melting temperature compared with other polyamides. In 

addition, the stiffness is enhanced with the increase of crystallinity. Deflection temperature is 

defined as the minimum temperature required to bend the testing specimen to 0.25 mm with the 

set load. It required higher temperature to soften the polyamides of greater stiffness.  

In summary, PA 46 has the highest stiffness, crystallinity, and melting temperature of the 

common commercial nylons, but its high amide-to-methylene ratio gives a high tendency for 

moisture absorption. PA 6, with a moderate amide-to-methylene ratio (1:5), has good stiffness. 

However, the odd number of methylene groups between amide groups leads to more amorphous 

polyamides and lower melting temperature compared with PA 66 and PA 46. This can be 

beneficial in the polymer manufacturing and in processing with other materials, but it also makes 

the polymer more sensitive to moisture and additives. PA 66 has good tensile strength, stiffness, 

and creep resistance and great gas barrier properties, which make it a widely applied structural 

material in industry. PA 610 and PA1010 can be partially or fully derived from bio-based source 

material. They have balanced mechanical properties in common with other polyamides. Even 

though their stiffness and strength are lower than PA 46, 6, and 66, they have lower processing 

temperature and good creep resistance and barrier properties. PA 11 and 12 have low amide-to-
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methylene group ratios. At a cost of lower stiffness and strength compared with other 

polyamides, they show good dimensional stability, low-temperature toughness, low moisture 

absorption, and crack resistance [105]. Low melting temperature is suitable for compounding 

with the fillers that have low heat resistance. 

1.2.3 Applications 

Polyamides, with excellent stiffness and strength, high thermal resistance, and great 

abrasion resistance, have a variety of applications that are summarized in the following 

paragraphs. 

Automotive parts are one of the largest nylon markets [116, 117]. Depending on the use 

of the parts, processing additives and reinforcing fillers are applied in production. With high 

melting temperature, nylon is a suitable material for the parts under the hood, such as the engine 

cover, fuse box housing, etc., and the addition of high-performance mineral or glass to nylon 

makes it even tougher. Reinforced nylon is found to be an ideal material, as automotive 

manufacturers are seeking light-weighted materials for the engine compartment. Other than the 

applications under the hood, reinforced nylon is also used in steering wheels, clutch pedals, 

wheel rims, fender extensions, and mirror housings. In aspects of its chemical resistance to 

various automotive fluids, nylon is also used to produce brake fluid reservoirs, power steering 

reservoirs, air intake manifolds, and radiator end tanks [105]. 

Nylon is also widely applied in the electrical and electronic fields. Its flame-retardant 

ability is the most important feature compared with other characteristics of plastic materials. It is 

found that nylon requires more heat absorption (characterized by heat release rate and effective 

heat of combustion) to reach the fire point, compared with most common polymers [118]. Nylon 

products include plugs, connectors, terminal blocks, and antenna mounts. In addition, some of 
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the polyamides showing lower stiffness and good abrasion resistance are suitable for making 

wire and cable coatings.  

Other nylon applications are miscellaneous, such as consumer products (toys, fishing 

line, ski boots, power tools, housing, handles, brushes, packaging material, kitchen equipment, 

etc.) [105]. These products take advantage of the good tensile and impact strength and abrasion, 

heat, and chemical resistance of nylon material.   

1.3 Cellulose Composites 

Due to its good tensile strength and stiffness, renewable features, and low density, 

cellulosic material has been extensively studied and widely used as reinforcement in composites 

[15, 29, 119, 120]. The processing techniques and the properties of cellulose-reinforced matrix 

composites are discussed in the following subsections. 

1.3.1 Processing Techniques 

Generally, there are two different composite design perspectives using different 

processing methods. One direction of research is focusing on producing composites by 

maximizing the effects of the interaction between cellulose fillers and matrix materials. This 

requires processing techniques to improve the dispersion of the fillers, which results in a 

reduction of the agglomeration and an increase of the interfacial area of the fillers. Another route 

of study undertakes efforts on creating a network of cellulose filler in the composites. This 

approach requires modification of cellulose and polymer materials to maximize the 

reinforcement. There are four processing techniques for cellulose-reinforced composites that are 

introduced here. 
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The melt-compounding process is one of the most commonly used techniques for 

cellulose-reinforced composites [29, 33, 55]. The cellulosic fillers and matrix polymers are 

mixed in a piece of equipment called an extruder. The materials are sufficiently compounded by 

the rotation of the screws in the extruder, and this process is conducted at a temperature above 

the melting points of the fillers and the matrix under a certain pressure. This process is suitable 

for low concentrations of cellulose particles (less than 30 mass ratio of the whole composites), 

because a high content of cellulose normally introduces great shearing force, which results in 

congestion in the extruder. Degradation of the cellulose may occur during this process [121]. 

Thus, it requires careful control of temperature and the rate of screw rotation to reduce the 

degradation. Research focusing on the dispersion issue of cellulose during this process can be 

found in [122, 123].  

Solution casting is another approach for making cellulose-reinforced composites. 

Initially, the cellulose particles are dispersed in a medium such as water. In different cases, 

various organic mediums can also be applied. Then the dispersion of cellulose is mixed with the 

desired polymer solutions. Compared with the melt-compounding process, the range of 

compositions (mass ratio of cellulose and matrix materials) can be designed from 0 to 100 % by 

controlling the weight of the cellulose and matrix added into the mixture [124, 125]. The 

composite is then produced from the mixture of cellulose and polymer, in general by two 

different techniques. The first one is casting the mixture on a surface. Evaporation, freeze-

drying, and compression molding are then applied to the mixture to produce the composites, or 

the mixture is freeze-dried followed by extruding and compression molding. To achieve good 

dispersion of cellulose particles, a variety of modifications of this technique have been developed 
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[29]. It is found in study [126] that a network of cellulose is formed when the solution casting 

process is performed.   

Electrospinning is a process that produces fiber-shaped composites. Similar to the first 

step of solution casting, the dispersed cellulose particles are mixed with polymer in a solution in 

preparation. The mixture is then melted and ejected through a small nozzle, where a high voltage 

is applied between the nozzle and a conductive plate [127]. The ejected compounded composite 

then cools down on the plate for further treatments. This process produces composite fibers at 

micro or nano scale. A wide range of cellulose compositions can be achieved by controlling the 

weight ratio of cellulose and polymer in the mixture. There are several studies on improving the 

strength of the composite fiber by aligning more cellulose particles along the axial direction of 

the fiber [127-129]. The effects of the interfacial properties on the mechanical properties of the 

composite fiber are also studied in [127, 129]. 

Partial dissolution is a process that compounds cellulose particles with a regenerated 

cellulose (cellulose II) polymer. A film made of cellulose particles is activated and partially 

dissolved in a solution of N-dimethylacetamide (DMAc) and lithium chloride/DMAc for a 

certain period of time. After removal of DMAc by rinsing the film, Cellulose II is then applied to 

the film by precipitation. This film is finally dried and molded at a certain pressure and 

temperature [130]. 

In this dissertation, the melt-compounding process is applied to produce cellulose 

composites. The details of the procedures are covered in the specimen preparation section.  

1.3.2 Properties of Cellulose Composites 

This part focuses on the mechanical properties of cellulose composites. The damping 

properties will be discussed in the damping section later. 
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Cellulose particles have been used as reinforcement in a number of polymer materials, 

and the properties, especially the mechanical properties, of the composites have been 

characterized in many studies [15, 29, 79] for composites with cellulose particles or fibers in 

macro scale (WF and PF). In study [131], unidirectional laminated composites were made from 

flax fibers and polypropylene (PP). It was found that the axial elastic modulus of the composites 

increased about 5%. In contrast, the tensile strength had a significant increase (27.5%). However, 

the elastic modulus and tensile strength in the transverse direction decreased at the same time. A 

similar trend can be found in study [132]. Unidirectional flax fiber-reinforced epoxy composites 

were produced in a range of filler mass ratio from 30% to 50%. It was reported that the 

longitudinal tensile strength dramatically improved by about 400% at a 50% filler mass ratio. 

More studies of unidirectional macro-sized cellulose fiber reinforced composites are provided 

here: jute fiber/PP [133], sisal fiber/epoxy [134], flax fiber/starch [135], and kenaf 

fiber/polylactic acid (PLA) [136]. It can be seen in these studies that cellulose fibers generally 

improve the stiffness and elastic modulus in the longitudinal direction. In addition, the 

reinforcement effects depend on specific matrix materials and modification methods of cellulose 

fibers. In aspects of isotropic WF- and PF-reinforced composites, multiple matrix materials, 

including PLA, poly(3-hydroxylbutyrat) (PHB), and poly(butylene adipate-co-terephtalate) 

(PBAT), were used to compound with flax fibers in study [137]. It was reported that the tensile 

strength of PLA, PHB, and PBAT improved approximately 47%, 100%, and 200%, respectively. 

Moreover, an increase in elastic modulus of more than 160% was found in all three types of 

matrix materials. It can be seen from the results that the reinforcing effect of the flax fibers was 

more pronounced in soft matrix materials. In another study, banana fiber in various lengths and 

filler loadings was added into polyester [138]. The results showed that the fibers at 30 mm 
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showed the best improvement of elastic modulus and tensile strength in the composites. It is 

believed that there are not enough contacting surfaces between short fibers (less than 30 mm) 

and the matrix that transfer the stress from the matrix to the fiber under tensile loading. For fibers 

longer than 30 mm, the stress transfer was not effective due to the bending and entanglement of 

fibers, which led to a reduction of elastic modulus and tensile strength. In addition, the stiffness 

and strength increased with the addition of fibers up to 40% mass ratio, but these mechanical 

properties began decreasing when the fiber loading was greater than 40%. SEM results showed 

that there were more voids formed on the fracture surfaces with 50% fiber loading compared to 

that of 40%. This indicated that there were dispersion issues in the composites with high fiber 

loading that resulted in stress concentration and cracks. However, it was shown in study [139] 

that a decrease of tensile strength of PP was found with addition of wood fibers. The researcher 

proved that the poor adhesion between the filler and matrix material led to the reduction of the 

strength. This indicates that surface modification of cellulose fibers is required to achieve a good 

reinforcement effect. Researchers produced wood fiber-reinforced polyethylene with or without 

a silane coupling agent [140]. It is reported that the composites with the treatment of silane 

coupling agent showed higher stiffness compared to that of the untreated ones. It was believed 

that the dispersion of the fibers improved after the addition of the coupling agent. More studies 

about the isotropic modified WF-reinforced composites are provided [141-144]. All of these 

studies showed that modified wood fibers improved the mechanical properties of the polymers.  

As cellulose processing techniques advance, micro- and nano-sized cellulose fibers 

(MCC, MFC, NFC, CNC) are currently attracting more attention in composites production. 

Limited by the small size of the fibers, unidirectional composites are rarely made in this case. 

Therefore, the studies shown below focus on isotropic or laminated composites. MCC particles 
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derived from PF and WF are generally smaller than PF and WF and larger than MFC, NFC, and 

CNC. However, the reinforcement effects of MCC in various polymers are reported differently 

in various studies. MCC was added into a hydroxypropylcellulose (HPC) matrix in study [145]. 

It was found that the tensile strength and elastic modulus increased about two and three times 

after reinforcement by 20% mass ratio of MCC. Additionally, these mechanical properties got 

further improvement after application of a surface treatment agent (1,4-butyldiisocyanate). In 

another study [146], MCC and polyurethane (PU) composites were made and characterized. The 

highest tensile strength was reported as 257 MPa at 5% mass ratio of the filler This was much 

higher than that of pure PU samples, which was 39 MPa. In addition, a significant increase of 

failure strain (49%) and elastic modulus (163%) was also found. It was believed that the 

hydrophilic nature of MCC and PU enhanced the adhesion bonding between the fillers and the 

matrix, which helped the dispersion of the MCC particles and stress transfer in the composites 

under loading. Therefore, the mechanical properties were dramatically improved in this 

composite formulation.  

However, several other studies showed negligible improvement or even lower 

mechanical properties of polymers with the addition of MCC. In study[147], MCC-reinforced PP 

composites were prepared at various filler loadings (2%, 5%, 10%, 15%). The results showed 

that there was less than 3% tensile strength improvement at 5% MCC loading, compared to that 

of neat PP. When the filler loading was more than 5%, MCC started to show negative effects on 

the tensile strength of PP. It was believed that the agglomeration formed by MCC was the cause 

of the strength reduction. A similar trend can be found in study [148], in which MCC was 

compounded with PLA by extruding and injection molding. A decrease of tensile strength and 

failure strain of the composites at 25% filler loading was reported, compared to neat PLA. 
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However, the elastic modulus improved 39% in this case. In contrast with WF- and wood pulp-

reinforced PLA, MCC/PLA composites had the lowest tensile strength and elastic modulus. The 

poor adhesion between the filler and the matrix and the low aspect ratio of the filler were 

believed to be the main causes of the poor mechanical properties of MCC/PLA. 

MFC and NFC are the cellulose fibrils with high aspect ratios, which are suitable for 

stiffening polymers. NFC is normally thinner and shorter than MFC. Here, this introduction is 

mainly focusing on MFC-reinforced composites because very few studies are available on NFC-

reinforced composites. MFC/PLA composites were prepared and studied in [149]. It was 

reported that the composites had an increase of approximately 40% and 25% in elastic modulus 

and tensile strength with unaffected yield strain at 10% mass ratio of MFC. In another study 

[150] of MFC-reinforced PLA composites, 5% MFC showed a 30% increase of stiffness, 

negligible enhancement of tensile strength, and a decrease of failure strain compared to neat PLA 

samples. The effect of MCF on polyvinyl alcohol (PVA) was studied in [151]. A significant 

increase of stiffness is found at 5% filler loading compared to that of the control matrix. 

However, the enhancement of MCF was compromised at filler loadings higher than 5% due to 

the increase in entanglement of MCF. MCC/PVA composites were also prepared by the 

researchers at the same time. The results showed MCF had better improvement on stiffness of 

PVA polymers in comparison with MCC. 

CNC with high crystallinity and specific aspect ratios has been used as reinforcement in 

composites. CNC-reinforced polyacrylamide (PAM) was made in a range of filler loadings 

(4.6%–50.3% mass ratio) in [152]. The mechanical test results showed approximately 134% and 

24% increases of elastic modulus and tensile strength at 40.1% filler loading. Due to the melting 

temperature of PAM being much lower than that of CNC, the degradation of CNC during the 



 33

compounding was mitigated, which was believed to be the main reason for the good stiffness and 

strength enhancement. However, the optimal fiber loading for the failure strain of the composites 

is 4.6%. This indicates that defects can be introduced into the composites with the addition of 

CNC. Researchers made treated and untreated CNC-reinforced poly (-ethylene-co-acrylic acid) 

(EAA) composites with three filler loadings (0.1%, 1%, 10% mass ratio) in [153]. It was 

interesting to find that the elastic modulus of EAA decreased about 16% with the addition of 

0.1% untreated CNC, but a significant increase (9.6% and 186%) of elastic modulus was 

reported in 1% and 10% untreated CNC-reinforced EAA compared to neat EAA samples. In 

addition, a great reduction of the failure strain (from 255% to 6 %) was noticed in EAA after 

addition of 10% untreated CNC. The results indicated that the improvement of stiffness was 

achieved at the cost of a decrease of failure strain in untreated CNC-filled EAA composites. It 

was also reported that N,N-diallyl-3-hydroxyazetidinium-treated CNC had less stiffening effect 

on EAA but higher failure strain compared to the untreated CNC. In study [154], 5%, 10%, 15% 

mass ratio CNC-reinforced PLA composites were prepared and characterized. Tensile testing 

results showed an increasing trend of elastic modulus as the CNC loading increased from 5% to 

15%. The highest improvement of elastic modulus was 3.8 GPa, which improved 8.5% over pure 

PLA samples. However, the tensile strength reduced from 65 MPa to 45 Mpa when 15% CNC 

was added. In contrast, a different reinforcing effect was reported in study [155]. CNC was 

added into polyvinylpyrrolidone (PVP) in a filler loading from 4.4% to 39.9% based on mass 

ratio. It was reported that there were maximum improvements of both elastic modulus and tensile 

strength at the same filler loading (29.2%). This indicated that the mechanical properties 

enhancement from CNC were significantly influenced by the types of polymers used in 

compounding. The degradation issue of CNC significantly affects the mechanical properties of 
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CNC-filled composites. Researchers made CNC-reinforced PP composites using two processing 

temperatures (175 ˚C and 210 ˚C) in [156]. It was reported that CNC enhanced of the stiffness of 

PP by 39% at maximum. Compared with the samples processed at higher temperature (210 ˚C), 

the samples made at 175 ˚C showed greater stiffness. This indicates that the degradation of CNC 

reduced its stiffening effect in the composites. The results also showed that the tensile strength is 

negligibly affected by addition of CNC. In aspects of failure strain, it was lower than neat PP in 

both cases of processing temperature and decreased with higher CNC content. However, it was 

interesting to find that the failure strain increased in the composites at higher processing 

temperature. This indicates that there were complex mechanisms other than degradation of CNC 

contributing to the failure strain of the CNC/PP composite system. More studies of CNC-filled 

composites (CNC/Poly(butylene succinate-co-butylene adipate, CNC/poly(butylene adipate-co-

terephthalate, and CNC/PU) can be found here [157-159]. 

The mechanical properties of various CNC-filled composites have been introduced. 

Because this dissertation is based on work on various-sized cellulose-reinforced bio-based 

polyamides, an introduction to cellulose-reinforced polyamides is provided here specifically. 

However, only a few studies have been done on polyamides reinforced with CNC or larger-sized 

cellulose particles. Custom-made cellulose fiber-reinforced bio-based polyamides (PA 610 and 

PA 1010) were made in study [160]. The cellulose fibers used in the composites had great aspect 

ratios (several millimeters in length and 12 microns in diameter). The researchers studied the 

effects of filler loading and processing methods on the mechanical properties of the composites. 

An increasing trend of stiffness and tensile strength was found in both PA 610-based and PA 

1010-based composites after the addition of more cellulose fibers (up to 30% mass ratio). A 

special processing method was proposed for producing unidirectional composites. These good 



 35

improvements were believed to be obtained from the unidirectional distribution of cellulose 

fibers with a high aspect ratio. Similar improvement of mechanical properties was also found in 

study [161]. Special-made cellulose fibers in a size between WF and MCF were added to dimer 

fatty acid-based polyamides (DAPA). The test results showed a good stiffening effect of 

cellulose fibers at filler content up to 20%. In addition, the optimal filler loading for improving 

tensile strength is 15%, but the failure strain decreased with the addition of cellulose fibers. A 

research group published a study on three types of cellulose particles (MCC, CNF, and CNC)-

reinforced PA 6 [162]. Three filler loadings (2.5%, 5%, and 10% mass ratio) were used for 

different formulations of the composites. The specimens were manufactured by thermal 

compounding with the addition of 3% processing aid. It can be found in the test results that 

MCC-reinforced PA 6 had the highest elastic modulus increase of about 28.3% at 10% filler 

loading compared to that of neat PA 6. CNC, the smallest among these three cellulose fillers, 

showed the lowest stiffening effect. Minor improvement of flexural modulus, flexural strength, 

and tensile strength was found in all three sizes of cellulose-reinforced PA 6. In addition, 

reduction of the impact strength of all composites was reported. With the increase of cellulose 

content, the impact strength decreased, and CNF showed the highest impact strength of the three 

cellulose sizes. It can be seen that the mechanical properties improvement from cellulose 

materials in PA 6 is limited due to the high stiffness of polyamides in nature. Moreover, the high 

processing temperature of PA 6 (close to the degradation temperature of cellulose) may also 

affect the properties of the composites. 

1.3.3 Nano Mechanisms of Cellulose-filled Composites 

Nano-sized fillers are found to have remarkable effects on a variety of features of 

composites, compared with conventional filler materials. In study [163], silica in micro and nano 
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sizes was used to enhance the mechanical properties of epoxy polymers. It was found that 

nanosilica provided greater improvement in fracture toughness compared with that of microsilica 

filler. In another study [164], researchers investigated the effect of filler size by producing and 

characterizing spherical alumina particles of various sizes in reinforced vinyl ester resin. The 

tensile test results showed that nanoalumina particles-filled composites had the highest stiffness 

and tensile strength compared to micro-sized alumina-reinforced composites. It was also reported 

that nano-sized TiO2 particles gave great improvement on the failure strain of epoxy resin [165]. 

All of the studies above indicate that nano-size fillers provide special features in composites 

reinforcement. Therefore, CNC with an average size in the nano scale has already attracted the 

attention of researchers.  

There are two principal methodologies accounting for the mechanisms at different length 

scales. Continuum mechanics is valid from macro (101) to micro (10-6) scale. FEA [166] is a 

common method for predicting the stress and strain in materials. However, when the length scale 

decreases to nano (10-8-10-9) and pico (10-10-10-12) scale, the discrete structure of the molecules 

becomes more obvious and starts to influence the properties of the material. In this case, the 

classical continuum mechanics is no longer valid. Molecular dynamics [167] and quantum 

mechanics [168] are developed to account for the phenomena at nano and pico scales. In a 

common composite system, the interaction at the interface between the fillers and the matrix 

material is mainly associated with the properties of the intermolecular bonding. Nano-scale 

fillers have a larger contact surface compared with larger-sized fillers. Therefore, the interfacial 

interaction is believed to significantly affect the properties of the nanocomposites, and molecular 

dynamics can be applied to study the interaction. In addition, due to the molecular bonding 

forces existing at the interfacial area, the mechanical and dynamic properties of the materials at 
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the interface are different from the rest of them. These materials are then proposed as an 

“interphase” to study the nano effects of the fillers. The interphase was found to be strongly 

dependent on its thickness and temperature [169].  

Interphases have been modeled and applied in a variety of nanocomposites studies. The 

interphase was characterized in single-walled carbon nanotube (SCNT)-reinforced PVA [170]. It 

was reported that the interphase region was the key component for the stress transfer between 

SCNT and PVA, which resulted in remarkable improvement of the stiffness and strength in the 

composites. In study [171], the interphase called the nanocarbon structure was modeled between 

carbon fibers and epoxy matrix. The simulation results showed that the incorporation of 

interphase significantly improved the fracture toughness of the composites. Researchers built a 

model of nanocomposites with reinforced and weak interphases in study [172]. The 

characteristics of the interphase, including the volume fraction, thickness, moduli, and Poisson 

ratio were carefully studied. It was reported that the volume fractions of both reinforced and 

weak interphases are associated with the geometry and volume fraction of the nanofillers. 

When the size of the filler decreases to nano scale, the diameter of the particle becomes 

similar to the length scale of the gyration radius of a common polymer chain. The moments of 

inertia of the particle and the chain are comparable. The dynamics of the chain is significantly 

influenced by the filler and vice versa [173-175]. It was shown in the study that the distance 

between the particles was reduced to below 2 gyration radii of polymer chains by the addition of 

nanoparticles at 2% volume fraction [176]. In another study [177], researchers found that nearly 

all the polymer chains were contacting with a surface area that could be assumed to be the 

surface of the fillers. The segmental mobility of the chains was reduced at a temperature above 
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the glass transition point. It was also believed that a great number of entanglements of the chains 

could be immobilized by the nanosized fillers [178]. 

CNC with hydroxyl groups on its chemical structure can form hydrogen bonding with 

hydrophilic polymers. Unlike nonbonded forces such as the Van der Waals force existing in 

common composites, hydrogen bonding is much stronger, which potentially has great effect on 

the interaction between the filler and the matrix material. More details will be covered in the 

following modeling part. 

1.4 Damping 

Damping is a property that characterizes the energy dissipation capability during the 

dynamic response of materials. Materials with good damping have wide application in noise and 

vibration control and shock absorption in the automotive and aerospace industries [179, 180]. 

Among all the damping materials, fiber-reinforced composites have been extensively studied for 

decades [181-183]. This introduction focuses on the damping characterizing methods and 

damping mechanisms of common fiber reinforced and cellulose filled composites. 

1.4.1 Methods for Characterizing Damping 

Free vibration testing is one of the most common methods for characterizing the damping 

properties of materials. Before testing, the material is normally produced into beam-shaped 

samples. The sample is clamped horizontally at one end. The testing begins with exciting the 

vibration of the cantilevered sample. The response of the beam is captured by displacement, or 

other, sensors, which can be used to obtain the damping ratio (a dimensionless term 

characterizing the energy dissipation ability of the material) by the decay of the oscillation after 

the excitation. There are a variety of studies reporting the damping properties of composites 
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through free vibration testing [184-187]. More details of this method are introduced in the 

damping test method for cellulose-reinforced PA610 composites.   

Dynamic mechanical analysis (DMA) is another approach to study the damping 

properties and the glass transition temperature of materials [188]. A sinusoidal wave of stress is 

applied to the samples. The viscosity of the material is reflected by the phase lag between the 

applied stress and the resulting strain. DMA provides a material’s complex modulus, consisting 

of the storage modulus and the loss modulus. The storage modulus accounts for the ability of the 

material to store and return energy, and the loss modulus shows the tendency of the material to 

lose energy. The ratio between the loss modulus and the storage modulus, which is called the 

loss tangent (tan δ), reveals the damping properties of the material. The dynamic properties of a 

variety of composite materials are studied using DMA in [189-193]. 

1.4.2 Damping Mechanisms in Composites 

Even though damping materials have been applied for decades, the mechanisms of the 

damping sources still have not been fully investigated. Especially for the damping properties of 

composites, energy may be dissipated due to the characteristics of the matrix materials and fillers 

or mechanisms at the interface between the fillers and the matrix. 

The viscoelastic nature of the matrix material is the most common source of energy 

dissipation in composites. It is believed that the viscoelasticity arises from the relaxation and 

recovery after the deformation of macromolecular polymer chains [194]. In study [195], 

researchers proposed a model based on the dynamics of the polymer chain clusters to investigate 

the viscoelasticity of polymers. It showed that the interacting behaviors of clusters with the 

matrix is dominated by the time scale of the structural relaxation of the clusters. It was reported 

that the shear modulus of the rigid phase formed at the interfacial layers of polymer clusters 
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increased with the increasing of the volume fraction of the clusters. Many testing results of 

composites showed the effect of viscoelastic properties of matrix materials on enhancing 

damping properties. Glass fiber-reinforced epoxy composites were prepared in study [196]. It 

was reported that the damping of the composites dramatically increased as the volume fraction of 

the matrix material increased, and the damping improvement diminished at 60% of matrix 

volume fraction. Similar trends can also be found in studies [197, 198]. However, it is noted that 

the stiffness and strength of the composites decreases with the increasing volume of matrix 

material. In the aspect of the damping nature of fillers, their stiffness is normally much higher 

than that of the matrix materials. Therefore, the damping contribution of the fibers is minor due 

to the small deformation under loading compared to the matrix materials. 

In addition to the viscoelasticity of the matrix materials, introducing fibers can improve 

the damping properties of composites compared to the pure matrix materials. Extensive studies 

have been done so far on the damping properties of fiber-reinforced composites. In aspects of 

synthetic fillers, Kevlar fibers, found to have higher damping capacity than glass fibers [199], 

were used as the filler in epoxy-based composites [200]. It was shown that high damping 

characteristics were achieved with the addition of Kevlar fiber to epoxy resin. Moreover, the 

results indicated that the damping improvement is independent of the elastic modulus of the 

composites in the range of 6–70 GPa. In addition, it was reported in several studies that carbon 

nanotube improved the damping of epoxy resin [201, 202]. The viscoelastic behaviors or the 

energy dissipation capacities of other synthetic fiber-reinforced composites, such as basalt fiber-

reinforced PP [203], PVA fiber-reinforced concrete [204], and aramid fiber-reinforced epoxy 

[205] were also studied.  
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Besides synthetic fibers, the damping properties of cellulosic fiber- and particle-

reinforced composites have obtained increasing popularity. Many damping studies were 

conducted on cellulose-filled composites, including banana fiber-reinforced polyester[206], 

hemp and flax fiber-reinforced PP [207], flax fiber-reinforced epoxy [208], short coir fiber-

reinforced natural rubber [209], kenaf/hemp/flax fiber-reinforced PLA hybrid composites [210], 

and MCC-reinforced PA6 [189]. In study [184], it was found that the damping ratio of PP 

composites improved by 164% with the addition of 30% weight percent of hemp fibers, 

compared to neat PP. A similar trend was also reported in short banana and sisal fibers-

reinforced polyester composites. For smaller-sized cellulose, an approximately 33% of loss 

tangent increase was obtained when adding 2.5% weight percent of MCC in PA 6 at 20 ˚C. 

However, the peak value of the loss tangent decreased with the addition of MCC. 

Multiple mechanisms may account for the damping improvement in the presence of 

fillers in the matrix materials. The interphase [211] is a factor altering the damping of 

composites. The interphase is the region adjacent to the surface of the filler. Because of the 

discontinuity of the material chemical structure from the matrix to the filler in composites, the 

properties of the interphase are different from those of the filler and the matrix, and the thickness 

and the mechanical properties of the interphase depend on the specific combination of filler and 

matrix materials. DMA was conducted on carbon fiber-reinforced epoxy composites [212], and it 

was reported that the nature of the interphase (strong, ideal, or weak) influenced the mechanical 

and damping properties of the composites. The modeling work on interphase related to the 

damping of composites will be discussed in the modeling section later. 

Permanent damages occurring between filler and matrix materials, such as crack 

formation, delamination, and fracture of fibers, dissipate the energy as heat from the system, 
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which can be viewed as another damping mechanism existing in composites. However, the 

damage process is irreversible such that it is not commonly characterized by free vibration tests 

and DMA. Several studies have shown the energy dissipation from the internal damage of 

composites. In one study, impact tests were conducted on glass fiber-reinforced unsaturated 

polyester resin. The results revealed that the detachment of the fiber from the matrix contributed 

to the good energy dissipation [213]. The energy dissipation characteristics of polyethylene 

fiber-reinforced engineered cementitious composites were studied in [214]. It was found that the 

micro cracks obviously increased with the increase of fiber volume fraction. Moreover, the 

introduction of polyethylene fiber improved the strength of the composites, resulting in higher 

packing density in the matrix. It mitigated crack initiation and increased the fracture energy. In 

aspects of delamination, a study of unidirectional glass/carbon hybrid composites was conducted 

in [215]. The results showed that the energy dissipation from delamination depended on the 

volume of the layers experiencing high shear strain. This indicated that the geometry of the 

specimens may affect the energy dissipation. 

The friction sliding occurring at the interfacial unbonded area between the fiber and the 

matrix material also plays a role in the damping properties of composites. However, it requires a 

certain amount of applied stress or strain to the composites to initiate the frictional sliding. 

Single-walled carbon nanotube-reinforced polycarbonate composites were produced and 

characterized in study [216]. It was found that the interfacial slip was activated at a low dynamic 

strain level (0.35%) at 90 ˚C. This strain was much lower than that in typical polymers [217]. 

This feature was believed to be the origin of the excellent damping in these composites. 

Additionally, the sliding became insensitive to dynamic strain when the strain amplitude was 

larger than 1.2%. In study [218], the friction coefficients of glass particles-filled 
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polytetrafluoroethylene composites was characterized. It was reported that the average friction 

coefficient between the filler and the matrix is approximately 0.11, and the friction coefficient is 

negligibly affected by the size of the glass particles. The stick-slip friction phenomenon was 

found at the interface of the filler and matrix material in [219]. During the frictional sliding, a 

sudden increase and drop of friction force was observed. It was reported that the stick-slip 

(sometimes called “seating-unseating”) cycle occurred at an interval of 10 to 20 μm, and it was 

believed that the cause of the stick-slip depended on the pattern of the surface asperities on the 

fiber and matrix interfaces. Detailed stick-slip friction was studied in [220]. The results showed 

that the stick-slip friction took place at a certain level of applied normal load. Based on the test 

results, the friction coefficient reached its maximum at about 8000 of the friction sliding cycles 

and showed a decreasing trend beyond this number of cycles.  

An adhesion phenomenon occurs when the contacting surfaces approach closely enough. 

The energy dissipated in the irreversible process of adhesion may account for the damping 

mechanisms, and the energy dissipation is normally quantified by the hysteresis curve, which is 

obtained from one surface advancing and receding on another contacting surface. Adhesion 

hysteresis was observed between poly (dimethylsiloxanes) (PDMS) and the monolayer-coated 

mica surfaces in study [221]. It was concluded in the study that the magnitude of the adhesion 

hysteresis corresponded to the interfacial energy dissipation in a contacting and departing cycle. 

Another study [222] showed that the adhesion hysteresis was negligible between silane-coated 

surfaces in a condition of low relative humidity (less than 5%). However, a significant adhesion 

hysteresis increase was found after the surfaces were exposed to the ambient environment at 90% 

relative humidity. This indicated that the moisture had great effect on the adhesion process. It 

was believed that the adhesion hysteresis originated from the slow coalescence or chemical 
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sintering reactions in the adhesion between metal and inorganic materials. In addition, a sudden 

decrease of the distance between two surfaces is  often noticed during the adhesion process, such 

as AFM [223]. This phenomenon results in dramatic acceleration of the molecules attached to 

the contacting surface. Due to the adhesion being spontaneous, the dynamic energy obtained in 

the process is irreversible and finally dissipated as heat [224]. 

More mechanisms of damping, including viscoplastic damping (under the conditions of 

large amplitudes of vibration and high applied stress) [225] and thermoelastic damping (due to 

cyclic heat flow through the regions of tension and compression in the material) [226], will not 

be introduced in detail.  

In the case of cellulose-reinforced composites, the base damping of polyamides is low 

(damping ratio is 0.39%) in nature. The damping attributed to the matrix material is minor. The 

damping improvement after the addition of cellulose indicates that the hidden mechanisms are 

potentially related to the interfacial mechanism. Due to the friction sliding often occurring at the 

unbonding area at the interface under moderate levels of loading and deformation, it is unlikely 

that friction sliding takes place in the free vibration test. Therefore, the most likely mechanism of 

energy dissipation in cellulose/polyamides systems is believed to be adhesion. More details are 

covered in the modeling part. 

1.5 Modeling 

While the damping properties of various composites have been characterized, extensive 

modeling work has been done to explain the mechanism of energy dissipation. In this part, 

analytical and numerical damping models of materials, including composites, are introduced. 

This part focus on current modeling work related to the energy dissipation in composites. The 

models are categorized based on the damping mechanisms. 
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1.5.1 Viscoelasticity in Matrix Material 

For composites consisting mainly of a high-damping polymeric matrix, linear viscoelastic 

phenomenological models (such as Kelvin-Voigt, Maxwell, and Zener models) [227, 228] are 

commonly used to estimate the damping properties of the materials. These models are composed 

of a few linear spring and damper elements connected in parallel or in series. Using only a few 

parameters of the elements, the models predict the damping properties of the material with 

acceptable accuracy. In addition, they reduce the calculation effort in commercial FEA software. 

Based on these simple viscoelastic models, more damper and spring elements can be added to 

achieve better accuracy by accounting for different materials. Researchers built a modified 

fractional Kelvin-Voigt model in study [229] to describe the dynamic behaviors of biopolymer. It 

was reported that the model showed good correlation to the testing results for kuzu starch pastes. 

Additionally, this model was found to be more accurate in describing the viscoelasticity of the 

material than Maxwell-type models. In another study [230], the author proposed a fractional 

derivative viscoelastic model based on the properties of more than 30 materials. It successfully 

predicted the asymmetrical shape of the loss factor curve (the term also characterizes the 

damping capacity) of materials in a wide range of logarithmic frequency. Moreover, the 

asymmetrical shape of the loss factor curve was also described in study [231]. A modified 

fractional derivative Zener model was proposed. The results showed good fitting between the 

model calculations and the experimental data. It was concluded that the asymmetry of the loss 

factor peak and the dynamic behavior at high frequency was governed by the orders of time 

derivatives of stress and strain. 

As the studies of energy dissipation mechanisms at the molecular level advance, models 

based on the dynamics of polymer chains are proposed. Crude models for polymer molecules 



 46

consisting of a group of small particles interacting by elastic springs have evolved into detailed 

models with exact chemical structures and molecular bonding. In a system of interacting 

particles, it is believed that the energy dissipates between the regions when there is a great 

difference in the number of degrees of freedom [232]. A model composed of a chain of particles 

was built to explain this mechanism in study [233]. A particle in the center of the chain was set 

with an initial displacement. The results showed the displacement decay of the central particle, 

which indicated the energy lost to the rest of particle system from the central particle with only 

one degree of freedom. The decay was also found to be non-exponential and proportional to 

𝑡ିଵ/ଶ. Modified models were developed in the case of semi-infinite chains [234] and non-

uniform chains [235]. A more detailed model was built and calculated by molecular dynamic 

simulation. In study [236], a molecular model of polyurethane/phenolic resin was developed with 

(COMPASS) force field [237] and simulated in a computer. It was found that the presence of 

hydrogen bonding in the resin increased the free volume. A low-energy barrier to rearrangement 

and movement of the polymer chain segments was found in the presence of high free volume, 

which resulted in great energy dissipation by the internal friction between polymer chains. In 

another study, polymer chains in different shapes were modeled and simulated. Higher hysteresis 

loss was found in a ring-shaped chain structure than in a crosslinked structure due to more 

internal sliding between chains. More models of polymer chains for damping study were 

reported in [238, 239]. 

1.5.2 Crack and Delamination 

A variety of models have been developed to study the energy dissipation mechanisms 

from cracks and delaminations in composites. In study [215], a 2D finite element model was 

built to investigate the delamination propagation occurring at the surfaces of glass fiber and 
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epoxy resin. It was shown that the region of high local shear strain gradually moved from the 

damaged spot to the intact spot as the tensile load increased. In addition, the area of the high 

shear strain increased with the increase in applied tensile stress. This indicates that energy 

dissipated through the nonlinear deformation from the shear force during the delamination. 

Crack resistance of particle-reinforced composites was studied by the model in [240]. The results 

showed that the particle size was irrelevant to the crack resistance. Moreover, the debonding 

energy increased with the increase of particle diameters. Both a finite element model and a 

molecular model were built to explore the deformation mechanism near the crack in study [241]. 

Defects, including dislocation and twin boundaries, were observed during the simulation and 

were viewed as major contributors to the energy dissipation. Additionally, it was reported that 

significant plastic deformation caused by dislocation occurrence and evolution near the crack tip 

region prevented crack propagation. In study [242], a molecular model consisting of thousands 

of atoms in a lattice structure was used to investigate the crack propagation phenomenon. The 

simulation results showed intersonic crack propagation and “mother-daughter” crack mechanism.  

1.5.3 Interfacial Friction 

Great effort has been taken in the study of the mechanisms of interfacial friction between 

the fillers and the matrix. Different types of friction models were developed and obtained good 

correlation to the damping test results. In aspects of an analytical model, an interfacial “stick-

slip” friction mechanism between carbon nanotubes and matrix material was modeled in [243]; 

the effective shear stress at the interface during the frictional sliding was expressed by the elastic 

shear moduli of the filler and the matrix. A systematic parameter study was done on the model. It 

was reported that the damping ratios of the carbon nanotube-reinforced poly-ether-ether-ketone 

and epoxy composites were sensitive to the interfacial shear strain and strength. In addition, the 
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damping ratio increased substantially with the increasing volume fraction of carbon nanotube 

filler. In another stick-slip friction model for carbon nanotube-reinforced composites [244], the 

author defined the stick-slip phenomenon by introducing critical stress. Interfacial slip occurred 

when the external loading exceeded the critical stress value. The energy dissipation was 

calculated by the phase lag of the critical stress and strain in one loading cycle. In study [245], a 

multiscale friction model was built to investigate single-walled carbon nanotube-reinforced 

composites. The shear stress at the interface during frictional sliding was investigated by a 

molecular dynamic model. This shear stress was used as the threshold of the slip initiation in the 

constitutive model of the composites. The studies above described the frictional sliding by the 

shear stress measured at the interface. However, none of these could show the details of the 

friction phenomenon in nano scale. Therefore, friction models based on the atomic or molecular 

dynamics were proposed. One of the most famous models is called the “Prandtl-Tomlinson” (PT) 

model [246]. This model described the friction forces from a single mass making contact with a 

surface in the presence of periodic intermolecular potential. Based on this pioneering work, vast 

numbers of molecular friction models were built. In study [247], researchers calculated the 

friction force from the model of AFM (similar to the PT model). It was reported that friction 

depended not only on the interaction potential between the surfaces but also on the construction 

parameters of AFM. A one-dimensional PT model was built to study the atomic stick-slip 

friction [248]. The features of the model included elastic potential, surface potential, and 

stochastic thermal-activation force. It was found that the thermal effect decreased the energy 

accumulation during sticking and increased the reversible energy when the slipping began. In 

study [249], the Frenkel-Kontorova (FK) model was proposed to account for the friction when a 

molecular chain is sliding on a substrate, and an improved version of the FK model called the 
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Frenkel-Kontorova-Tomlinson (FKT) model was built that included the feature of the contact 

size [250]. In addition, the behaviors of the intermolecular bonds affect the interfacial friction. A 

friction model was built with features of spontaneous dissociation and formation of the 

intermolecular bonds in study [251]. It presented that the stick–slip phenomenon started to occur 

when the sliding velocity was larger than a critical value. Another study [252] reported that 

temperature influenced the spontaneous dissociation and formation rates of the intermolecular 

bonds at the interface, which substantially affected the behaviors of the interfacial friction. 

Benefiting from advances in computation capacity, more detailed models were built and 

simulated by molecular dynamic simulation. Interfacial friction was studied in [253] by creating 

a model with spider silk molecules and diamond substrate. It was found that hydrogen bonding 

was essential to the increase of friction, especially at low sliding velocity. A similar study [254] 

also confirmed this conclusion. 

1.5.4 Interfacial Adhesion 

Adhesion is strongly affected by the intermolecular forces between the contacting 

surfaces. It requires a certain amount of energy to separate two contacting surfaces to infinite 

distance. This amount of energy, called adhesion energy, varies for different materials. However, 

a part of the energy will dissipate from the system during a sudden intermolecular change in 

state, termed  an   “intermolecular jump [224].” This phenomenon was observed in many AFM 

experiments [223] when two surfaces are brought close enough, the intermolecular force pulls 

the surfaces close to each other abruptly, and this sudden intermolecular distance change also 

occurs when these two surfaces are pulled so as to depart from bonded status with each other. In 

study [255], the author proposed a conceptual model similar to the structure of AFM, consisting 

of an elastic force and an intermolecular force. It showed that the “intermolecular jump” 
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occurred when the gradients of the elastic and intermolecular force curves were the same. It was 

also reported that the jump process was spontaneous and irreversible. The energy during this 

process dissipated from the system as heat. During the approaching and departing of the surfaces 

(bonding and debonding cycle), there were two intermolecular jumps, which resulted in adhesion 

energy hysteresis. Based on this work above, a model was built with detailed intermolecular and 

elastic force functions to account for the adhesion hysteresis between a rigid micro-sized asperity 

and an elastic substrate [256]. Another study [257] showed adhesion hysteresis between inelastic 

contacting surfaces, while the composition of the model is similar to the studies above. A finite 

element model was created in study [222] to investigate the influence of moisture on the 

adhesion hysteresis of silane-coated surfaces. This dissertation focuses on the energy dissipation 

from adhesion. 

1.6 Conclusion 

Extensive review work has been done so far for cellulose, polyamides, cellulose-

reinforced composites, and models for energy dissipation mechanisms in composites. 

Nanocellulose and bio-based polyamides are materials proposed for the next generation of 

composites, due to their renewable features, good mechanical properties, and potential energy 

dissipation capabilities. In the following chapters, details of the research work on cellulose-

reinforced polyamides or PP will be covered, including the manufacturing process, 

characterizing approach and results, and evolution of the composites models.  
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Chapter 2 Samples Preparation  

2.1 Materials 

Three types of biocomposite fillers are used: CNC (NVC 100, manufactured by 

CelluForce); 4 µm and 100 µm cellulose particles (VIVAPUR CS 4 FM, VIVAPUR 102, both 

manufactured by JRS Pharma). Samples are manufactured by injection molding these fillers with 

(1) PA610 bio-based nylon resin (BASF), (2) PP (manufactured by RheTech), and (3) PA 1010 

bio-based nylon resin (BASF) (only with CNC). The coupling agent PP-g-MA (manufactured by 

RheTech) is used in cellulose/PP composites.  

2.2 Manufacturing  

Sample preparation has been conducted using standard procedures on equipment at Ford 

Motor Company, Dearborn, MI. For cellulose-reinforced PA610 or PA1010 composites, all the 

materials are dried in an oven at 80°C for about 16 hours and then extruded in a double screw 

extruder (Davis Standard H-series, DS-15HM). For cellulose/PP composites, only the cellulose 

filler is dried. The drying process for PP is skipped due to its hydrophobic nature. The extruding 

temperature setup along the barrel of the extruder is shown in the following table: 

Table 2.1. Temperature setup for extrusion 

Composites 

 

Temperature at different positions along the barrel (˚C) 

1 2 3 4 5 6 7 

PA610/cellulose 215 215 220 220 225 225 230 

PA1010/CNC 200 200 205 205 210 210 215 
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PP/cellulose 175 175 180 180 185 185 190 

 

The positions 1 to 7 represent the locations from the feed hopper to the nozzle. Each 

temperature is measured by thermocouples located at the top of the barrel. The screw speed is set 

at 200 rpm. The filler and matrix material are fed by two separate feeders at speeds calibrated to 

provide a constant mass ratio of filler material in the composites. The compounded materials are 

then re-dried, chopped, and re-extruded to ensure good material mixing.  

For the injection molding process, an 80-ton BOY screw-fed injection molding machine 

(Dr. Boy GmbH & Co., Germany) is then used to produce ASTM-standard tensile (Type 1) and 

bending bars having fiber mass ratios of 0% (control), 2.5%, 5%, and 10%. The temperature setup 

for the injection molding machine when producing specimens is shown in the table below: 

Table 2.2. Temperature setup for injection molding 

Composites 

 

Temperature at different positions along the barrel (˚C) 

1 2 3 4 5 

PA610/cellulose 240 245 250 255 260 

PA1010/CNC 225 230 235 240 255 

PP/cellulose 195 200 205 210 215 

 

Positions 1 to 5 represent the locations from the feed hopper to the nozzle. Based on the 

processing parameters of pure polymer materials, several important parameters are investigated 

and modified to obtain good-quality composite specimens. Table 2.3 shows the important 

processing parameters: 

Table 2.3. Processing parameters for injection molding composites 
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Composites PA610/cellulose PA1010/CNC PP/cellulose 

Screw speed (rpm) 80 80 70 

Back pressure (kPa) 586 610 689 

Hold pressure (kPa) 8000 7600 5000 

Hold time (s) 5 5 1 

Cooling time (s) 25 25 25 

Mold Temperature (˚C) 60 55 29.4 

Because the machine will be purged by pure polypropylene (PP) before each run, to eliminate the 

influence of PP on the composites, each sample will be weighed when the injection molding 

machine starts to produce samples. All samples of light weight will be discarded until the weight 

of samples stabilizes. The weight change of the injection molding parts (control PA610) is shown 

in the figure below: 

 

Figure 2.1. The weight change of the injection molding PA610 parts. 
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The dashed red line in the graph in Figure 2.1 indicates that the mean weight of the 

injection molding parts is around 26.5 grams. The first three parts are abandoned due to the large 

deviation of the weight compared to the average value. 

After the production of the samples, each sample are carefully checked and samples with 

flaws discarded. All the samples are preserved in plastic bags with a zip lock to prevent moisture 

absorption by the samples. 

2.3 Common Defects of the Parts and Solutions 

Production of test specimens without defects is essential for characterizing the material 

properties accurately. This part discusses the common defects that occur during injection 

molding. The solutions to prevent defects are also introduced. 

Flow line is one of the most common defects in injection molded parts. It occurs when 

the melted material in the mold cools down at different rates. Normally, the flow lines are along 

the directions of the melted material flow, and they appear in the center of the parts. This defect 

may affect the mechanical properties of the specimens. Figure 2.2 shows the flow lines in a 

PA610 control sample. 

 

Figure 2.2. Flow lines in an injection molded part. 
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Vacuum voids are pockets of air trapped in the injection molded parts, as shown in Figure 

2.3:  

 

Figure 2.3. Vacuum voids in an injection molded part. 

After application of external loading, these voids introduce stress concentrations in the 

specimen. Voids can cause a reduction of strength and also initiate a crack that leads to the 

failure of the material. The reasons for vacuum void formation vary. In the case of PA610-based 

composites, moisture remaining in the material is one of the potential causes of the voids. At the 

PA610 melting temperature, the moisture absorbed in PA610 and cellulose starts to evaporate 

and escape from the material. However, the moisture is constrained in the enclosed mold and 

then forms vacuum voids in the parts. In addition, it is found that voids start to build in the 

specimen when the holding pressure is smaller than 3100 kPa during manufacturing. Therefore, 

careful moisture removal and appropriate holding pressure are essential for avoiding vacuum 

voids. 

Sink marks are craters and depressions that develop on the surface of injection molded 

parts. They occur in PA610/cellulose specimen production, as shown in Figure n. During tensile 

tests of composite specimens, this defect causes slip at the gripping regions because of the 

reduction of the gripping area. Sink marks originate from shrinkage of the materials, which takes 
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place when the cooling time is too short. Moreover, insufficient holding pressure and time also 

contribute to sink marks. 

 

Figure 2.4. Samples with (left) and without (right) sink marks. 

Flash is the defect of a thin layer of material attached at the edge of the injection molded 

specimen, which is shown in Figure 2.5. It forms when the melted material escapes from the 

mold and cools in the gap of the mold. Even though this defect has minor influence on the 

mechanical properties of the samples, it creates difficulties in measuring the mass of each 

specimen. The main cause of flash is normally excessive holding pressure. If flash still exists 

after application of an appropriate holding pressure, decreasing the shot size of the injection 

molding can be an effective correction. 
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Figure 2.5. Flash on the edge of an injection molded part. 

2.4 General Observations 

The control PA610 and PA1010 samples have a gray, translucent appearance, while the 

PP samples are white and more transparent than PA610 and PA1010. After the addition of 

cellulose fiber, the color of the PA610 and PA1010 samples is black at all levels of filler loading, 

while the color of PP samples is from light to deep brown as the mass ratio of the filler increases. 

Some small particles can be seen in the specimens at low filler load (2.5%) by visual inspection. 

The surface of all samples is smooth to the touch, slightly rougher than the control ones, and 

there is a roast wheat smell from the specimens after they are filled by cellulose. Figure 2.6 

shows the appearance of the samples. 
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Figure 2.6. Appearance of the parts. First row, PA610: left to the right- control; 2.5%, 5%, 10% 
CNC filled; 2.5%, 5%, 10% 4μm cellulose filled; 2.5%, 5%, 10% 100μm cellulose filled. Second 
row, PP: left to the right- control; 2.5%, 5%, 10% CNC filled; 2.5%, 5%, 10% 4μm cellulose 
filled; 2.5%, 5%, 10% 100μm cellulose filled. Third row, PA1010: left to the right- control; 5% 
CNC filled. 
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Chapter 3 Mechanical Testing 

3.1 Mechanical Testing System Overview 

The mechanical tests are performed on a testing system (see Figure 3.1) that is designed 

for rate testing. It includes a gripping system with ball bearing rails, compressed air-activated 

impact system, actuator with high precision, controller, and data acquisition system, and has 

been used for a variety of materials [258-262]. For the gripping system, different types of grips 

can be used depending on the surface roughness and the stiffness of the samples. For the 

controllers, both are used for the low rate and impacted tests, respectively. They collect data 

from the force cell, which is attached to the grip. For the low rate test, it controls the actuator to 

push grips apart. The compressed air-activated impact system consists of a steel pressure vessel 

with a valve and a steel barrel that guides the direction when shooting a steel cylinder. The 

testing rate can be switched by changing loading means between actuator and impact steel 

cylinder. 

 

Figure 3.1. Tensile test machine. 
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Heating and cooling chambers (shown in Figure 3.2) can be fit between grips to enable 

testing at various temperatures. The heating chamber contains a heating coil inside of the 

chamber wall. A K-type thermocouple is attached on the inner wall in the heating chamber to 

monitor the heating temperature and temperature is controlled by a PID controller incorporating 

a relay. When the heating chamber reaches the desired temperature, the controller sends a signal 

to the relay, which will switch off the heating process. When the temperature begins to drop, the 

heating will turn on. The cooling chamber is made of aluminum with two plastic caps. The 

cooling channels are distributed inside of the wall of the chamber. Liquid nitrogen flows through 

the channels. The temperature is monitored and controlled by opening and closing the valve of 

the liquid nitrogen input.  

 

Figure 3.2. Hot chamber (a) and cold chamber (b). (from [263]) 

3.2 Mechanical Testing Procedures 

The tensile tests in this dissertation are performed under four different strain rates: quasi-

static (0.0005/s), moderate (0.025/s), and high (14/s, 26/s). For the quasi-static and moderate 

rates, the mechanical testing system is switched to actuator loading. Before the testing, the 

specimens are carefully checked so that there are no obvious flaws in them. Each batch of 

samples is numbered after the order in which they were manufactured. Three specimens are 

picked by the number on them at an interval of at least 10. This method increases the 
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randomization of the testing results. After the samples are prepared, holes at each gripping area 

of the samples are drilled. To reduce slipping at the grip, the specimens are fastened between the 

grips by screws going through these holes. The dimensions of the samples, including the width, 

the thickness, and the distance between the grips, are recorded. Each dimension is measured at 

three different spots on the specimen and averaged by three measured values. The dimensions 

are used to calculate the stress and strain after testing. The testing profile set in the controller of 

the actuator includes the loading rate, the extreme position of loading, and the data logging rate 

before testing. The test begins after the steps are done in the description above. The test ends 

when the material fails or reaches the set extreme position. After testing, the samples are 

properly stored in zip-seal bags with testing information. The testing data are saved and 

transmitted to the computer for later use. 

For the high-rate testing, the loading is switched to the impact steel cylinder launched by 

compressed air. The samples are prepared and gripped the same as for the testing at the quasi-

static rate. To compensate for the noise generated by the vibration after the impact, two 

acceleration sensors are attached on the nearby surfaces at the two grips. Compressed air is 

injected into the pressure vessel. The pressure values shown on the gauge are recorded for later 

use. The steel impact cylinder is then pushed into the barrel that is connected to the outlet of the 

pressure vessel. When the valve is opened, the steel cylinder is launched and hits the bar, which 

is connected to the ball bearing rail and the grips. The specimen is thereby stretched. To obtain 

the desired peak strain rate (shown in Figure 3.3) for different materials, several trial impact tests 

are necessary before the final tests. Three tests need to be done for each formula of the material. 

Data are collected using a four-channel OROS data acquisition system (OR34). 



 62

 

Figure 3.3. Engineering strain rate vs strain curves of 5% nano-cellulose fiber-reinforced PA610 
at rate of 14/s. 

The hot tests are conducted with the hot chamber. The temperature is monitored and 

controlled by a thermocouple attached on the inner wall of the chamber. To access the 

temperature of the specimen, calibration tests on dummy samples are carefully done as in the 

following description. A specimen is gripped at one side and a K-type thermocouple is attached 

on the surface of the specimen. Then the heating chamber is put on with the specimen sliding 

into it. The specimen is gripped at the other side. Another thermocouple is placed inside of the 

chamber to collect the data of the ambient temperature. After the heating starts, the time is 

recorded when the temperature of the sample reaches the desired value and becomes stable for 

10 minutes. If the temperature is not stable in the end, the setting of the controller needs to be 

adjusted until the temperature is finally stable. The deviation of the temperature should be less 

than 2 ˚C. Then the controller setting and the heating time are recorded to be used in the hot tests 

later. In the hot test, the sensors attached on the samples are removed. It follows a similar 

procedure as in the calibration tests, with recorded controller settings and heating times. Three 

tests are conducted for each formula of specimen.  
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For cold tests, the cold chamber is placed between the grips. Liquid nitrogen is obtained 

from the pressure vessel and temporarily stored in a thermos flask. After the sample is gripped, a 

thermocouple is placed inside of the chamber to monitor the ambient temperature. Similar to the 

hot tests, calibration is done for a dummy sample with a thermocouple attached on the sample 

surface. Then the liquid nitrogen is filled into the channels of the chamber. The volume of the 

liquid nitrogen is controlled by the valve. The temperature will be stable at the desired 

temperature with deviation at approximately 3˚C. The cold tests are then conducted.   

3.3 Results for Cellulose/PA610 Composites 

 
Figure 3.4. Stress-strain curves of cellulose reinforced PA610 at 3 weight ratios of filler (2.5%, 
5%, 10%) and 3 filler sizes (a) CNC, (b) 4 µm, (c) 100 µm. Tests conducted at strain rate of 
0.0005/s at room temperature (23°C) approximately 20 days after drying. 

Figure 3.4 shows the results of tensile stress-strain tests conducted at a constant strain 

rate of 0.0005/s at room temperature (23 ˚C). Each stress-strain curve is an average of tests on 

three specimens. Each curve ends at the minimum failure strain of the 3 specimens or at 0.2, 

which is the set maximum strain of the test, if failure did not occur. In all cases, the elastic 

modulus is negligibly affected by the addition of cellulose. In the 2.5% and 5% cases in Figure 
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2(a), CNC is seen to soften the response at strains beyond about 0.05, and softening increases 

with increased percentage. In the larger-fiber cases, Figures 2(b) and 2(c), the softening effect 

observed in Figure 2(a) diminishes and the response of the composites approaches that of the 

control. 

Table 3.1. Mechanical properties of PA610/cellulose composites. 
Composites Filler 

Mass 

Ratio 

Young's 

Modulus 

(MPa) 

Peak 

Stress 

(MPa) 

Failure 

Strain 

(“-” means no break)  

Control PA610 0 1371.4 53.1 - 

CNC/ 

PA610 

2.5% 1356.7 52.3 - 

5% 1276.8 50.2 0.1724 

10% 1420.9 22.3 0.0164 

4 μm cellulose/ 

PA610 

2.5% 1465.8 53.0 - 

5% 1431.0 52.1 - 

10% 1522.3 52.4 0.1392 

100 μm cellulose/ 

PA610 

2.5% 1499.9 53.1 - 

5% 1529.9 52.8 - 

10% 1672.2 52.2 0.1206 

 
In Table 3.1, values of the Young’s modulus are calculated at the strain 0.01. In addition 

to the softening response of CNC-reinforced PA610, the stiffening effect start to appear as the 

particle size increases. 100 μm cellulose-reinforced PA610 has the highest increase (22 percent 

based on the control PA610) of Young’s modulus at 10% filler mass ratio compared to other 

composites. A minor decrease of the peak stress with the addition of cellulose is observed. For 
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10% CNC-reinforced PA610, a low failure strain is noticed. It is believed that the poor adhesion 

and flaws at the filler and matrix interface results in crack propagation and failure, and the case 

become more severe for nano-sized particles at a high filling ratio.  

 

 

Figure 3.5. Stress-strain curves of (a) control, (b) 2.5%, (c) 5%, and (d) 7.5% CNC reinforced 
PA610 at four strain rates. Tests conducted at room temperature (23°C) approximately 2 months 
after drying. 
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Figure 3.6. Stress-strain curves of control and 10% CNC reinforced PA610 at strain rate 14/s. 
Tests conducted at hot temperature (105 °C) approximately 2 months after drying. 

Tensile tests at various strain rates and temperatures are given in the following graphs. 

All results are an average of 3 tests. Rate dependence of CNC-reinforced PA610 is shown in 

Figure 3.5 for strain rates of 0.0005/s, 0.025/s, 14/s, and 26/s. These tests were conducted at 

room temperature. Stress-strain curves at higher rates generally have larger Young’s modulus 

and tensile strength but smaller failure strain, as is typically found in polymeric composites. The 

effect of cellulose fillers on the stress-strain behavior at this temperature is seen to be minor. 

However, at moderately high temperature (Figure 3.6) the addition of 10% CNC to the control is 

seen to reduce the typical loss of stiffness and strength typically found in the high-temperature 

response of polymers. 
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Figure 3.7. Stress-strain curves of control PA610 samples at strain rate 0.0005/s. Samples are 
from same sample batch tested in March and absorb moisture in 5 months (August) at room 
temperature.  

PA610 is a hydrophilic material, which tends to absorb moisture from the ambient 

environment. Figure 3.7 presents the stress-strain behavior of the PA610 before and after it 

absorbs moisture. It shows that the moisture softens the material and decreases its tensile 

strength. It is believed that moisture absorbed in the PA610 weakens the intramolecular bonding 

between PA610 polymer chains. 

3.4 Results for Cellulose/PA1010 Composites 

Figures 3.8 and 3.9 give results for cellulose-filled PA1010 composites. The stress-strain 

behavior of the nano-filled material is compared to the control at 3 temperatures for the case of 

quasi-static testing rate in Figure 3.8. In Figure 3.9, results are given at three testing rates. These 

materials all exhibit rate hardening phenomena similar to the PA610 composites. Changes in the 

stress-strain behavior from the addition of the filler to this polymer are seen to be negligible at all 

three temperatures and strain rates. This trend is similar to the behavior of the cellulose-

reinforced PA610. 
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Figure 3.8. Stress-strain curves of control and 5% CNC reinforced PA1010 at strain rate 
0.0005/s. Tests conducted at 3 temperatures: (a) room (23°C ), (b) hot (105 °C), (c) Cold(-30°C). 

 

Figure 3.9. Stress-strain curves 5% CNC reinforced PA1010 at 3 strain rates 0.0005/s, 0.025/s 
and 14/s. Tests conducted at 3 temperatures: (a) room (23°C), (b) hot (105 °C), (c) cold (-30°C). 
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Figure 3.10. Stress-strain curves 5% CNC reinforced PA1010 and PA610 at room temperature 
(23°C). Control PA610 and PA1010 curves are used for comparison. Tests conducted at 3 strain 
rates: (a) 0.0005/s, (b) 0.025/s, (c) 14/s. 

Figure 3.10 shows the comparison of the stress-strain behaviors between CNC-reinforced 

PA610 and PA1010. The elastic modulus and tensile strength of CNC-reinforced PA610 is 

higher than that of CNC-reinforced PA1010. However, the failure strain of CNC-reinforced 

PA1010 is larger than that of CNC-reinforced PA610 at low strain rates. The results indicate that 

PA1010 composites are more suitable to application as energy-absorbing material for their lower 

stiffness and stress compared to PA610 composites. 

As shown in Figure 3.11, minor improvement of stiffness occurs with the addition of 

cellulose to PP. Similar to the case of cellulose-reinforced PA610 composites, CNC softens the 

response at strains beyond 0.03. Some stiffening effect can be seen in 4 μm- and 100 μm-sized 

cellulose/PP composites. This trend corresponds to Figure 3.11, in which a larger sized particle 

produces better improvement in the stiffness of the composites. This indicates that the size of the 

filler particles has significant effect on stiffening the matrix material.  
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3.5 Results for Cellulose/PP Composites 

 

Figure 3.11. Stress-strain curves of cellulose reinforced PP at 3 weight ratios of filler (2.5%, 5%, 
10%) and 3 filler sizes (a) CNC, (b) 4 µm, (c) 100 µm. Tests conducted at strain rate of 0.0005/s 
at room temperature (23°C). 
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100 μm cellulose/ 

PP 

2.5% 1324.7 32.8 0.1496 

5% 1330.0 32.3 0.1692 

10% 1427.1 32.7 0.1024 

In Table 3.2, similar to the case of cellulose-reinforced PA610, a softening response is 

seen in CNC-reinforced PP, and the Young’s modulus increases with the mass ratio of the filler. 

As the particle size increases, the filler starts to stiffen the matrix material. The peak stress 

decreases with addition of cellulose in all sizes, and it also tends to decease when the mass ratio 

of the filler increases. However, it is different from the case of cellulose/PA610 composites in 

that CNC-reinforced PP has the largest failure strain compared to larger-size fillers. This 

indicates good adhesion at the interface between CNC and PP. It is believed that the coupling 

agent used in compounding accounts for the good bonding. In addition, PP/CNC composites are 

processed at 190 ˚C, which is lower than that of PA610/CNC composites (230 ˚C). Degradation 

of CNC is less at lower temperature. Thus, fewer flaws at the interface of CNC and PP are 

expected compared to that of PA 610 and CNC. 
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Chapter 4 Damping Testing 

4.1 Damping Testing System Overview 

The damping test apparatus is shown in Figure 4.1. A test sample is clamped in a cantilever 

arrangement. The displacement measurement of the free end is made by a fiber optic displacement 

sensor (Philtec Model RC63+LQ) that is attached to an adjustable support and aimed at a small 

piece of aluminum tape attached to the free end of the sample. The distance between the tape and 

sensor is adjusted to 5mm, which is in the center of the optimal range for this sensor. The 

cantilevered length of the sample is 95 mm (see Figure 4.1‚ and its thickness is about 3.14 mm ± 

0.01 mm. Data is collected using a four-channel OROS data acquisition system (OR34).  

 

Figure 4.1. Schematic of the damping testing system. 
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4.2 Damping Testing Procedures 

Free vibrations are excited in the sample by deflecting its tip about 0.5 mm and releasing 

it from rest. The decay of vibration from the tip of the sample is measured and collected by the 

sensor. The rate of the vibration decay δ, which is defined as: 

𝛿 =
1

𝑤
ln

𝑋௨ା௪

𝑋௨
 (4.1) 

𝑤, 𝑢 are the number of the peak displacement during the vibration. 𝑥 is the peak displacement. 

The decay of the vibration is shown in Figure 4.2. 

The dimensionless damping ratio ζ that characterizes the energy dissipation capability of 

the material is calculated by the rate of the vibration decay. It is given as: 

ζ =
𝛿

2𝜋
 (4.2) 

 

 

Figure 4.2. Response of the free vibration test. 
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For damping tests at different temperatures, a heating chamber and a refrigerator are used 

to provide the desired environmental temperature. The heating chamber is made of transparent 

plastic plates in a thickness of 1 cm. The temperature in the chamber is controlled by a heating 

coil connected to a PID controller. Ventilation is achieved by a computer fan mounted in the 

chamber. The cold test is conducted in a lab refrigerator, which can easily maintain the desired 

temperature for a long time.  

To assess the temperature of the samples without using an attached sensor, which would 

disrupt the damping measurement, a pre-test calibration procedure using a dummy, surrogate 

sample is used. This procedure assures the actual test sample’s internal temperature is at the 

desired value by relating the sample’s internal temperature to its surface temperature and the 

heating time. In the calibration process, thermocouples are mounted in three small, sealed holes 

at both ends and the midpoint of the dummy sample to monitor its internal temperature along its 

length. Another thermocouple is mounted on the surface of the dummy sample and another in the 

open space of the chamber. As the chamber is heated, the temperatures of the surface and interior 

of the dummy sample coalesce and approach the target temperature. Specifically, in the heating 

case, after the chamber temperature reaches 3°C above the target value and is maintained for 3 

minutes, the temperatures on the surface and inside the sample reach the target value. In the 

actual damping test, a thermocouple is mounted to the surface of the actual test sample (no holes 

in the sample are needed) and in the air of the chamber. The test is initiated three minutes after 

the set-point surface temperature occurs by removing the thermocouple and then exciting the 

sample using small access holes in the wall of the chamber. Cold tests are conducted similarly. 
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4.3 Results for Cellulose/PA610 Composites 

4.3.1 Dry samples 

 

Figure 4.3. Damping tests on cellulose reinforced PA610 dry samples immediately after 
manufacture. 

Figure 4.3 presents damping test results of dry PA610/cellulose samples at 23 ˚C as 

functions of fiber mass percentage. Each damping ratio value is averaged by the data of 3 

samples. PA610/cellulose composites are seen to have increased damping ratio relative to control 

PA610 in all cases.  

In the damping tests of dry samples, Figure 4.3, the presence of cellulose in the 

composite is seen to increase the damping ratio compared to unreinforced PA610. Also, the 

damping improvement increases with reduction in the size of cellulose, with the CNC composite 

giving a 210% increase in the 10% mass fraction case. 

The strong damping elicited by CNC in these composites is in line with dramatic 

increases in damping observed in nanoscale materials such as carbon nanotube systems [201, 

264, 265], attributed to large interfacial surface area between the filler and matrix. However, a 
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recent study found a decrease in damping by the addition of nano-sisal whiskers to polylactic 

acid [266]. Furthermore, the damping increase in the polypropylene/CNC composites shown in 

Figure 4.7 is not as pronounced as in the PA610/CNC case. These studies indicate that the 

damping properties of composites may depend on the energy dissipation mechanism at the 

interface of the filler and the matrix materials, and the chemical properties of the materials may 

play a role in the behavior. In PA610/cellulose composites, the adhesion between cellulose and 

PA610 is primarily caused by the Van der Waals force and intermolecular hydrogen bonds. 

Depending on the relative magnitude of these adhesive forces compared to the elastic forces, 

sudden intermolecular distance changes can occur [255] resulting in sudden increase in 

molecular kinetic energy that is subsequently dissipated as heat. This intermolecular 

phenomenon has been demonstrated in atomic force microscopy experiments [223]. In the 

present case of PA610/cellulose composites, modeling shows that hydrogen bonding is critical 

for the phenomenon to occur and is predicted to be largest for CNC since it has larger interfacial 

surface contact area with PA610 than do the larger fiber cases[267] . This is thought to be the 

key source of the large increase in damping observed in Figure 4.3.  

4.3.2 Effects of Moisture and the Drying Process 

Because PA610 is hydrophilic, composites containing the polymer tend to absorb moisture 

under ambient conditions. After the tests in Figure 4.3 were conducted, the samples were permitted 

to absorb moisture for 4 months under nominal conditions in the laboratory. This time period was 

used because it resulted in moderate moisture absorption as gauged by the mass increase in the 

samples which is about 0.9%. Figure 4.4 shows damping ratios of the same samples in Figure 4.3 

after this moisture absorption. Damping is seen to increase to nearly the same value in all cases, 

eliminating the effect of the filler on damping. It is noted that the damping properties of the 
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composites are assumed to be the same after repeated tests because the input of the vibration very 

small (0.5mm). The effects of the moisture on the mechanical properties of the matrix material in 

the successive damping tests are ignored.  

 

Figure 4.4. Damping tests on the same samples in Fig 4.3 after absorbing moisture for 4 months. 

 

Figure 4.5. Mass loss curves of control PA610 and CNC reinforced PA610 samples. 

The effect on damping of successive re-drying was studied using the samples tested in 

Figures 4.3 and 4.4. Figure 4.5 shows representative drying graphs for control and 5% CNC. 

After 23 hours, the mass of both samples has decreased by about 0.9%. Over the last 1 hour of 

the test, the mass of each sample has decreased by an amount less than 0.1% of the starting mass 
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indicating that nearly all moisture has been removed from the sample. Results of damping tests 

on samples after the first and the second drying/moisture absorption period are shown in Figure 

4.6. Drying is seen to progressively decrease the damping capacity of the composites. For 

example, in the 10% CNC case, the 210% damping increase over the control observed in Figure 

4.3 decreases to 44% after 2 successive moisture absorptions/dryings. It should be noted that the 

damping of unfilled PA610 is essentially unaffected by drying, suggesting that the process of 

removing moisture by drying effects the interaction of the filler and the matrix carrier. 

 

Figure 4.6. Damping ratios of CNC reinforced PA610 samples after successive moisture 
absorption and drying. On the abscissa axis, 0 denotes samples that have not absorbed moisture; 
1 denotes the same samples after absorbing moisture and then undergoing drying; 2 denotes the 
same samples after absorbing moisture for a second time and then undergoing a second drying. 

In the moisture study of Figure 4.4, absorbed moisture is seen to increase the damping of 

the PA610 control, but further increase in damping beyond this by the fillers is minor for all the 

composite cases. The filler size effect is diminished. In other polymer composites [111], 

moisture absorbed by the polymer was found to increase free volume inside the composites, 

which increases the mobility of the polymer chains, and encourages internal friction between the 

polymer chains which can increase damping in the moisture containing composites. 

Additionally, micro-channels form at the interface between the filler and matrix materials when 
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moisture is absorbed [92], disrupting the adhesion of the materials, which may decrease the 

influence of the fillers by discouraging the intermolecular phenomenon described above. 

In the re-drying study of Figure 4.6, damping improvement over the control caused by the 

fillers diminishes when the samples are dried after moisture absorption. The most pronounced 

case is that of 10% CNC in which the damping ratio is seen to decrease by over 50% after 2 re-

drying processes, while the damping ratio of the control PA610 decreases by less than 13%. 

Interfacial friction [268] and adhesion can be strongly related to hydrogen bonding between the 

contacting surfaces [267] and may play a role in energy dissipation, as described above. 

Interfacial separation distance between filler and matrix increases when the composite absorbs 

moisture and is dried [92]. A possible result of increased interfacial distance in the present study 

is weakening of the hydrogen bonding at the interface between PA610 and cellulose, which 

could lead to reduced damping effect induced by the PA610/CNC interaction. 

4.3.3 Effects of Temperature 

 

Figure 4.7. Damping ratios of CNC reinforced PA610 samples at different temperatures. The 
samples are the same samples in Fig 4.3 after absorbing moisture for 4 months. 

In Figure 4.7, CNC-reinforced PA610 shows an increasing trend of damping ratio with 

the increase in temperature. When the temperature is lower than 30 ˚C, the damping ratio 
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difference between the three mass fractions of CNC-filled PA610 is minor, especially at 5.5 ˚C. 

Even though the damping increase is negligible in this range, 5% CNC still exhibits the greatest 

damping improvement among all three mass fractions of the filler. However, there is a transient 

point at 34 ˚C at which control PA610 starts to prevail. It also shows that the addition of CNC 

filler decreases the damping ratio of the composites when the temperature is higher than 40 ˚C. 

The reason for these behaviors is believed to be that viscoelastic properties are significantly 

influenced by the matrix material when it approaches the glass transition temperature of PA610 

(44 ˚C) [269]. 

4.4 Results for Cellulose/PP Composites 

4.4.1 Dry Samples 

 

Figure 4.8. Damping tests on cellulose reinforced polypropylene composites. 

Figure 4.8 shows damping test results for polypropylene reinforced by micro- and 

nanocellulose. Because PP is a hydrophobic material, samples will remain in dry condition, so no 
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comparisons are made of moisture-containing versus dry samples. Here, the filler is seen to have 

minor effect on the damping of PP.  

In Figure 4.8, the addition of cellulose to polypropylene increases the damping ratio, 

though the effect is minor compared to the PA610/cellulose cases (Figure 4.3). This is due to two 

factors. Firstly, the base damping of polypropylene is 6.6 times greater than PA610, offering less 

opportunity for damping improvement by the filler. Secondly, though interfacial hydrogen bonds 

in these PP/cellulose composites do occur (due to the coupling agent), their number is very low 

compared to PA610/cellulose, reducing the dissipative effect due to sudden intermolecular 

distance changes. 

4.4.2 Effects of Temperature 

 

Figure 4.9. Damping ratios of CNC reinforced PA610 samples at different temperatures. 

 

Figure 4.9 presents the decreasing trend in the damping ratios of CNC-reinforced PP 

composites when the temperature increases from 17.8 ˚C to 40 ˚C. This decreasing trend comes 
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from the damping ratio of PP peaking at its glass transition temperature, which is around -10 ˚C 

[270]. It can be seen that the addition of CNC improves the damping of PP at every temperature 

point in the graph. Meanwhile, the mass fraction of the filler negligibly affects the damping ratio 

of the composites as the temperature increases. 

4.5 Conclusion  

Overall, CNC was found to produce only a 3.6% increase in modulus of PA610, while 

micro-scale cellulose increases the modulus by up to 22%, in the composites created in this 

study. However, CNC substantially increases the damping (by 210%) of PA610, a polymer 

possessing low native damping. Larger cellulose fillers also increase damping, but to a lesser 

extent than does CNC (by 100% in the 4 m case and 67% in the 100 m case). Factors 

influencing damping in these composites appear to be high specific surface area and the presence 

of substantial hydrogen bonding between the filler and the matrix material at their interface. The 

features resulting in high damping in these composites offer promising options for introducing 

damping into other low-damping polymers. Moisture absorption of PA610/cellulose composites 

increases the base damping of the matrix material and diminishes the effect of the cellulose 

fillers on damping. After moisture is driven from the composites, the high measured damping 

produced by the cellulose fillers in the initially dry case was found to not be recoverable. 
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Chapter 5 Microscopic Observations and Analysis 

Ms. Elise Kowalski conducted the microscopy reported in this section. The main purpose 

of the microscopy is studying the morphology of the filler particles. In addition. The status of the 

bonding between the filler and matrix materials can be investigated. Scanning electron 

microscopy (SEM) is used in this study. 

5.1 Microscopy Experiment Setting up 

A Raman imaging and scanning electron (TESCAN RISE) microscope is used to analyze 

the tensile fracture surfaces of all three types of PA610/micro- and nanocellulose composites. To 

increase topographical contrast, each specimen is individually mounted on an SEM stub with 

conductive copper tape nearly touching the fracture surface and then gold-coated with a sputter 

coater. Images are acquired at multiple magnifications using secondary electron detection with 

an accelerating voltage of 5.0 kilovolts and a beam intensity of 5.00. 

5.2 Results and Discussions 

Figure 5.1 shows two types of fracture surfaces. The majority of the area on the left is a 

honeycomb-shaped surface that is stretched under a tensile load, indicating ductile behavior. The 

surface area in the right side of the image is flat and smoother, indicating brittle behavior. The 

brittle fracture surface suggests that cracks formed and propagated in this region. The 

distribution of CNC particles is uniform across the majority of the ductile fracture area. 

However, the particles are not clearly observed in the brittle fracture region. 
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Figure 5.1. Fracture surface of 2.5% CNC-reinforced PA610 at magnification 100 x. 

As shown in figure 5.2, there is a debonding surface between the CNC particles and 

PA610 located in the bottom of the cavity. In contrast with the smooth wall of the cavity, the thin 

fin-shaped residue at the bottom surface indicates that the interfacial region of the filler and 

matrix material experienced a strong tensile load and failed. Meanwhile, the deformed residue of 

PA610 on the failure surface shows that there is good bonding between the CNC particles and 

the PA610. 

Figure 5.3 shows a CNC particle attached to the fracture surface. A black mark appears on 

the particle surface. It is believed that the mark is created by the inconsistent thickness of the gold 

coating during surface treatment before SEM. Plastic deformation of the matrix material can be 

seen at the bonding area underneath the particle, which indicates good bonding between the filler 

and matrix material under substantial tensile loading.   
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Figure 5.2. Fracture surface of 2.5% CNC-reinforced PA610 at magnification 4.49 kx. 

 

Figure 5.3. Fracture surface of 5% CNC-reinforced PA610 at magnification 23.3 x. 
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Figure 5.4 shows that a CNC particle is still attached with the matrix PA610 after the 

failure in the tensile tests. Due to the longest dimension of the particle not being along the 

direction of the loading, the tensile force does not transfer from the matrix material to the particle 

efficiently. This results in stress concentration in the matrix material and could lead to debonding 

issues. In addition, the small particles distributed on the surface are thought to be the residue of 

the fractured matrix material.  

 

Figure 5.4. Fracture surface of 2.5% CNC-reinforced PA610 at magnification 18.8 x. 

The morphologies of three different sizes of micro- and nanocellulose-reinforced PA610 

are shown in Figure 5.5. All three images are at the same magnification. Cellulose in these 

images appears as small particles embedded in cavities. The protruded striations of PA610 in all 

three images are indicative of ductile behavior of the polymer. Similar low strain-rate behavior 

was observed in [271] for polypropylene natural fiber composites. In Figure 5.5(a), the largest 

particle is approximately 40 μm, indicating that some agglomeration has taken place either 
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before or during the manufacturing. Additionally, the CNC particles are seen to be uniformly 

distributed over the fracture area, indicating a well-manufactured sample. As in the CNC case, 

the 4 μm case in Figure 5.5(b) shows some agglomeration, with sizes ranging from about 10 to 

100 μm. The longer striations of PA610 around the cavities containing the agglomerated fibers in 

Figure 5.5(b) compared to Figure 5.5(a) indicate that the material experienced increased tensile 

stress around the agglomerations. Figure 5.5(c) shows good distribution of the particles. The 

average particle size is within the manufacturer’s specified size range for this fiber case, 100 μm; 

thus, the fibers did not significantly agglomerate. The lack of substantial agglomeration in the 

100 μm case is due to its small surface area per unit mass and weak attractive interaction 

between particles, which inhibit agglomeration [272, 273]. 

   

Figure 5.5. SEM images of tensile test fracture surfaces of PA610 reinforced with 5% mass ratio 
of: (a) CNC, (b) 4 μm cellulose fiber, (c) 100 μm cellulose fiber. 
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Chapter 6 Modeling 

The modeling section presents the models developed for studying the potential 

mechanisms of damping increase in CNC/PA610 composites. Interfacial interaction at nano scale 

is believed to be the cause of the damping improvement. Therefore, the models focus more on 

intermolecular forces at the interfaces between fillers and matrix materials.  

6.1 Two-masses Model 

6.1.1 Overview 

This model is proposed to investigate the interaction between two particles at the 

molecular level. This is an essential step for studying the potential behavior of intermolecular 

interaction in the composites. It may help to explain the origin of the great damping 

improvement in PA610/CNC composites, as shown in the graph 6.1. Two masses represent two 

particles at the molecular level. An intermolecular force called the Van der Waals force [274], 

which is widely known as a common intermolecular force, is exerted between the masses. The 

motion of the masses is constrained in one dimension, and there is no friction or viscous 

environment applied to the model. The system is excited by a small input applied to one of the 

masses. The motion of the system is simulated in MATLAB.  
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Figure 6.1. Schematic of the two masses model. 

The Van der Waals force in the model uses the famous Lennard Jones potential [275], as 

shown in the equation below. 

𝑃௩ௗ௪(𝑟) = 4ε[ቀ
σ

𝑟
ቁ

ଵଶ

− ቀ
σ

𝑟
ቁ

଺

] (6.1) 

𝑃௩ௗ௪ is the Lennard Jones potential between the particles. 𝑟 is the distance between two 

interacting particles. ε is the depth of the potential well. It refers to the minimum potential 

energy. σ is the intermolecular distance when the potential energy is zero. The force function can 

be derived from the equation (6.1).  
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] (6.2) 

Assuming that the positions of the first and second mass are 𝑥ଵ, 𝑥ଶ, the governing equation of 

motion is given as: 
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൨ = 0 (6.4) 

𝑟 = 𝑥ଶ − 𝑥ଵ (6.5) 

𝑀ଵ and 𝑀ଶ are the mass of the particles. The values of the constants used in the model are 

presented in the following Table 6.1.  
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Table 6.1. Parameters of the Two-masses Model 

Constant M1 M2 ε σ 

Value 1.6 e-11 kg 1.6 e-11 kg 0.29288 ev 0.35636 nm 

6.1.2 Results and Discussions 

 

Figure 6.2. Curve of Lennard Jones force vs intermolecular distance. 

The relationship of the Lennard Jones force and the intermolecular force is shown in 

Figure 6.2. The force curve has a portion where the gradient is high. This part starts from 0 and 

ends at the point of the minimum value, which is approximately at 0.4 nm in the graph. Because 

of the high slope of the curve, it shows a great repelling force increase exerted to each interacting 

particle in a very short distance. Note that the repelling force shows positive value in the graph. 

In this portion of the curve, there is a point where the force is zero. The distance of this point is 

the equilibrium distance between the particles. When the intermolecular distance is larger than 

that of the point of the minimum force, the attraction force between particles begins to dominate 

the behavior of the curve. The force in this part remains attractive. However, it be seen that the 

magnitude of the force gradually approaches zero as the intermolecular distance increases. This 
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phenomenon is common at the molecular level. The intermolecular force can be viewed as a 

“bond” break after the molecules depart from each other at a certain distance. 

 

Figure 6.3. (a) Displacement and (b) velocity of the two masses vs time. An initial velocity is 
given to one of the masses. 

The initial distance between the masses is 0.35636 nm. This is the value when the 

intermolecular force is zero. The initial velocities of the first mass and the second mass are 

10000 nm/s and 0 nm/s. The displacement and velocity of the masses are presented in the Figure 

6.3 above. The masses are approaching because of the initial velocity of the first mass. However, 

a strong repelling force begins to dominate the motion in this process, and this occurs very 

quickly right after the simulation starts. It can be seen that the masses start to depart from each 

other. Meanwhile, the displacement of the second mass is larger than that of the first one. The 

velocity graph of the masses shows the interesting result that each velocity has a maximum peak 

and they both occur at the same time. The peak and final velocities of the first mass are lower 

than those of the second mass. This also explains why the displacement of the second mass is 

larger. The majority of the initial kinetic energy of the first mass transfers to the second mass. 

Due to the intermolecular distance increase to approximately 1 nm at the end of the simulation, 
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the attraction force is too small to affect the motion. It can be seen that the slope of the velocity 

becomes flat, which indicates that the interaction of the particle vanishes in the end. 

 

Figure 6.4. Displacement and velocity of the two masses. An initial displacement is given to one 
of the masses. 

The Figure 6.4 presents the displacement and velocity of the mass under the condition of 

the given initial displacement. The distance between the two masses changes from 0.35636 nm to 

0.5 nm. The initial velocity of the masses is set to zero. The displacement and velocity curves 

show periodic patterns. In the displacement graph, the amplitude of the curves of the masses is 

the same. The first mass reaches the maximum displacement when the second mass becomes 

minimum and vice versa. This is very similar to the behavior of a simple mass-spring system. 

However, the intermolecular force is highly nonlinear. The curve is no longer sinusoidal. The 

velocity graph illustrates similar periodic behavior. It can be seen that there is one maximum and 

minimum point in each cycle and that their amplitudes are the same. Meanwhile. The first mass 

accelerates the same amount as the second mass accelerates in the opposite direction. 
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6.1.3 Conclusion 

The two-masses model is a simplified molecular model. By introducing Lennard Jones 

potential, the intermolecular interaction between particles is investigated from the motion of the 

masses. It clearly shows how energy is transferred between particles. Lennard Jones potential 

gives interesting motion of the mass, especially in the case of the given initial velocity of the first 

mass. The masses depart from each other in the end rather than moving in a periodic pattern. 

This potentially provides explanation of debonding or crack formation between the fiber and 

matrix material in composites. In addition to the difference that is made by Lennard Jones 

potential, similarities to common mass-spring systems can also be seen in this model. The 

masses move periodically when one of the masses is loaded by the given initial displacement, 

although this model is coarse. Only two particles are considered and heat transfer is neglected. It 

is worthy to be a first step to study the intermolecular interaction. Besides, the two-masses model 

is a conservative system. Studying the hidden mechanism of the great damping improvement in 

the CNC/PA610 composites requires means of energy dissipation. More effort needs to be taken 

to implement energy dissipation in the model. 

6.2 Friction Model 

6.2.1 Friction Model Overview 

The damping improvement of PA610 matrix material in addition to CNC indicates the 

importance of the filler effect. The interaction between the filler and matrix may play an essential 

role in damping enhancement at the contacting surfaces. Friction provides a potential source of 

energy dissipation at the molecular level. Frictional sliding may occur at the interfacial area 
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between the filler and matrix material under loading. Therefore, a model based on the interfacial 

frictional sliding [248] is built to study the mechanism of the damping increase. 

This friction model is proposed based the study [251]. In Figure 6.5, the model is 

composed of two contacting surfaces at a certain distance. They can be viewed as the interfaces 

of the filler and matrix material. The bottom surface is fixed while the top one is pulled by a 

spring in a horizontal direction. This structure is similar to a probe that measures the friction 

when the top surface slides [276]. There are many intermolecular bonds connected between the 

contacting surfaces. As the top surface moves, the intermolecular bonds form and rupture 

spontaneously. The frictional force can be calculated in the equation (6.6). MATLAB is used to 

conduct the simulation. 

 

Figure 6.5. Schematic of the friction model. 

The equation of motion of the model is given as: 

𝑀𝑋̈ +  𝜂𝑋̇ + 𝐹௕ + 𝐾(𝑋 − 𝑉𝑡) = 0 (6.6) 

𝑀 is the mass of the top plate. 𝑋 is the coordinate of the center of the mass. 𝜂 is the damping 

coefficient of the system. 𝐹௕ is the total force of the intermolecular bonding between the 

surfaces. 𝐾 is the spring constant of the linear spring that is connected to the top plate. 𝑉 is the 

velocity of the one end of the spring that is pulled by a loading. The elongation of the spring is 
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calculated by 𝑋 − 𝑉𝑡. The friction force is the sum of damping force 𝜂𝑋̇ and intermolecular force 

𝐹௕. The intermolecular force 𝐹௕ is shown as the equation below: 

𝐹௕ = ෍ 𝑞௜𝑓௜
(௫)

ே

௜ୀଵ

 (6.7) 

𝑞௜ represents the state of the bonds. The bonds are intact when 𝑞௜ = 1. When the bonds break 

during the top plate sliding, 𝑞௜ = 0. 𝑓௜
(௫) is the projection of the intermolecular force to the 

horizontal direction, which is explained in the following equations: 

𝑓௜
(௫)

= 𝑓௜𝑥௜/𝑙௜ (6.8) 

𝑓௜ = 𝑘(𝑙௜ − 𝑙଴) (6.9) 

𝑙௜ = (𝑥௜
ଶ + ℎଶ)ଵ/ଶ (6.10) 

𝑥௜ is the projection of the bond length in horizontal direction. 𝑙௜ is the length of the 

intermolecular bond. For simplicity, the intermolecular force 𝑓௜ is modeled as a linear spring with 

a spring constant 𝑘. The elongation of the bond is calculated by 𝑙௜ − 𝑙଴, where 𝑙଴ is the initial 

length of the intermolecular bond. The current bond length is calculated by equation (6.10), in 

which ℎ is the distance between the top and bottom surfaces. The two different states of bonds 

determine the dynamics of the model. For the bonds connected to both surfaces, the velocity of 

the moving end of the bonds equals the velocity of the top plate. So 𝑥̇ = 𝑋̇. The bonds that are 

ruptured during the top plate movement take some time to relax and be restored to their original 

length. Thus, the relation between the velocity of the top plate and the connecting points of the 

bonds is: 

𝑥ప̇ = 𝑞௜𝑋ప
̇ − 𝜆(1 − 𝑞௜)𝑥௜ (6.11) 

𝜆 is the relaxation constant characterizing the rate of the ruptured bonds’ return to the original 

length. To determine the state of each intermolecular bond, an equation defines the time 

dependence of the state of each bond, shown as: 
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𝑞௜(𝑡 + 𝛥𝑡) = 𝑞௜(𝑡) − 𝑞௜(𝑡)𝜃൫ξ௜ − ∆𝑡𝑘௢௙௙൯ + [1 − 𝑞௜(𝑡)]𝜃(ξ௜ − ∆𝑡𝑘௢௡) (6.12) 

𝛥𝑡 is the time step of the model. ξ௜ is a random variable, which is selected from 0 to 1. 𝜃(𝑧) is 

Heaviside step function, which determines the stochastic reforming and rupture process of the 

bonds. The rates of bond reforming and rupture are dependent on 𝑘௢௡ and 𝑘௢௙௙. The equation for 

the rates of bond dissociation has two forms, for strong and weak bonds. For the weak bonds 

[223] whose energy is less than 𝐾௕𝑇, it is written as: 

𝑘௢௙௙(𝑙௜) = 𝑘଴exp (𝛽𝑓௜∆𝑥) (6.13) 

For the strong bonds[277], the equation is given as: 

𝑘௢௙௙(𝑙௜) = 𝑘଴ ൬1 −
𝑓௜

𝑓௖
൰

ଵ
ଶ

 exp [−𝛽 ቎𝑈଴ ൬1 −
𝑓௜

𝑓௖
൰

ଷ
ଶ

− 𝑈଴቏] (6.14) 

𝑘଴ is the rate of bond spontaneous dissociation without external load. ∆𝑥 is the distance at the 

interval of the maximum and minimum reaction potential. 𝑓௖ is the force when the unbinding 

occurs without thermal fluctuation. 𝑈଴ is the depth of potential. 𝛽 represents 1/𝑘஻𝑇 in both 

equations. 

The bond reforming rate is considered to be associated with the bond age [278] rather 

than the load or the elongation. The bond age is defined as the time starting from the exposure of 

the free ends of the bonds to the environment after the bonds ruptured. 

𝑘௢௡ = 𝑘௢௡
଴  g[(𝜏 − 𝜏଴)/∆𝑡] (6.15) 

g = ൜
0 (𝜏 ≪ 𝜏଴)

1 (𝜏 > 𝜏଴)
 (6.16) 

𝜏 = 𝑎/𝑋̇ (6.17) 

𝑉଴ = 𝑎/𝜏଴ (6.18) 

𝑘௢௡
଴  is the reforming rate for the bonds when the top surface is fixed. In equation (6.14), g is a 

“smeared” step function. 𝑎 is a typical length scale of surface contact. 𝑉଴ is the critical velocity 

of the moving surface. The reforming rate will be unstable when the velocity is above 𝑉଴. 
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The values for the parameters in the simulation are shown in the following table. 

Table 6.2. Parameters for the friction model 

parameters value unit 

𝑴 1 10ିଶଶ𝑘𝑔 

𝜼 0.25 10ିଶଶ𝑘𝑔/𝑠 

𝑲 10 10ିଶଶ𝑘𝑔/𝑠ଶ 

𝑽 2 𝑛𝑚/𝑠 

𝒉 1 𝑛𝑚 

𝝀 2 𝑠ିଵ 

𝒍𝟎 1 𝑛𝑚 

𝒌 10 10ିଶଶ𝑘𝑔/𝑠ଶ 

𝑻 293 𝐾 

𝒌𝒃 1.38 × 10ଵ଻ 10ିସ଴𝐽/𝐾 

∆𝒙 1 𝑛𝑚 

𝒌𝒐 10 𝑠ିଵ 

𝒌𝒐𝒏
𝟎  100 𝑠ିଵ 

𝒂 1.5 𝑛𝑚 

𝑽𝒐 0.5 𝑛𝑚/𝑠 

∆𝒕 0.01 𝑠 

Note that the values are based on the study [251]. 
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6.2.2 Results and Discussions 

It can be seen from the Figure 6.6 that the top plate is moving approximately 2 m/s at the 

end of the simulation, which corresponds to the velocity of the pulling spring. This also shows 

that the forces exerted on the top plate are almost balanced. However, there is some oscillation of 

the velocity curve in the beginning. The reason for this oscillation is believed to be the instability 

of the bonds’ dissociation and reforming. For the displacement of the bonds, it can be seen that 

the displacement of two typical bonds increases from zero to 0.5 nm and becomes steady after 5 

seconds. This corresponds to the oscillation of the velocity of the top plate as well. The shape of 

the curves indicates that frequent bond rupture and reforming occurs during the simulation. 

 

Figure 6.6. Displacement and velocity of the top plate and the displacement of the ends of the 
first, second bond over time. 
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Figure 6.7. Fraction of the intact bonds over the total bonds. Note that the black line represents 
the average values of the red curve. 

Figure 6.7 shows the trend of the status change of the bonds. It can be seen that the bonds 

are all intact initially. At the beginning of the top plate’s movement, most of the bonds break 

suddenly because of excessive stretch. Then some of the bonds reform over time. The continuous 

bond dissociation and reforming reach a balanced state until the end of the simulation. The 

fraction of the intact bonds over the total bonds becomes steady at around 0.36. 

Figure 6.8 shows the change of spring force and friction force. These two forces are 

critical in determining the behavior of the top plate. The two curves present similar trends in that 

they both start from zero, increase, and become steady after 10 seconds. The average values of 

both forces are at approximately the same level. This means that the majority of the spring force 

is balanced by the friction force. The minority is balanced by the damping force. It can also be 

seen that the amplitude of the oscillation in the friction force curve is much larger than that of the 

spring force. Because of the inertia of the top plate, frequent change of the friction force has 
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minor influence on the displacement of the plate. The spring force related to the displacement of 

the plate and the pulling end is slightly affected by the friction force. 

 

Figure 6.8. (a) Spring force and (b) friction force vs time. Note that the black line represents the 
average values of the blue curve. 

6.2.3 Effects of the Mass of the Contacting Surface 

Some parameters of the model are changed to study their effect. As shown in Figure 6.9, 

the mass of the top plate is doubled. Compared to the case in Figure 6.6, the velocity of the top 

plate does not converge in the end. Meanwhile, the amplitude of the oscillation is much greater 

than that in Figure 6.6. The stretch of the first and second bonds increases with time. In Figure 

6.7, the fraction of the intact bonds maintains the same trend as in the first 10 seconds. However, 

it keeps decreasing after 10 seconds, which indicates the imbalance of the bond rupture and 

reforming related to excessive stretch of the bonds. It is believed that the frequent change of the 

top plate velocity is the reason for this phenomenon. Contrary to the case in Figure 6.8, the 

spring force in Figure 6.11 increases with time. This indicates that the velocity of the top plate is 
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decreasing, which results in the stretch of the spring. The trend of the friction force is similar to 

that of the fraction of the intact bonds.  

The results show that the model is highly sensitive to the mass of the top plate. Due to the 

damping coefficient of the system being small, the main contribution of the energy dissipation is 

the friction force. The decreasing trend of the friction force indicates that the energy dissipation 

in the system decreases over time. When the energy dissipation per unit mass is considered, it 

can be seen that less energy dissipates from the system with larger mass. Note that this is the 

case of the same displacement of the top plate. This result may help to explain the nano effect 

aspect of energy dissipation. It corresponds to the results in the damping tests of cellulose-

reinforced PA610. CNC has highest damping improvement compared with larger-sized cellulose. 

 

Figure 6.9. Displacement and velocity of the top plate and the displacement of the ends of the 
first, second bond over time (The mass of the top plate is doubled). 
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Figure 6.10. Fraction of the intact bonds over the total bonds (The mass of the top plate is 
doubled). Note that the black line represents the average values of the red curve. 

 

 

Figure 6.11. (a) Spring force and (b) friction force vs time (The mass of the top plate is doubled). 
Note that the black line represents the average values of the blue curve. 
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6.2.4 Effects of the Sliding Velocity 

The sliding velocity of the top plate is found to have great influence on the friction force 

[268]. The velocity of the pulling end of the spring is set to 0.5 nm/s to study the behavior of the 

model. 

As shown in Figure 6.12, the velocity of the top plate becomes steady at 0.5 nm/s, which 

is approximately same as the velocity of the pulling end of the spring. The displacement of the 

plate and the ends of the bonds is smaller due to the decrease of the velocity, compared to the 

control case in Figure 6.6. However, the fraction of the intact bonds remains the same as that in 

Figure 6.7. This indicates that the velocity of the top plate does not affect the dissociation and 

reforming status of the bonds. The value of the spring force in the steady state is 47 times smaller 

than that in Figure 6.8. It is also interesting that the spring force takes a longer time to reach 

steady state than the control case.  

 

Figure 6.12. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (V = 0.5 nm/s) 



 104

 

Figure 6.13. Friction force vs time (V = 0.5 nm/s). Note that the black line represents the average 
values of the blue curve. 

In Figure 6.13, due to the oscillation of the top plate velocity, the friction force has a 

period of oscillation at the beginning. Then it becomes steady at approximately 0.48 × 10ିଷଵ𝑁. 

This value is about 60 times smaller than that of the control case (V = 2 nm/s). Therefore, the 

energy dissipation from the system dramatically decreases as the velocity of the top plate 

changes from 2 nm/s to 0.5 nm/s. 

Knowing the case of low pulling velocity, it is necessary to investigate the behavior of 

the model at a higher velocity. When the velocity of the top plate increases from 2 nm/s to 4 

nm/s, the details of the system are shown in the following figures. 
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Figure 6.14. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (V = 4 nm/s) 

It can be seen in Figure 6.14 that the velocity of the top plate does not converge in the 

simulation. The displacement of the free end of the bonds increases over time. The fraction curve 

shows that the bonds continuously break and the rate of bond dissociation is faster than the rate 

of reforming. Instead of staying at a constant value in Figure 6.8, the spring force increases 

dramatically. This situation is similar to that in Figure 6.11(a). The frequent change of the 

velocity causes the imbalance of the bond breakage and reformation. 
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Figure 6.15. Friction force vs time (V = 4 nm/s). 

Figure 6.15 shows that the friction force increases with time in the first 5 seconds, when 

nearly 38% of the bonds are intact. Then it decreases because of continuous fracture of the 

bonds. These results indicate that the energy dissipation from the friction force is unstable in this 

system.  

Comparing the cases of the three velocities 0.5 nm/s (low), 2 nm/s (medium), and 4 nm/s 

(high), the friction force in cases of low and medium velocities become stable until the end of the 

simulation. However, the magnitude of the friction force in the low velocity case is 60 times 

smaller than the friction force in the high velocity case. The case of high velocity has the highest 

peak friction force among the three cases, but the friction force gradually decreases to zero over 

time. It is believed that there is an optimal pulling velocity at which the system obtains 

maximum energy dissipation. The existence of the optimal pulling velocity can potentially help 

with the design of materials with good damping properties. It may also inspire people to use the 

material with proper loading conditions to fulfil the highest damping properties. 
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6.2.5 Effects of the Bond Dissociation Rate 

𝑘଴ is the parameter associated with the bond dissociation rate. This parameter is 

important in that it influences the number of the contacting bonds between the surfaces. In the 

following simulations, the value of 𝑘଴ increases from 10 to 50 and 80. The results are shown 

below. 

 

Figure 6.16. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (k0 = 50) 

It can be seen from the Figure 6.16 that there is increasing amplitude of oscillation in the 

velocity of the top plate. The displacement of the ends of the bonds increases from zero and 

becomes stable at 1 nm. The fraction of the intact bonds shows a decreasing trend from 0.5 to 

0.3. Compared to the case in Figure 6.8(a), the spring force continuously increases where the 

slope of the curve has a decreasing trend. In Figure 6.17, the friction force peaks at 17 seconds. 
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The maximum value is 82 × 10ିଷଵ𝑁. It can be seen that the friction force at the end of the 

simulation is nearly 3 times that in Figure 6.8(b).  

 

Figure 6.17. Friction force vs time (k0 = 50). Note that the black line represents the average 
values of the blue curve. 
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the average friction force in the time period of the simulation is the highest in the case of 𝑘଴ =

50, compared to the cases of 𝑘଴ = 10 and 𝑘଴ = 80. This indicates that 𝑘଴ can be adjusted to 

maximize the energy dissipation of the system. 

 

Figure 6.18. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (k0 = 80) 

 

Figure 6.19. Friction force vs time (k0 = 80). Note that the black line represents the average 
values of the blue curve. 
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6.2.6 Effects of Bond Reforming Rate 

Similar to 𝑘଴, 𝑘௢௡
଴  is associated with the reforming of the bonds. Two additional values of 

𝑘௢௡
଴  (50 and 150) are used to investigate the effects of this parameter.  

Figure 6.20 shows that the oscillation of the velocity of the top plate increases after 10 

seconds. The displacement of the ends of the bonds is maintained at about 1 nm. The fraction of 

the intact bonds stays at approximately 0.5, which is higher than that in the case of 𝑘௢௡
଴ = 50. It 

is found that there is a linear increase of the spring force after 32 seconds. This could be related 

to the change of the friction force in Figure 6.21. It can be seen that the friction force has a short 

decrease from 25 to 40 seconds after it peaks. 

 

Figure 6.20. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (𝑘௢௡

଴ = 50) 
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Figure 6.21. Friction force vs time (𝑘௢௡
଴ = 50). Note that the black line represents the average 

values of the blue curve. 

It is shown in Figure 6.22 that the oscillation of the velocity of the top plate is much 

smaller than that in cases 𝑘௢௡
଴ = 50 and 𝑘௢௡

଴ = 150. The displacement of the ends of the bonds is 

maintained at approximately at 0.2 nm, which is also the smallest among all the cases. The 

fraction of the intact bonds is 0.22 and is maintained at about the same level throughout the 

simulation. It can also be seen that the spring force is about 3.5 × 10ିଷ 𝑁 after the initial 

oscillation. The friction force levels off at about 2.8 × 10ିଷ 𝑁. Compared to the case of 𝑘௢௡
଴ =

100 in Figure 6.8(b), the friction force is 9 times smaller. It is believed that 𝑘௢௡
଴  affects the 

fraction of the intact bonds in the system. There are fewer bonds connecting between the surfaces 

in case 𝑘௢௡
଴ = 150, compared to the cases 𝑘௢௡

଴ = 50 and 𝑘௢௡
଴ = 150. The friction force therefore 

decreases. 
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Figure 6.22. Displacement and velocity of the top plate and the displacement of the ends of first, 
second bond over time (Top figure). Fraction of the intact bonds over the total bonds (bottom left 
figure). Spring force (bottom left figure). (𝑘௢௡

଴ = 150) 

 

Figure 6.23. Friction force vs time (𝑘௢௡
଴ = 150). Note that the black line represents the average 

values of the blue curve. 
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6.2.7 Conclusion 

In summary, the friction model is a simplified one-dimensional intermolecular contact 

model. The friction forces existing between the two sliding surfaces originate from the 

spontaneous dissociation and reformation of the intermolecular bonds. By conducting the 

parameter studies, the model is shown to be significantly affected by the mass of the sliding 

surfaces, the sliding velocity [268], and the rates of the bonding dissociation and reformation. 

The effect of the size of the particles on energy dissipation can be studied by varying the mass of 

the sliding surfaces. The energy dissipation affected by the initial input (displacement or 

velocity) to the samples can be investigated by changing the sliding velocity of the plate. For 

more potential fillers that can be used as reinforcement in PA610, the rate of the bonding 

dissociation and reformation varies with the filler material. The results of the simulation can be 

worked as a reference to guide the design of the new composites in improving the energy 

dissipation capability. However, in the system of CNC-reinforced PA610 composites, the 

bonding between the filler and the matrix is strong because of the presence of hydrogen bonding 

[279]. This strong intermolecular force will limit the frictional sliding at the interfaces between 

the filler and the matrix. Thus, the friction force cannot fully account for the great energy 

dissipation in CNC-reinforced PA610 composites. Meanwhile, the intermolecular force is 

modeled as a linear spring for simplicity. It crudely shows the behaviors of the intermolecular 

bonds. A more precise intermolecular force equation such as the Lennard Jones force [275] is 

needed to substitute for the linear spring intermolecular force in the model.  
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6.3 Massless Adhesion Model 

6.3.1 Massless Adhesion Model Overview 

In addition of friction model, A potential energy dissipation mechanism is found in 

adhesion. In [255], the interaction of a pair of massless materials in adhesive, elastic contact is 

modelled.  Irreversible jumps in force state in this massless model during changes in position are 

described as potentially leading to energy dissipation. In [280], internal friction is shown to be 

mainly controlled by adhesion, suggesting that the “intermolecular jump” in adhesive contact is a 

factor in energy dissipation, and hence damping, under low load.  Adhesion hysteresis is shown 

[256] to be related to surface roughness and chemical heterogeneity. The deformable surface 

plays a role in accounting for adhesion hysteresis when the intermolecular force is conservative. 

In the case of CNC and PA610 composites, as studied in the dissertation, interfacial friction 

requires normal contact loading and interfacial sliding which is believed less likely to occur at 

low amplitude vibrations, compared to adhesion hysteresis produced by molecular bonding. 

Therefore, a crude massless adhesion model is built based on the study [255]. 

 

Figure 6.24. (a) Schematic of the two masses model (at initial position). (b) Schematic of the 
model with the direction of the moving boundaries (after movement).  
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In Figure 6.24, there are two surfaces interacting with each other. A surface is modeled as 

a rigid wall at the bottom. The top surface is elastic, consisting of a rigid boundary at the top, a 

linear spring in yellow that represents the elastic force when the surface deforms, and a 

contacting surface located in the middle of the graph. Intermolecular forces (Van der Waals 

force) exist between the two contacting surfaces (shown in dashed lines). The intermolecular 

distance between the contacting surfaces changes when the surfaces approach or depart. The 

bottom surface is fixed in the simulation for simplicity while the top boundary moves up and 

down.  

The intermolecular force is modeled using Lennard Jones potential [275]. This equation 

is converted from equation (6.2). 

𝐹௩ௗ௪(𝑅) =
4𝜀

𝜎
൤−12 ቀ

σ
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ቁ
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଻
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଻
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𝑅
൰

ଵଶ

 (6.19) 

𝐴௔௧௧ and 𝐵௥௘௣ are the constants for the attractive and repulsive components of Lennard Jones force. 

𝑅 is the intermolecular distance between the two contacting surfaces. 

The elastic force is modeled as a linear spring. it is given as: 

𝐹௘௟௔௦௧௜௖(𝑙) = 𝑘(𝑙 − 𝑙଴) (6.20) 

𝑅 = 𝑙଴ + 𝑅଴ + 𝑦௧ − 𝑙 (6.21) 

𝑙଴ is the initial length of the elastic element of the top surface. 𝑙 is the length of the elastic 

element. 𝑘 is the spring constant of the elastic force. 𝑦௧ is the displacement of the top boundary. 

𝑦 is the displacement of the top contacting surface. The elastic force equals the intermolecular 

force in the model.  

𝐹௩ௗ௪(𝑅) =  𝐹௘௟௔௦௧௜௖(𝑙) (6.22) 

It is noted that the initial intermolecular length is 𝑅଴. 

In the simulation, the values of the parameters are shown in the table below: 
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Table 6.3. Parameters for massless adhesion model 

parameters value unit 

𝑨𝒂𝒕𝒕 10ିହ 𝑛𝑁 ∙ 𝑛𝑚଻ 

𝑩𝒓𝒆𝒑 10ି଼ 𝑛𝑁 ∙ 𝑛𝑚ଵଷ 

𝑹𝟎 0.7 𝑛𝑚 

𝒌 0.1 𝑛𝑁/𝑛𝑚 

𝒍𝟎 0.0072 𝑛𝑚 

6.3.2 Results and Discussions 

The top boundary connected to the top contacting surface is moving down and up at a 

constant speed. In Figure 6.25, the intermolecular distance decreases as the top rigid wall moves 

down. It can be seen that the intermolecular distance suddenly changes from 0.5 nm to 0.37 nm 

at 0.17 ns. It can be called a “jump in.” The decreasing rate of the intermolecular distance is 

lower than that before the jump because it is affected by the strong repulsive intermolecular 

force. When the top plate moves up, another change of the intermolecular distance occurs at 0.46 

ns. This “jump out” starts from 0.4 nm to 0.55 nm. In one contacting cycle in which the two 

surfaces approach and depart from each other, two “jumps” occur in the process.  
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Figure 6.25. The displacement of top boundary (top), the intermolecular distance (bottom) vs 
time. 

 

Figure 6.26. Intermolecular force and spring force vs the intermolecular distance. Different 
spring force curves are shown at four time points when the top boundary moves down. 
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from equation (6.22)) of the intermolecular force curve and the spring force curves represent the 

current status of the forces in the model. As the top wall moves down, four spring force curves at 

different time points are shown from the right side to the left. There is one intersection point for 

the green spring force and intermolecular force curves when the simulation runs to the first time 

point (t1). It can be seen that the intermolecular distance is 0.565 nm at this time point. Then the 

top wall moves further, and the spring force changes to the blue curve at the time point (t2). 

Three intersection points are made by the intermolecular force and spring force curves. Even 

though three possible roots can be found for equation (6.22), only one root (R = 0.54 nm) was 

used in the simulation as this root moves along the intermolecular force curve from t1 to t2. 

When the time goes to t3, a “jump in” point at R = 0.49 nm can be seen between the two 

intersection points. At this point, the gradient of the spring force (the spring constant) equals that 

of the intermolecular force. When the intermolecular distance decreases from the jump in point, 

the gradient of the intermolecular force will exceed that of the spring force. Then the top 

contacting surface will accelerate because of the imbalance of the forces. After the time changes 

from t3 to t4, there is only one intersection between the spring force and the intermolecular force 

curves. The jump in point disappears and the intermolecular distance decreases from 0.49 nm at 

t3 to 0.37 nm at t4. This significant intermolecular distance decrease is intermolecular jump, and 

it occurs spontaneously due to the disappearance of the root and the acceleration of the 

contacting surface. 
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Figure 6.27. The process of jump in and out in the intermolecular and the spring force plot. 

In the discussion of Figure 6.26, intermolecular jump in occurs from the jump in start 

point and stops at the other intersection point shown in Figure 6.27 above. Similarly, when the 

top wall begins departing from the bottom surface, jump out will also occur during the process. 

The jump out start point in this case is R = 0.41 nm. It jumps to R = 0.55 nm. It accounts for the 

two intermolecular jumps in Figure 6.25 when the top wall approaches and departs from the 
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Figure 6.28. The intermolecular force vs the displacement of the top boundary in a bonding and 
debonding cycle. 

In a bonding and debonding cycle, energy dissipates from the system due to the 

intermolecular jumps. As shown in Figure 6.28, a hysteresis loop is formed by the intermolecular 

force after one cycle of the top plate’s movement. The area enclosed by the blue and red curves 

represents the energy dissipating from the system. 

6.3.3 Conclusion 

In summary, this model shows the intermolecular jump phenomenon between the surfaces 

in the cycle of approaching and departing. It requires an elastic force from the deformation of the 

surfaces during contacting. Because of the instability of the elastic force and the intermolecular 

force at jump points, the intermolecular jump occurs spontaneously and the kinetic energy gained 

during the jump dissipates as heat. Because of the intermolecular force and distance changes after 

the jump, the intermolecular jump is then called intermolecular change in state in this dissertation 

for the following sections.  
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However, this adhesion model ignores the mass of the contacting surface. It results in 

instant energy dissipation after intermolecular jump. A more realistic model is needed to study 

details of energy transfer and dissipation.  

6.4 Adhesion Model with a Mass 

Mass is added to the contacting surface based on the previous massless model. The value 

of the mass is 2 × 10ିଶହ𝑘𝑔. The other parameters use the same values in the Table 6.3. 

 

Figure 6.29. The displacement of top boundary (top), the intermolecular distance (bottom) vs 
time. (mass is added to the contacting surface). 
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It is interesting that the jump occurs at the same intermolecular distance as the first jump. This 

indicates that the mass of the contacting mass changes the behavior of the intermolecular jump. 

There is a small vibration in the amplitude of 0.2 nm after the second jump. Compared to the 

amplitude of the vibration when the top wall moves down, it shows there is some kinetic energy 

transferred to the mass after one bonding and debonding cycle.  

 

Figure 6.30. The intermolecular force vs the displacement of the top boundary in a bonding and 
debonding cycle (mass is added to the contacting surface). 

Figure 6.30 shows that the jump in and out occur in the same intermolecular distance. 

The intermolecular force curves are approximately the same when the top plate displacement is 

larger than 0.15 nm. It is believed that the oscillation of the mass makes the intermolecular 

distance reach the jump out length in advance. The potential change of the intermolecular force 

transfers to the kinetic energy of the contacting surface during the jump. However, the kinetic 

energy does not transfer to heat due to lacking means of energy dissipation.  

Here a damper accounting for the energy dissipation by heat at the molecular level is 

proposed. This damper is added between the top contacting surface and the bottom material. 

In
te

rm
o

le
cu

la
r 

F
o

rc
e

 (
n

N
)



 123

More details of the damper will be discussed in the improved adhesion model. The damping 

force is given as: 

𝐹ௗ(𝑦) = 𝐶𝑦̇ (6.23) 

𝐶 = 2√𝑚𝑘𝜉 (6.24) 

𝜉 is the damping ratio in the value of 0.1. After the damper is introduced in the model, the 

simulation results are shown below. 

 

Figure 6.31. The displacement of top boundary (top), the intermolecular distance (bottom) vs 
time. (mass and a damper are added to the contacting surface). 
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Figure 6.32. The intermolecular force vs the displacement of the top boundary in a bonding and 
debonding cycle (mass and a damper are added to the contacting surface). 

After the damper is added to the model, it can be seen in Figure 6.31 that the amplitude of 

the vibration decreases. The kinetic energy in the mass dissipates into heat through the damper. In 

Figure 6.32, similar hysteresis curve is shown as in the massless case. Due to the decrease in the 

vibration, the jumping out does not occur in advance. The jumping out starting distance shifts from 

0.15 nm in Figure 6.30 to 0.12 nm. The area enclosed by the red and blue curve is the energy 

dissipated from the system. 

6.4.1 Conclusion 

The model with mass and damper presents the intermolecular jump and energy transfer 

process more clearly. The intermolecular potential energy dramatically transfers to the kinetic 

energy of the mass by the intermolecular jump. The kinetic energy will gradually dissipate by 

intermolecular collision as heat. It is worth noting that the kinetic energy gained after the jump is 

significantly greater than that the case without intermolecular jump. Thus, the intermolecular jump 

dramatically enhances the energy dissipation in the system.  
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In the aspect of the great damping improvement in cellulose-reinforced PA610 

composites, the intermolecular change in state can play an important role in the energy 

dissipation mechanism. However, the current model still cannot be specifically applied to 

cellulose/P610 composites. The hydrogen bonding existing between cellulose and PA610 is 

much stronger than Van der Waals force. In addition, the elastic force originating from the 

elastic deformation of the contacting surfaces needs to be modeled with more details. A model 

based on the cellulose-reinforced PA610 is needed to investigate the high damping improvement. 

6.5 Improved Adhesion Model 

In this section, an intermolecular adhesive contact model is developed for the interaction 

of nano-fillers and a polymer carrier, including hydrogen bonding and Van der Wall forces 

acting between the interacting materials. The equations for the model are derived and the case of 

composites consisting of PA610 polyamide matrix filled by cellulose fibers are treated 

numerically. Factors studied related to the energy dissipation in the composites are particle size, 

hydrogen bonding density, elastic modulus of the materials, and height of the surface asperities. 

6.5.1 Improved Adhesion Model Overview 

In this section, an intermolecular contact model is developed (Figure 6.33(a)) with a view 

toward studying the interaction of a particle embedded in a polymer matrix material, such as 

what commonly occurs in nano-reinforced composite materials. The mass of the filler, as well as 

the elasticity of filler and matrix, are included in the model. 

The specific case treated is that of a nanocellulose particle embedded in PA610 polymer, 

but the model is applicable to any pair of materials. The top and bottom boundaries in Figure 

6.33(a) represent the positions of the PA610 polymer surfaces, and the mass in the middle 
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represents that of the CNC particle. The blue and purple springs represent the elastic stiffnesses 

of the PA610 matrix (𝑘௠) and the CNC particle (𝑘௣), respectively. The green and red dashed 

arrows are the hydrogen bond forces (𝐹ு
௧  and 𝐹ு

௕) and Van der Waals forces (𝐹௩ௗ௪
௧  and 𝐹௩ௗ௪

௕ ), 

respectively, per unit area acting between CNC and PA610. The superscripts 𝑡 and 𝑏 denote top 

and bottom elements, respectively. Because 𝐹௩ௗ௪ and 𝐹ு  are independent and both exist 

between the two contacting surfaces, they are modeled to be parallel, and the combination of the 

forces becomes the total intermolecular force which will be described in detail in the following 

intermolecular force section 6.5.2. A linear viscous damper is commonly used in the interaction 

between surfaces at atomic scale, such as the friction study in [248]. In the current model, the 

damper acts as the means to characterize the amount of kinetic energy dissipated from the 

system. This dissipation mechanism is explained using the many-body model in [235]. 

 

Figure 6.33. (a) Schematic graph of the model. (b) Schematic of the geometry of an asperity. 

The model describes the intermolecular contact in a unit area. Thus, the constants in the 

equation below represent quantities per unit area. The governing equation of the model is:  

𝑚𝑦̈ + 𝜂𝑦̇ − (𝐹௩ௗ௪
௧ +  𝐹ு

௧ ) + (𝐹௩ௗ௪
௕ +  𝐹ு

௕) =  0 

 
(6.25) 
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where an overdot denotes time derivative, 𝑦 is the displacement of the CNC particle,  𝑦்  is the 

input to the system representing the motion of the bulk matrix material,  𝑚 is the mass of the 

particle per unit area, and 𝜂 is the damping constant per unit area which is given in terms of the 

mass 𝑚, the dimensionless damping ratio ζ, and the equivalent spring constant 𝑘଴: 

𝜂 = 2ζඥ𝑘଴𝑚 (6.26) 

𝑘଴ =
1

1
𝑘௣

+
1

𝑘௠

 
(6.27) 

In (6.25), 𝑘௣ and 𝑘௠ are related to the roughness of the contacting material surfaces and Young’s 

moduli of the particle and matrix, as described in the following elastic force section 6.5.3. The 

elastic and intermolecular forces are related by: 

𝐹௩ௗ௪
௧ +  𝐹ு

௧ =  𝐹௣
௧ = 𝐹௠

௧  (6.28) 

𝐹௩ௗ௪
௕ +  𝐹ு

௕ =  𝐹௣
௕ = 𝐹௠

௕ (6.29) 

where 𝐹௣
௧ and 𝐹௣

௕ are the forces per unit area in the top and bottom elastic elements of the CNC 

particle, respectively, and  𝐹௠
௧  and 𝐹௠

௕ are the forces per unit area in the elastic elements of the 

top and bottom matrix material, respectively. Note, in Figure 6.33(a) and equation (6.26), the top 

intermolecular forces are related to 𝑦்   and 𝑦. In the calculation of the bottom intermolecular 

forces, the bottom surface of the matrix is fixed, without loss of generality. Note also that all 

elastic elements are stretched in the initial balanced position due to the intermolecular forces. 

6.5.2 Intermolecular Force 

The intermolecular forces considered in this model are the Van der Waals force and the 

hydrogen bonding force. Here, the Van der Waals force is modeled using the Lennard-Jones 

adhesion potential [281]: 
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𝐹௩ௗ௪(𝑅) =  
𝐴

6𝜋𝑧଴
ଷ [ ቀ

𝑧଴

𝑅
ቁ

ଷ

−  ቀ
𝑧଴

𝑅
ቁ

ଽ

] (6.30) 

where 𝐴 is the Hamaker constant [282] and  𝑧଴ is the equilibrium distance of the force. These two 

constants are specified for the specific materials. Note that 𝐹௩ௗ௪(𝑅) in (6.28) is per unit area. Here, 

and in subsequent equations, the intermolecular distance 𝑅 represents 𝑅௧ or 𝑅௕ for the top or 

bottom interacting surfaces, respectively. Expressions for 𝑅௧ and 𝑅௕ are given in Appendix A.  

The Dreiding force field is commonly used for hydrogen bonding, and has potential energy 

given by [283]: 

𝑃ு௦(𝑅) = 𝐷ு[5 ൬
𝑅ு

𝑅
൰

ଵଶ

− 6 ൬
𝑅ு

𝑅
൰

ଵ଴

]𝑐𝑜𝑠ସ(𝜃஽ு஺) (6.31) 

Here, 𝜃஽ு஺ (see Appendix C) which is a function of 𝑅, is the angle between the donor of the 

hydrogen atom, the hydrogen atom, and the acceptor of the hydrogen atom. 𝐷ு is the minimum 

potential energy of the force, and 𝑅ு is the equilibrium distance between the donor and acceptor 

atoms. The Dreiding force, 𝐹ு௦(𝑅), is: 

𝐹ு௦(𝑅) = −
𝜕𝑃ு௦

𝜕𝑅

=
60𝐷ு

𝑅ு
ቈ൬

𝑅ு

𝑅
൰

ଵଷ

−  ൬
𝑅ு

𝑅
൰

ଵଵ

቉ 𝑐𝑜𝑠ସ(𝜃஽ு஺)

+ 𝐷ு ቈ5 ൬
𝑅ு

𝑅
൰

ଵଶ

− 6 ൬
𝑅ு

𝑅
൰

ଵ଴

቉
𝑑[𝑐𝑜𝑠ସ(𝜃஽ு஺)]

𝑑𝑅
 

(6.32) 

This equation is for a single hydrogen bond. For generality, the model here is developed per unit 

area. The number of hydrogen bonds in a unit area is defined as 𝑛ு, so that (6.30) can be re-

expressed per unit area as: 

𝐹ு(𝑅) = 𝑛ு𝐹ு௦(𝑅) (6.33) 

It is noted that the intermolecular forces are dependent on the dependent variable 𝑦(t) because of 

the dependence of the intermolecular distances on 𝑦, as described in Appendix A. 
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Figure 6.34. Comparison between hydrogen bonding and Van der Waals force vs intermolecular 
distance. 

It can be seen from the figure 6.34 that the maximum attractive force (negative value) of 

hydrogen bonding is much larger than that of the Van der Waals force. Meanwhile, the blue and 

red curves peak at different intermolecular distances. Thus, the presence of hydrogen bonding 

has more potential effect on the adhesion behavior of the surface contact between cellulose and 

PA610 than Van der Waals force. 

6.5.3 Elastic Force 

When surfaces make contact, asperities deform significantly more than the bulk material. 

Thus, for the nanoscale of the present model, the elastic elements are modeled based on the 

surface asperities. Here, surface asperities are modeled as a truncated cone-shape (Figure 

6.33(b)), adapted from that in [284]. 

In Figure 6.33(b), 𝑟଴ and 𝑟ଵ are the radii of the bottom and top circular surfaces, 

respectively, ℎ଴ and ℎଵ are the heights of the whole cone-shaped asperity and the truncated part 

of the cone, respectively, and ℎ is the height of the asperity. The variable 𝑥 is the distance to a 
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cross section of the asperity from the tip of the same whole cone, and 𝑟 is the radius of this cross 

section. 

The deformation of the asperity can be obtained by 

∆ℎ = න 𝜀
௛బ

௛భ

𝑑𝑥 =
𝑓

𝐸
න

1

𝐴௦

௛బ

௛భ

𝑑𝑥 (6.34) 

where 𝜀 is the axial normal strain of the asperity under the applied force, 𝑓, 𝐸 is Young’s 

modulus of the material, and 𝐴௦ is the area of the cross-section given by 𝐴௦ = 𝜋(𝑟଴/ℎ଴)ଶ𝑥ଶ. 

Then, the relationship between the deformation ∆ℎ and the elastic force per unit area, 𝐹௔ , is  

𝐹௔ =
𝑓

𝜋𝑟଴
ଶ =

𝐸∆ℎ

ℎ
ℎ଴

ℎଵ

 (6.35) 

From equation (6.33) the equivalent stiffness per unit area of an asperity of height ℎ is 

𝑘 =
𝑓

∆ℎ𝜋𝑟଴
ଶ =

𝐸

𝐿
 (6.36) 

where 𝐿 = ℎ(ℎ଴/ℎଵ).  

Similarly, the equivalent stiffnesses of the matrix and particle in the developed model are 

𝑘௣ =  
𝐸௣

ℎ௣

ℎ୮଴

ℎ୮ଵ

=  
𝐸௣

𝐿௣
 

(6.37) 

𝑘௠ =  
𝐸௠

ℎ௠
ℎ୫଴

ℎ୫ଵ

=  
𝐸௠

𝐿௠
 

(6.38) 

The elastic forces of the particle and matrix for the top and bottom parts are given as: 

𝐹௣
௧ = 𝑘௣∆ℎଵ 

𝐹௠
௧ = 𝑘௠∆ℎଷ 

(6.39) 

𝐹௣
௕ = 𝑘௣∆ℎଶ 

𝐹௠
௕ = 𝑘௠∆ℎସ 

(6.40) 

∆ℎଵ, ∆ℎଶ, ∆ℎଷ, and ∆ℎସ are shown in Appendix A. 
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6.5.4 Parameters 

The parameters used in the model, and their corresponding sources, are summarized in 

Table 6.4. 

Table 6.4. Parameters for the improved adhesion model 

Parameters Reference 

𝑚 = 1.5 e-22 kg/nm2  * 

𝐸௠ = 1.4 nN/ nm2 ** 

𝐸௣ = 145 nN/ nm2 [60] 

ℎ௠ = 0.5 nm [285, 286] 

ℎ௣ = 0.5 nm [285-287] 

𝐴 = 8.45 e-20 J [288, 289] 

𝑍଴ = 0.343 nm [275, 283] 

𝐷ு = 9.5 kcal/mol [283] 

𝑅ு = 0.276 nm [283] 

𝑛ு = 2 nm-2 [290] 

𝜃 = 165˚ [279] 

𝐿௔௕ = 0.95 nm [283] 

𝜁 = 0.3  [248, 291] 

* Calculated from company specifications [267]. ** Experimentally measured by the author. 

The values in the model are for the case of CNC reinforced PA610. The mass 𝑚 of the 

CNC particles derived from the density and size of the spherical particle (Diameter, 𝐷 = 100 nm) 

from manufacturer’s material specification literature. The elastic modulus 𝐸௠ are based on 

tensile test results in [267]. The ratio of ℎ௣଴/ℎ௣ଵand ℎ௠଴/ℎ௠ଵ are set as 3, based on transmission 
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electron microscopy of similar materials in [292]. Note that results will be given for a range of 

parameter values. 

6.5.5 Numerical Solution 

The governing equations for the model are (6.23), (6.26-6.28), (6.30), (6.31), (6.37), 

(6.38), (A.2) and (A.3). These form a system of  17 coupled, nonlinear differential equations 

(note that equations (6.26-6.28), (6.30), (6.31), (6.37), (6.38) each represent one equation for the 

top and one for the bottom segments of the model) for 𝐹௩ௗ௪
௧ , 𝐹ு

௧ , 𝐹௣
௧, 𝐹௠

௧ , 𝐹௩ௗ௪
௕ , 𝐹ு

௕, 𝐹௣
௕, 𝐹௠

௕, 𝐹ு௦
௧ , 

𝐹ு௦
௕ , 𝑅௧, 𝑅௕, ∆ℎଵ, ∆ℎଶ, ∆ℎଷ, ∆ℎସ, 𝑦. Solving these directly using a common numerical technique 

such as the Runge–Kutta method is computationally prohibitive. Here, a predictor-corrector-

method, called “velocity Verlet,” widely used in molecular dynamic simulations, is applied for 

the calculation [293]. The solution procedure is as follows. The first step is setting 𝑦 = 0 and 

giving an initial input to 𝑦் in the initial time step. Then, ∆ℎଵ is substituted from equation (A.2) 

into both of (6.37). These expressions, along with (6.28), (6.30), (6.31) (for the top segment), are 

substituted into equation (6.26), giving two coupled equations for 𝑅௧ and ∆ℎଷ from which 𝑅௧ and 

∆ℎଷ are determined at this instant. Simultaneously, 𝑅௕ and ∆ℎସ are determined in the same way 

using equations (A.3), (6.38), (6.28), (6.30), (6.31) and (6.27). Note that a final graph of 𝑅௕ vs 𝑦 

is shown in Figure B.1 in Appendix B. This so called “root graph” is used to determine the roots 

at each instant. With 𝑅௧, 𝑅௕, ∆ℎଷ, ∆ℎସ, ∆ℎଵ and ∆ℎଶ determined at this instant, “velocity Verlet” 

is applied to solve the equation of motion. The algorithm has predictor and corrector stages. For 

the predictor stage, the displacement of the particle 𝑦(𝑡) and its velocity 𝑣(𝑡) are predicted as: 

𝑦௣(𝑡 + 𝛿𝑡) =   𝑦(𝑡) + 𝛿𝑡𝑣(𝑡) +
1

2
𝛿𝑡ଶ𝑎(𝑡) 

(6.41) 

𝑣௣ ൬𝑡 +
1

2
𝛿𝑡൰ =   𝑣(𝑡) +

1

2
𝛿𝑡𝑎(𝑡) 

(6.42) 
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where 𝛿𝑡 is the time step of the simulation and a superscript 𝑝 denotes the predictor stage. For the 

corrector stage, the acceleration 𝑎(𝑡) or 𝑦̈(t) of the particle is calculated using (6.23) in the form: 

𝑚𝑎(𝑡 + 𝛿𝑡) =   𝐹(𝑦௣, 𝑣௣) (6.43) 

where 𝐹(𝑦௣, 𝑣௣) is the force exerted on the particle. The velocity is then corrected (𝑣௖) based on 

the predicted velocity and acceleration. 

𝑣௖(𝑡 + 𝛿𝑡) =   𝑣௣ ൬𝑡 +
1

2
𝛿𝑡൰ +

1

2
𝛿𝑡𝑎(𝑡 + 𝛿𝑡) 

(6.44) 

The corrected velocity and acceleration are used to predict the displacement of the particle 𝑦 in the 

next time step, and 𝑦 is used in equations (A.2) and (A.3) in the first step of the solving procedure, 

which is iteratively repeated. Note that the calculation (6.41) requires roots 𝑅௧ and 𝑅௕. These are 

taken from the root graph (e.g. Figure B.1) at each instant. 

 

Figure 6.35. Comparison between predictor-corrector and Runge Kutta methods on a simple 
model. 

In Figure 6.35, predictor-corrector and Runge Kutta methods are used to calculate the 

intermolecular force for a simplified version of the model in Figure 1in which only one set of 

intermolecular and elastic forces act on the particle. Minor deviation between the curves can be 

seen, which indicated predictor-corrector method is accurate to be applied to the more complex 

models. 
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6.5.6 Results and Discussion 

The simulations are conducted on the model with the bottom support (bottom matrix 

material) fixed. The response of the system is driven by various cases of prescribed motion of the 

top support (top matrix material). To create a similar dynamic condition as the damping tests in 

[267], Figure 2(a) treats sinusoidal vibration of the top surface at a frequency of 80 Hz, which is 

selected from the average natural frequency of the CNC/PA610 samples in [267].  

 

Figure 6.36. Displacement input 𝑦் and resulting response 𝑅௧ and 𝑅௕, and kinetic energy 𝑊௘ of 
the model. (a) Sinusoidal input displacement at 80 Hz (appears linear over this very short time); 
(b) sinusoidal input at 2.5 GHz; (c) sinusoidal input at 2.5 GHz with hydrogen bonding omitted 
from the model. 

Plots in Figure 6.36(a) show a sudden and rapid change in intermolecular distance 𝑅௕ 

(shown in red) of the bottom contacting surfaces, as well as an attendant increase in kinetic 

energy and intermolecular distance change 𝑅௧.  The increase of the kinetic energy is due to 

increase in velocity of the mass brought upon by the imbalance of the forces exerted on its top 

and the bottom surfaces. The viscous damper in the model dissipates kinetic energy gained 
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during the sudden intermolecular change in state, which is shown by the decrease of the 

maximum kinetic energy. 

 

Figure 6.37. (a) Total bottom intermolecular force (red curve) vs intermolecular distance graph. 
The total elastic force in two instances are given by the blue curves. (b) Intermolecular force vs 
top boundary displacement graph. 

Similar to the massless adhesion model, Figure 6.37(a) presents the mechanism of the 

sudden intermolecular change in state in the case of Figure 6.36(a) in presence of hydrogen 

bonding and Van der Waals force. When the top surface moves down, the intermolecular 

distances decrease. For a massless system in [255], it is shown that sudden intermolecular change 

in state can occur when the slope  of the total elastic force equals the slope, with, respect to 𝑅௕, 

of total intermolecular force. In Figure 6.37(a), this is possible at Points A and C and would 

result in sudden change of states from A to B and C to D. For example, as 𝑦் increases, 𝑅௕ 

decreases from its initial value of 2 nm and moves towards point A where the intermolecular 

state “jumps” to point B. Similar behavior can occur from C to D if 𝑅௕ later increases.   

It can be seen in Figure 6.37(b) that the sudden intermolecular changes in state are 

irreversible and produce hysteresis in the system. In the figure, the simulation is conducted for 

the case of zero mass and no damper. The hysteresis loop is therefore entirely due to the “jumps” 
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in state. Deng also showed hysteresis loops due to this phenomena for Maugis–Dugdale model 

[284]. 

To demonstrate the effect of hydrogen bonding and multiple intermolecular changes of 

state on the interaction of these materials, results for the case of an input sinusoidal vibration of 

𝑦் at 2.5 GHz for three cycles of the vibration are given in Figures 6.36(b), which includes 

hydrogen bonding, and Figure 6.36 (c) in which hydrogen bonding is omitted. This frequency is 

selected for convenience since it allows the model to run in a reasonable amount of 

computational time.  As the input displacement 𝑦் cycles up and down, Figure 6.36 (b) shows 

sudden increases of intermolecular distance 𝑅௧ each cycle (shown in red), whereas these changes 

of states do not occur in the case of Figure 6.36 (c). This is due to hydrogen bonding in Figure 

6.36 (b) increasing the intermolecular force and shifting it into a range where sudden 

intermolecular changes in state must occur for the elastic forces to balance the intermolecular 

forces. The sudden intermolecular changes in state in Figure 6.36 (b) produce sudden increases 

of the kinetic energy, and the peak kinetic energy of the particle in Figure 6.36 (b) is seen to be 

455% greater than that in Figure 6.36 (c). 

The work done by the damping force in the cases with and without hydrogen bonding is 

shown in Figure 4 as the process progresses. The Figure shows that the transfer of the potential 

energy to kinetic energy in Figure 6.36(b) results in an increase in energy dissipation by viscous 

damping, compared to Figure 6.36(c). Specifically, the work done by the damping force is 360% 

greater in the hydrogen bonding case compared to 6.36(c) where hydrogen bonding is omitted.  



 137

 

Figure 6.38. The work done by the damping force (per unit area) with and without hydrogen 
bonding participating in the simulations in Figures 6.36(b) and 6.36(c). 

 

Figure 6.39. The energy dissipation after 3 cycles of the top material displacement (same input as 
in Figure 6.36(b)) in terms of (a) size of the particles for 𝑛ு= 2 nm-2, 𝑅଴= 0.276 nm, 𝐸௠ = 1.4 
nN/nm2; (b) hydrogen bonding density for 𝐷 = 100 nm, 𝑅଴= 0.276 nm, 𝐸௠ = 1.4 nN/nm2; (c) 
initial intermolecular distance for 𝐷 = 100 nm, 𝑛ு= 2 nm-2, 𝐸௠ = 1.4 nN/nm2; (d) elastic 
modulus of matrix material for 𝐷 = 100 nm, 𝑛ு= 2 nm-2, 𝑅଴= 0.276 nm. 
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Figure 6.39 shows the energy dissipated from the system as function of the size of the 

particle, the hydrogen bond density, the initial intermolecular distance, 𝑅଴, and the elastic 

modulus of the matrix material. In Figure 6.39(a), the volume of the particles is set as 100 nm3. 

The number of the particles is inversely proportional to the particle size 𝐷. When the size of the 

particle increases, the energy dissipation significantly decreases. This trend corresponds to 

results from damping measurements of CNC reinforced PA610 [267] (see Figure 6.40) which 

show a strong increase in damping ratio of the composite as cellulose filler  size decreases, and is 

due to the increase of the surface area of the interacting surfaces of the filler and the matrix.  

 

Figure 6.40. Energy dissipation in the simulation (blue curve) and damping ratios from the 
damping tests (orange curve) vs. particle sizes. 

Figure 6.39(b) shows that energy dissipation of the system peaks when H bond density is 

2.5 nm-2, and then plateaus as density is increased further.  When the hydrogen bonding density 

is bottom than 2.5 nm-2, there are two general reasons that the energy dissipation is constrained. 

First, the intermolecular change in state may not occur when the hydrogen bonding density is too 

low because the condition described in relation to Figure 6.37(a) may not be met. Second, the 

total kinetic energy of the particle gained during the change in state may be small due to the 
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weak hydrogen bonding strength.  As for hydrogen bond density larger than 2.5 nm-2, Figure 

6.41 shows two intermolecular force curves at different hydrogen bond densities for the case 

where the top input amplitude 𝑦் is set to be the same (5 nm) in both cases. It is clear that a 

smaller hydrogen bond density can result in a smaller intermolecular change in state (from 𝑅௕ = 

0.27 to 1.79 nm) than would a larger density (from 𝑅௕ = 0.27 to 4.38 nm). However, because of 

the strength of the intermolecular bonds in the larger density case, the maximum top and bottom 

intermolecular distance that occurs is 0.282 nm, so the intermolecular change in state at 0.3 nm 

does not occur.  Therefore, energy dissipation is not necessarily maximum for higher bond 

densities, but rather occurs over an intermediate range for this composite. 

 

Figure 6.41. Intermolecular forces-distance graph. Two intermolecular forces at hydrogen 
bonding density: 2 nm-2 (red) and 5 nm-2 (blue). 

Figure 6.39(c) shows the energy loss is significantly bottom for larger initial 

intermolecular distance 𝑅଴, the first point of which in the figure is 𝑅ு, the equilibrium distance 

given in Table 6.4.  The decreasing trend of the energy loss is associated with the intermolecular 
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change in state. In case of the same input amplitude of the displacement 𝑦், the points where 

intermolecular changes in state can occur are not reached in the case of large initial 𝑅଴. Note that 

they could be reached if the range of 𝑦் were very large. This corresponds with the damping test 

results in [267], which shows the damping ratio of the composites decreases after moisture in the 

composites is driven off. The process of drying will increase the free volume between the filler 

and matrix material [92] so that the intermolecular distance will increase.  

To study the effect of relative stiffness of the contacting surfaces on the energy 

dissipation, the elastic modulus of the matrix material is varied from 0.4 to 1.8 nN/nm2 in Figure 

6.39(d). 𝐸௠ is varied here for expediency. The range of 𝐸௠ selected represents 𝐸௣/𝐸௠ from 81 to 

362, which covers a reasonable range of filler/matrix combinations.  Energy loss in the system 

peaks at 𝐸௠= 1.2 nN/nm2 and decreases when the material is either too soft or too stiff. For 

intermolecular change in state to occur, the total stiffness of the materials (i.e. the 𝑘଴ value given 

in (6.25)) must equal the slope of the total intermolecular force, as depicted in Figure 6.37(a). 

Thus, the result shows that the blue curve will only intersect the red curve at two points in a 

specific range of stiffness. 

Four parameter studies were conducted in Figure 6.39. A semi-quantitative comparison 

between the model and the experiment can be made for one of these parameter studies, particle 

size (Figure 6.39(a)), as was described in Figure 6.40. No comparison can be made with the 

experiments in this work for the bond density (Figure 6.39(b)) and the matrix material property 

(Figure 6.39(d)) parameter studies. For the initial intermolecular distance study (Figure 6.39(c)), 

only qualitative comparison can be made between the simulation and the experiment because it is 

not possible to measure the intermolecular distance in the actual samples. To show the effect of 

initial intermolecular distance in the model, the value of R0 was varied in the simulation, which 
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showed decreasing energy dissipation with increasing R0. Figure 6.42 gives a depiction of the 

qualitative relationship between intermolecular distance and experimental results in samples after 

drying. 

 

Figure 6.42. Blue curve: energy dissipation in the simulation vs. initial intermolecular distance 
(nm). Orange curve: damping ratios from the damping tests vs. number of dryings. 

The focus of this model is the interfacial interaction of a nanoscale particle filler 

interacting with a polymer matrix material. It includes the elasticity of the materials based on 

their measured properties and the interfacial interaction includes Van der Waal and Hydrogen 

bonding forces. In particular, the focus on hydrogen bonding is based on the known effect of this 

force to produce large damping [294]. The model is one dimensional, so more complex 3-D 

effects are neglected. Since the focus of the model is to study the effects of adhesion hysteresis, 

interfacial slip is assumed to be negligible and so interfacial friction [268] is not included. (This 

would also extend the model to two-dimensions.) 

Compared to other similar adhesion model, the improved model introduced in this paper 

have several advantages. In [255, 257], both models are based on a massless contacting system 

with Van der Waals force and a simple elastic force. In contrast, the improved model includes 
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the mass of the particle and hydrogen bonding between the surfaces. In [256], the author shows a 

model with an elastic force based on the deformation of the smooth contacting surfaces. The 

improved model in this paper relates the elastic forces to the asperities on the surfaces, which is 

more close to the AFM experiment results [295]. 

6.5.7 Conclusion 

An improved adhesion model for the filler and matrix contacting surfaces of a particle 

reinforced composite is proposed. In the case of cellulose reinforced PA610 composites, the 

elastic force from asperities of the contacting surfaces and intermolecular hydrogen bonding 

encourage sudden intermolecular change in state. The simulation results show strong relationship 

between the hydrogen bonding at the interface and increase of energy dissipation that 

qualitatively corresponds to previously measured damping test results[267]. The energy loss is in 

negative proportion with the particle size and initial intermolecular distance. Additionally, there 

are optimal values of the hydrogen bonding density and elastic modulus ratio of the materials 

that increase the energy loss. The model can be used to design composites that maximize the 

potential energy loss. 

The focus of the present model is to study the effects of adhesion hysteresis and this is 

conducted using a one-dimensional model. This necessarily neglects the effects of more complex 

deformations on the damping. Additionally, the contacting materials are assumed to be well-

bonded, so interfacial slip [268] is not included. Multiple bonds are included through the effect 

of bond density per unit area which is not as general as a full molecular dynamics simulation. 

Nevertheless, despite these limitations, the model captures the interrelated effects of hydrogen 

bonding and sudden intermolecular changes in state on energy dissipation in a straightforward 

context, and forms the basis for more general multi-dimensional studies. 
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Chapter 7 Future Work and Published Work  

This chapter covers the description of possible future studies of cellulose reinforced 

PA610, including testing and modeling. 

In chapter 3, tensile test were conducted on cellulose reinforced PA610, PA1010 and PP 

composites at different rates and temperature. However, the temperature tests were not 

completely done for the cellulose/PA610 and cellulose/PP composites. In addition, rate tests are 

needed for cellulose/PP composites. In relation to moisture effects, additional mechanical tests 

beyond the results given in Figure 3.7, at different temperatures and rates are required to study 

the behaviors of the materials after moisture absorption. 

For the damping testing in chapter 4, damping tests at room temperature were done for 

the cellulose reinforced PA610 and PP composites. Due to a lack of samples, temperature tests 

were only conducted for cellulose filled PP and PA610 containing moisture. More temperature 

tests are need to study the damping properties of cellulose/PA610 in dry condition. 

For the final adhesion model (see Figure 6.33(a)), several potential advancements can be 

made. Firstly, the mass of the surface asperities can be added to the model, which would show 

the influence of the asperities’ dynamics on the intermolecular changes in state. Secondly, the 

model can be extended into a 2-dimentional model. In this case, the shape of the particles can be 

implemented so the model can be used to determine the effects such as aspect ratio, which 

influence stress concentrations [271]. Thirdly, the models were built for cellulose and PA610 

without the presence of water molecules, as would occur after moisture absorption. The 

influence of water molecules on the intermolecular changes in state could be studied in a model 
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including absorbed H2O which will likely bond to both PA610 and cellulose thereby altering the 

intermolecular force and elasticity of PA610. 

As the current study is done mainly for the cellulose/PA610 composites, more systematic 

study can be done for other similar material such as cellulose reinforced PA46 composites, 

which have higher hydrogen bonding density at the interface. Changing different cellulose fillers 

is also needed to study the filler effects. For example, the CNC filler used in this dissertation was 

manufactured by spray dried process.  Freeze dried processed CNC may have different shapes of 

the particles than those of spray dried CNC [296]. Therefore, it is worth studying the effects of 

particle shapes on the mechanical and dynamic properties by replacing spray dried CNC with 

freeze dried ones. In addition, study can also be conducted on the cellulose particles coated by 

some hydrophobic materials, which reduces the hydrogen bonding at the interfaces and improves 

the dispersion of the particles.  

A List of my presentations and publications is summarized in Table 7.1: 

Table 7.1. List of presentations and publications 

Work name Comments 

A paper for the damping results has been 

submitted and under review.  

Tian Y, Kim W, Elise K, Kiziltas A, Mielewski 

D, Argento A. Damping of micro- and 

nanocellulose reinforced PA610 composites and 

influences of moisture absorption. Materials 

Today 2022. 

The paper is currently under revision and 

will be resubmitted in about one week. 



 145

A paper for the modeling work has been 

submitted.  

Tian Y, Kim W, Kiziltas A, Mielewski D, 

Argento A. Effects of Interfacial Dynamics on the 

Damping of Biocomposites Scientific Reports 

2022. 

The paper is under first review 

Mechanical and damping test results were 

presented at SPE Automotive Composites 

Conference & Exhibition. 

Tian, Y., Kiziltas, A., Kim, W., Mielewski, D. 

and Argento, A. Manufacture and Damping of 

Nanocellulose-Nylon Composites. Society of 

Plastics Engineers, 18th Annual Conference-

Composites: Solutions for a Multi-Material 

World, Novi Michigan. September 2018. 

Podium presentation. 

Poster presentations were made in 2017 at at SPE 

Automotive Composites Conference & 

Exhibition. 

Tian, Y., Kiziltas, A., Kim, W., Mielewski, D. 

and Argento, A. Nanoscale mechanisms of 

dynamic response in nanocellulose 

biocomposites. Society of Plastics Engineers, 

17th Annual Conference-Composites: Solutions 

Poster presentation.  
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for a Multi-Material World, Novi Michigan. 

September 6-8, 2017. 

Poster presentations were made in 2022 at SPE 

Plastics in Electric and Autonomous Vehicles 

conference. 

Tian, Y., Kiziltas, A., Mielewski, D., Kim, W. 

and Argento, A. “CNC reinforced PA610 

composites: damping enhancement and 

modeling.” Plastics in electric and autonomous 

vehicles, SPE, May 1-4, 2022, Troy, MI. 

Poster presentation.  
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Appendix A 

 

The coordinates and deformations of the springs are related to the intermolecular distance 

through simple geometry of the model in Figure 6.33(a). For the top part of the model above the 

mass: 

𝑦 − 𝑦்(𝑡) =  (∆ℎଵ − ∆ℎ଴ଵ) + (∆ℎଷ − ∆ℎ଴ଷ) + (𝑅௧ − 𝑅଴) (A.1) 

where 𝑅଴, 𝑅୲ are the initial and current intermolecular distances, respectively, ∆ℎଵ and ∆ℎଷ are 

the deformations of the elastic elements of the particle and top matrix material, respectively. 

∆ℎ଴ଵ and  ∆ℎ଴ଷ are the initial deformation of the elastic elements for the particle and top matrix 

material, respectively. Note that 𝑅଴, ∆ℎ଴ଵ, ∆ℎ଴ଷ are given constants and 𝑦்(𝑡) is a prescribed 

function. Equation (A.1) can be simplified as: 

𝑅௧  =   𝑅଴ + ∆ℎ଴ଵ + ∆ℎ଴ଷ − ∆ℎଵ − ∆ℎଷ + 𝑦 − 𝑦்(𝑡) (A.2) 

Equation (A.2) relates the current intermolecular distance to the current deformations of the 

elastic elements. Similarly, for the bottom part of the model, the relationship for the 

intermolecular distance 𝑅ୠ  is: 

𝑅௕  =   𝑅଴ + ∆ℎ଴ଶ + ∆ℎ଴ସ − ∆ℎଶ − ∆ℎସ − 𝑦 (A.3) 

Where, ∆ℎ଴ଶ and ∆ℎ଴ସ are the initial deformation of the elastic elements for the particle and 

bottom matrix material, respectively. ∆ℎଶ and ∆ℎସ are the current deformation of the elastic 

elements of the  particle and the bottom matrix material, respectively. 
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Appendix B 

 

 

Figure B.1. Intermolecular distance, 𝑅௕, of equation (6.27) vs the displacement of the particle 𝑦. 

Figure B.1 describes the locus of roots 𝑅௕ of equation (6.27).  Since the materials of the 

top contacting surfaces are the same as the bottom ones, the shape of the root graphs for 𝑅௕ and 

𝑅௧ are identical.  Each point on the curve represents a root of equation (6.27) at a time step. To 

better explain how the roots are selected, the initial intermolecular distance is set to be 0.276 nm. 

Note that the positive direction of 𝑦 is downward. As 𝑦 deceases from 0, the intermolecular 

distance  𝑅௕  follows the root curve until  𝑦 reaches -1.79 nm, where 𝑅௕=0.3 nm. When 𝑦 moves 

further to the left beyond this point -1.79 nm, the continuing root 𝑅௕ disappears and suddenly 

changes to 1.8 nm. It then follows the root curve from this point. This process is indicated by the 
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direction of the blue arrows. A similar process occurs when the surfaces approach each other, 

which is shown in the direction of the black arrows. The root results are used in the model to 

determine the intermolecular force.   

 



 150

Appendix C 

 

In Figure C.1, the initial positions of the donor of the hydrogen atom, the hydrogen atom, 

and the acceptor of hydrogen atom are respectively shown as A, B, C, and are connected by solid 

lines.  𝜃, 𝛼, 𝛽 are the angles between these atoms. 𝐿௔௕ and 𝐿௕௖ are the initial bond lengths 

between the atoms at A, B, C, as shown. 𝑅௜ is the initial hydrogen bonding length. When the 

hydrogen bond increases to current length 𝑅, the atom at C moves to current position D 

(assuming A is fixed). For the case of adhesion, the lateral movement of atom C as it moves to 

point D will not be considered. 

 

Figure C.1. Schematic for the hydrogen bonding angle, 𝜃஽ு஺.   

The relationship between the angles at the initial position is: 

𝑅௜

𝑠𝑖𝑛𝜃
=  

𝐿௔௕

𝑠𝑖𝑛𝛽
=  

𝐿௕௖

𝑠𝑖𝑛𝛼
  (C.1) 

The relationship between the angle 𝜃஽ு஺ and side lengths at the current position is: 

𝑐𝑜𝑠𝜃஽ு஺ =  
𝐿௔௕

ଶ + 𝐿௕ௗ
ଶ − 𝑅ଶ

2𝐿௔௕𝐿௕ௗ
 (C.2) 
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𝐿௕ௗ is determined by: 

𝐿௕ௗ =  ඥ(𝐿௔௕𝑠𝑖𝑛𝛼)ଶ + (𝑅 − 𝐿௔௕𝑐𝑜𝑠𝛼)ଶ (C.3) 

Using equation (C.1)-(C.3), 𝑐𝑜𝑠𝜃஽ு஺ can be obtained as: 

𝑐𝑜𝑠𝜃஽ு஺ =  
𝐿௔௕

ଶ + (𝑠𝑖𝑛𝛼 ∙ 𝐿௔௕)ଶ + (𝑅 − 𝑐𝑜𝑠𝛼 ∙ 𝐿௔௕)ଶ − 𝑅ଶ

2𝐿௔௕ඥ(𝑠𝑖𝑛𝛼 ∙ 𝐿௔௕)ଶ + (𝑅 − 𝑐𝑜𝑠𝛼 ∙ 𝐿௔௕)ଶ
 (C.4) 
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Appendix D 

 

Table D.1. List of abbreviations 

Abbreviation  Definition  

CNC Nanocrystalline cellulose 

WF Wood fiber 

PF Plant fiber 

MCC Microcrystalline cellulose 

MFC Cellulose micro fibrils 

NFC Cellulose nano fibrils 

TCNC Tunicate nanocrystalline cellulose 

AC Algae cellulose particles 

BC Bacterial cellulose particles 

MWCNT Multiwalled carbon nanotube 

CTE Coefficient of thermal expansion 

TGA Thermogravimetric analysis 

FEA Finite element analysis 

AFM Atomic force microscopy 

PA Polyamides 

HMDA Hexamethylene diamine 
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DMDA Decamethylene diamine 

DMAc N-dimethylacetamide 

PP Polypropylene 

PLA Polylactic acid 

PHB Poly(3-hydroxylbutyrat) 

PBAT Poly(butylene adipate-co-terephtalate) 

PU Polyurethane 

PVA Polyvinyl alcohol 

PAM Polyacrylamide 

EAA Poly(-ethylene-co-acrylic acid) 

DAPA Dimer fatty acid-based polyamides 

SWCNT Single-walled carbon nanotube 

DMA Dynamic mechanical analysis 

PDMS Poly(dimethylsiloxanes) 

PT Prandtl-Tomlinson 

FK Frenkel-Kontorova 

FKT Frenkel-Kontorova-Tomlinson 

SEM Scanning electron microscopy 
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