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Abstract 

 
The residual HIV-1 reservoir is the major source of viral rebound in patients on antiretroviral 

therapy (ART). However, the dynamics of reservoir formation, its expression properties, and 

persistence are not completely characterized. In vitro models for studying the properties of HIV-1 

persistence are necessary since direct characterization from virally suppressed patients is limited 

due to the rarity of infected cells. In vitro models utilize monoclonal or polyclonal proviral 

populations and results from such studies are usually integration site specific or report aggregate 

effects of many integration sites respectively.  Moreover, some of these models do not include the 

viral protein R (Vpr) gene despite its conservation among lentiviruses. Therefore, the contribution 

of vpr to reservoir dynamics is less defined.    

 

My work establishes a system that incorporates unique genetic barcodes into the U3 region of 

HIV-1 genomes that enable clonal tracking. This system allowed for high throughput analysis of 

the expression properties of hundreds to thousands of integrant clones, and the effect of Vpr on in 

vitro proviral landscapes to be determined. Using vpr- env- barcoded viruses, my work 

demonstrates that upon stable integration into the host genome and subsequent cell division, each 

provirus establishes its own pattern of gene expression consisting of waves of LTR-activity and 

inactivity that is stably transmitted to daughter cells. Integrant clones differed in the percentages 

of LTR-active daughter cells, with some clones containing few to no LTR-active cells while almost 

all daughter cells were LTR-active for others. Clones with high percentage LTR-active daughter 

cells were integrated closer to H3K9me3, H3K27ac, and H3K4me3 marks than those with low 



 x 

LTR-active daughter cells. High LTR-active clones were rapidly lost in the presence of Vpr but 

there was no discrimination among clones based on the amount of virus released per LTR-active 

cell, despite burst size variation spanning four orders of magnitude among clones. Differences in 

clonal reactivation patterns were observed with or without Vpr. These studies provide insight into 

the expression properties of individual proviruses, the impact of Vpr on selective loss of infected 

subpopulations, and the spectra of clonal reactivation patterns. 
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Chapter 1 Introduction 

Over thirty-seven million people are still afflicted by HIV/AIDS globally (WHO, 2020). 

Antiretroviral therapy (ART) suppresses viral levels below detectable limits, however, ARTs are 

not curative. Upon treatment cessation or interruption of antiretroviral therapy, virus rebounds and 

rekindles the spread of the virus (Sneller, Huiting et al. 2020). The source of viral rebound is 

thought to be from a small fraction of infected cells harboring transcriptionally silent replication-

competent proviruses known as the latent reservoir, which persists for the entire lifetime of the 

patient (Bailey, Blankson et al. 2004). Despite the existence and use of antiretroviral drugs, the 

access, side effects, and adherence to these drugs in some parts of the world still pose major 

barriers to eradication and cure efforts. Therefore, understanding the mechanism of reservoir 

formation, proviral expression properties and persistence will help inform cure strategies. My 

dissertation sets up a high throughput approach to examine the expression properties of hundreds 

to thousands of individual proviruses. I apply this approach to address how the integration-site 

landscape changes in the presence of the viral protein R (Vpr) over time and make observations 

that highlight differences in the spectra of clonal reactivation between latent pools with or without 

Vpr. This chapter lays out the background and basis for the research presented in this thesis. 
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1.1 HIV-1 Replication cycle 

HIV-1 primarily infects CD4+ T lymphocytes and other CD4+ cell types such as macrophages and 

microglia (Epstein, Pantaleo et al. 1993, Burger and Poles 2003). Infection is initiated by the 

binding of the envelope glycoprotein gp120 to its CD4 receptor. This initial interaction induces 

conformational changes in gp120 and enables tight interaction through subsequent binding of the 

co-receptor CXCR4/CCR5. The tight interaction leads to the insertion of envelope’s gp41 subunit 

into the target cell membrane, which causes the fusion of the viral envelope with the target cell 

membrane and release of the capsid core into the cytoplasm. 

 

In the cytoplasm, the virus-encapsidated reverse transcriptase (RT) initiates reverse transcription 

of the viral genome in a process now believed to be completed in the nucleus, forming a double 

stranded DNA copy of the genome with duplicated long terminal repeat (LTR) regions on both the 

5’ and 3’ ends (Hu and Hughes 2012). The viral DNA (vDNA) is then integrated into the host 

genome with a preference for active gene regions through the activity of the viral integrase (Craigie 

and Bushman 2012). The integrated HIV DNA is called the provirus, and is expressed similarly to 

host genes using its own promoter that is located within the 5’ LTR (De Crignis and Mahmoudi 

2017). Virus release, maturation, and spread is preceded by transcription of the provirus, splicing 

of some of the transcribed RNAs, translation of virion proteins, and packaging of the viral genomic 

RNAs into the assembling viral particle. A schematic representation of the replication cycle is 

shown in Figure 1.1.  
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1.2 Reverse transcription and integration 

The double-stranded DNA copy of the viral genome has duplicated LTRs at both the 5’ and 3’ 

ends that is generated by the multistep reverse transcription process and inserted into the host cell’s 

DNA. Following the partial uncoating of the capsid core in the cytoplasm, reverse transcription is 

initiated using host tRNA-Lys3 that is bound to the primer binding site (PBS) as a primer. While 

single-stranded complementary DNA (cDNA) synthesis continues through U5-R, the RNA strand 

of the DNA-RNA heteroduplex is degraded by the DNA dependent ribonuclease activity of reverse 

transcriptase (Figure 1.2). The complementary DNA formed is called minus strand strong stop 

cDNA and is a chimera of the newly synthesized cDNA and tRNA-Lys3. The first strand transfer 

occurs when the strong stop cDNA formed at the RNA’s 5’ end binds to the 3’ repeat region (R) 

of the viral genomic RNA. RT then synthesizes the remainder of the genome and the viral genomic 

RNA portion of the heteroduplex is degraded, except for the RNaseH resistant polypurine track 

(PPT). RT, which also has DNA-dependent DNA polymerase activity, initiates the second strand 

cDNA synthesis. The PPT is used to prime second strand synthesis by RT, which continues 

through to the 3’ of its template, including the tRNA region that was originally bound to PBS of 

the viral genomic RNA (gRNA). Following the displacement of the original tRNA region of the 

heteroduplex, a second strand transfer occurs. The resulting single-stranded positive strand is 

complimentary to the PBS of the first strand cDNA, and thus this segment of nascent DNA can 

bind to the PBS. RT then synthesizes the remainder of both strands resulting in generation of the 

U3-R-U5 (long terminal repeat; LTR) that is duplicated at both the 5’ and 3’ ends of the double 

stranded DNA intermediate. 
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The process of reverse transcription starts in the cytoplasm but is believed to complete in the 

nucleus of the host cell (Arhel 2020, Dharan, Bachmann et al. 2020). During this process, some 

capsid (CA) protein sheds off, while viral nucleocapsid (NC), matrix (MA), Vpr, and integrase 

(IN) proteins remain associated with the newly synthesized viral DNA.  Host factors such as barrier 

to autointegration factor 1, BANF1, associate with the vDNA protein complex before host 

chromosome association to form the pre-integration complex (PIC) (Raghavendra, Shkriabai et al. 

2010). The viral DNA is then inserted into the host cell’s DNA (Arhel 2010, Craigie and Bushman 

2012). The DNA cutting and the joining of the viral DNA from the PIC to the host cell’s DNA is 

catalyzed by IN. The 3’ end processing first occurs, involving the removal of two bases from each 

blunt end of the linear viral DNA to form a two-nucleotide overhang (usually CA-3’). Next, the 

vDNA transfer occurs, where the 3’ ends attack a pair of phosphodiester bonds on opposite strands 

of the target DNA and becomes covalently linked. The single stranded two nucleotide gaps are 

then filled, and the nicks are repaired by cellular DNA repair machinery.  

 

HIV-1 DNA integrates into the host DNA with preference to transcriptionally active regions. Early 

studies with gammaretroviruses suggested that viral DNA integration was associated with open 

chromatin (Bowerman, Brown et al. 1989, Coffin, Hughes et al. 1997). However, recent studies 

show that host factors such as the lens epithelium-derived growth factor F variant 75 (LEDGF/p75) 

and the cleavage and polyadenylation specificity factor 6 (CPSF6) mediate integration site target 

selection for HIV-1. LEDGF/p75 is a ubiquitously expressed 530 amino acid spliced variant of the 

PSIP1 gene that has been shown to be a co-activator of transcription with restricted nuclear 

localization (Nishizawa, Usukura et al. 2001). HIV-1 IN associates with LEDGF/p75. This IN-

LEDGF/p75 interaction tethers and targets PICs to active gene units (De Rijck, Bartholomeeusen 
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et al. 2010). HIV-1 based lentiviral vectors were integrated into heterochromatin regions in 

experiments using hybrid LEDGF/p75 where the DNA binding domain was replaced with a 

heterochromatin-binding domain. CPSF6 targets PICs to transcriptionally active speckle-

associated domains (SPAD) (Li, Singh et al. 2020). In contrast to LEDGF/p75, CPSF6 associates 

with PICs through CA. Without this interaction, PICs generally accumulate at the nuclear 

periphery and are destined to heterochromatic lamina-associated domains (LADs) while 

integrations into SPADs are disfavored. Therefore, CPSF6 contributes to integration-site selection. 

 

1.3 Bimodal expression outcome of HIV-1 DNA integration 

Cells containing a stably integrated intact proviral DNA can either express the provirus in an active 

infection or remain transcriptionally silent. To complete the replication cycle, an active provirus 

is expressed to produce progeny virions that bud off the surface of the host cell. These newly 

formed viral particles then mature and are capable of infecting new cells in the absence of 

antiretroviral therapy. Shortly after infection, the majority of active cells have an estimated half-

life of about two days due to viral cytotoxic effects and immune detection (Perelson, Neumann et 

al. 1996, Stewart, Poon et al. 1997, McMichael and Rowland-Jones 2001, Andersen, Le Rouzic et 

al. 2008). Despite the relatively short half-life of most infected cells, some infected cells can persist 

for the entire lifetime of the patient even in the presence of ART. Part of the persistent reservoir is 

generally referred to as latent and is comprised of a small fraction of infected cells that harbor 

transcriptionally silent replication-competent proviruses (Finzi, Hermankova et al. 1997). The 

establishment and maintenance of the HIV-1 latent reservoir is multifaceted and may involve 

intracellular depletion of transcription factors, chromatin distribution, integration position effects, 

epigenetic variation, and viral regulatory protein deficiencies, among other factors (Emiliani, Van 
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Lint et al. 1996, Williams and Greene 2007, Lenasi, Contreras et al. 2008, Mbonye, Wang et al. 

2018). Because the current drugs block viral replication by inhibiting key steps in the replication 

cycle, ART is potent only when the virus is actively replicating. For this reason, HIV-1 latency 

remains the main hurdle to eradication efforts. Therefore, a deep understanding of establishment 

and maintenance of HIV-1 latency will help in developing strategies for a cure. 

 

1.4 Regulation of HIV-1 gene expression by host and viral factors 

HIV-1 proviral expression is regulated by both host and viral factors. The promoter of HIV-1 is 

located in the 5’ LTR and requires the interaction of constitutive and inducible host factors to form 

stable transcription complexes for expression (Figure 1.3). The binding of RNA polymerase II, 

and transcription factors such as nuclear factor kappa B(NFkB), SP1, AP-1, and NFAT to the 

promoter and regulatory elements within the 5’ LTR, are required for transcriptional activity. 

Transcription is initiated by RNA polymerase II but transcriptional elongation depends on the 

phosphorylation of the serine 2 residue in the heptapeptide repeat of Pol II’s carboxy-terminal 

domain (CTD) by the positive transcription factor B (P-TEFb) (Price 2000, Garriga and Graña 

2004, Peterlin and Price 2006).  Ordinarily, the majority of P-TEFb is sequestered in an inactive 

form either tethered to acetylated histone motifs or in a HEXIM-7SK snRNP complex. The HIV-

1 transactivator of transcription (Tat) binds P-TEFb and the trans-activation response (TAR) 

element of the growing RNA transcript, thus recruiting P-TEFb to stalled Pol II and releasing it 

from the promoter region. Without the viral protein Tat, proviral expression is repressed due to 

abortive transcription (Sedore, Byers et al. 2007). 
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Chromatin modulation adds an extra layer of regulation of HIV-1 gene expression. The promoter 

of HIV-1 is wrapped around three distinct nucleosomes, Nuc0, Nuc1 and Nuc2, that are positioned 

at -415/-255, +10/+155, and +256/+412 respectively. These nucleosomes are separated by two 

regions containing consensus transcription factor binding sites, DHS1 and DHS2, and are 

repositioned upon activation stimuli (Verdin 1991, Verdin, Paras et al. 1993, Steger and Workman 

1997).  Additionally, chromatin and nucleosomes serve as marks for selectively recruiting histone 

modifying enzymes that can read, write or erase epigenetic marks. The action of such enzymes 

modulates chromatin structure and can act to either activate or repress HIV-1 gene expression. For 

example (Figure 1.4), reversible acetylation of histones relies on histone acetyl transferases 

(HATs) and histone deacetyl transferases (HDACs) which can have distinct transcriptional 

consequences depending on which H3K (histone-3 Lysine) is modified (Tripathy, Abbas et al. 

2011, Van Lint, Bouchat et al. 2013, Kumar, Darcis et al. 2015). 

 

1.5 Role of transcription start site heterogeneity and splicing in HIV-1 gene expression 

Transcription start site heterogeneity contributes to the regulation of HIV-1 gene expression. 

Transcription can be initiated at any one of three contiguous guanosines at the junction of U3 and 

R in the 5’ LTR. Depending on which guanosine is capped, the transcript can either be destined 

for translation or packaged in particles as viral gRNA (Kharytonchyk, Monti et al. 2016). Further 

studies provide evidence for the structural basis of HIV-1 RNA fate determination (Kharytonchyk, 

Monti et al. 2016, Brown, Kharytonchyk et al. 2020). Evidence provided by Esquiaqui et. al., 

shows that 3G HIV-1 RNAs are enriched among spliced RNAs and suggests that the choice of 

transcription start site helps define which transcripts are selected to be spliced (Esquiaqui, 

Kharytonchyk et al. 2020).  
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HIV-1 relies on a fine balance of spliced and unspliced RNA for expression. Most transcripts result 

in ~9.2kb full-length genomic RNA and either serve as the genome to be packaged into virions or 

serve as mRNA for translation of gag/pro/pol (Ocwieja, Sherrill-Mix et al. 2012). Some HIV-1 

RNA can either be partially or completely spliced after the recognition of paired splice donor (D1-

D5) and acceptor (A1-A7) sites by cellular small ribonuclear proteins snRNP U1 and snRNP U2 

(Stoltzfus 2009). All spliced RNA uses the splice donor site D1 and splice to downstream acceptor 

A1 to A5 to form partially or incompletely spliced ~4kb class of mRNAs for vpr, vpu, env and vif. 

Once splicing at D1 has occurred, partially spliced RNA may be further spliced, for example, by 

removing the D4 to A7 fragment, to form ~1.8kb transcripts required to encode accessory proteins 

including Tat and Rev. These shorter transcripts are called completely spliced. The viral accessory 

proteins Tat and Rev are essential for transcriptional elongation and nuclear export of unspliced 

viral RNA respectively and therefore add a layer of regulation to HIV-1 gene expression. HIV-1 

spliced RNA variants are known to associate with different cellular proteins.  Limiting the cellular 

levels of some members of the interactome by knockdown experiments greatly reduces HIV-1 

gene expression (Knoener, Evans III et al. 2021). Thus, unspliced, partially spliced, and completely 

spliced HIV-1 RNA variants are the three distinct classes of RNA required for productive viral 

replication and infectivity (Stoltzfus 2009, LeBlanc, Weil et al. 2013). Despite the importance of 

splicing in HIV-1 gene expression, and that HIV-1 integrates into different gene rich regions, it is 

yet to be determined whether the balance of splicing differs among integrants.  
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1.6 Stochasticity of HIV-1 gene expression 

The interplay of several mechanisms determines how, when, and to what extent the virus is 

expressed. Although the outcome of an infection is simply described as active or latent, many 

layers of regulation cooperate to determine this fate. Even among a monoclonal population of cells 

harboring a latent provirus at the same integration site, daughter cells exhibit nonuniform basal 

and stimuli-induced expression using a GFP reporter system (Weinberger, Burnett et al. 2005). 

This non-uniform basal expression results from stochastic noise in switching between off and on 

transcription states (Singh, Razooky et al. 2010, Dar, Razooky et al. 2012, Knoener, Evans III et 

al. 2021). The contribution of noise to the stochasticity of gene expression may be due to 

fluctuations in transcriptional bursting caused by the asymmetric distribution of transcription 

factors among daughter cells during cell division and differences in the availability and levels of 

transcription factors (Swain, Elowitz et al. 2002). Stochastic mechanisms can yield either random 

or robust outcomes. For example, eukaryotic developmental programs incorporate stochasticity to 

produce a wide variety of cell types, and stochastic decisions must be maintained to yield 

reproducible outcomes (Johnston Jr and Desplan 2010). Tight regulation may be required to 

accomplish this. Previous studies of a clonal HIV-1 population revealed inherent randomness in 

on or off expression fate decisions that were stabilized by a positive feedback loop (Weinberger, 

Burnett et al. 2005, Weinberger and Weinberger 2013). Whether such fate decisions can result in 

stable reproducible outcomes is not known. This would require studying thousands of clones, with 

HIV-1 stably integrated into different loci and comparing gene expression across clonal 

populations over time. Such a study would require a high throughput approach to analyze clone-

specific HIV-1 gene expression. 
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1.7 The role of Vpr in HIV-1 gene expression 

The enigmatic accessory protein Vpr is 14 KDa with 98 amino acids and is highly conserved 

among primate lentiviruses (Wong-Staal, Chanda et al. 1987, Beaumont, van Nuenen et al. 2001). 

Vpr causes G2 to M phase cell-cycle arrest in dividing cells. During the G2 phase of the cell cycle, 

cellular proteins and factors are synthesized to about twice the level usually contained in a cell in 

preparation for mitotic cell division. This makes the G2 phase an essential stage of the cell cycle 

where gene expression is most efficient. In CD4+ T cells, Vpr may enhance viral replication by 

causing G2/M cell cycle arrest and exploiting the availability of cellular factors for HIV-1 gene 

expression (Goh, Rogel et al. 1998). Cell cycle arrest by Vpr is achieved by interaction with DDB1 

and Cul4 Associated Factor 1 (DCAF1), a conserved substrate-binding subunit of the CLT4 

(Cul4a-Ddb1-Roc1) ubiquitin ligase complex. In cells, DCAF1 regulates the G2/M transition by 

regulating protein poly-ubiquitination and mono-ubiquitination (Hrecka, Gierszewska et al. 2007, 

Wen, Duus et al. 2007). With DCAF1 as a cofactor, Vpr interacts with and targets CLT4 to Vpr-

interacting partners such as PLK1, Srk1, and CCDC137 for ubiquitination and degradation. 

Degradation of these cellular proteins or the direct association of Vpr with the nuclear 

serine/threonine kinase, Wee1 prevents them from either directly or indirectly activating cdc2, a 

regulator of DNA damage checkpoint (Zimmerman, Sherman et al. 2006, Hrecka, Gierszewska et 

al. 2007, Le Rouzic, Belaïdouni et al. 2007, Gérard, Yang et al. 2014, Zhang and Bieniasz 2020). 

Despite extensive evidence showing beneficial effects of G2/M cell cycle arrest to the virus, the 

cellular response to this arrest is apoptosis (Stewart, Poon et al. 1997). How can Vpr enhance viral 

expression and at the same time kill cells when it is expressed?  
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Our understanding of the function of Vpr is still incomplete, but some studies show that its function 

can be cell type-specific or dependent on the expressed isoform of its interacting partner. Vpr can 

interact with the mitochondrial adenine nucleotide translocator (ANT) and can induce caspase-

dependent apoptosis (Sabbah, Druillennec et al. 2006). Vpr induces apoptosis in TZM-bl cells but 

fails to do so in 293T cells. This is because ANT-3 is predominantly expressed in TZM-bl cells 

while ANT-1 and ANT-2 are the predominant isoforms expressed in 293T cells (Du, Wu et al. 

2021). Therefore, at least in cell lines, the interaction of Vpr with different ANT isoforms can result 

in pro or anti-apoptotic effects.  

 

1.8 The role of Vpr in macrophage infection 

Vpr enhances the infection of macrophages. Although the virus replicates and establishes latency 

in CD4+ T cells without Vpr, the highly conserved nature of the vpr gene suggests that it may be 

critical in vivo. HIV-1 infects tissue-resident macrophages, but unlike in T cells, Vpr is required 

for infection and replication (Eckstein, Sherman et al. 2001). To infect and replicate in 

macrophages, several host restriction factors must be surpassed. One such factor is the lysosomal-

associated transmembrane protein 5 (LAPTM5), which transports HIV-1 Env to the lysosomes for 

degradation and therefore inhibiting the infectivity of virions produced. Vpr counteracts this 

restriction by degrading LAPTM5 via DCAF1. In addition, the macrophage-specific mannose 

receptor (MR) is one of the pattern recognition receptors that binds HIV-1 Env at its basic mannose 

patch. Lubow et al, recently showed that Vpr reduces the expression of the MR and enhances HIV-

1 Env expression and virus release (Lubow, Virgilio et al. 2020). These findings demonstrate that 

Vpr plays a critical role in the infection of macrophages in vivo despite the fact that it is removed 

in most in vitro experiments. 
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1.9 HIV-1 Persistence 

HIV-1 persists for decades following initial infection. Within the first nine weeks after viral 

infection, HIV-1 spreads and infiltrates lymphoid organs, the central nervous system (CNS) and 

other areas of the body. This stage is clinically known as the acute phase and is characterized by 

normal CD4+ T cell count and high viremia.  The immune system kicks in and brings viremia 

under control by killing infected CD4+ T cells. Over the next decade (variable among patients), 

which is referred to as the clinical latent phase, virus spread continues and CD4+ T cell counts 

gradually decline due to CD8+ T cell-mediated killing  and death by pyroptosis until CD4+ T cell 

counts fall below 200 cells/ul (Doitsh, Galloway et al. 2014). Once CD4+ T cell-counts diminish, 

the individual starts to develop symptoms such as prolonged diarrhea, rapid weight loss, recurring 

fever and night sweats, prolonged swelling of lymph nodes among others, and is prone to 

opportunistic infections. Viral spread rapidly increases and the individual eventually dies from 

AIDS. (Figure 1.5). HIV-1 can continue to replicate for as long as the untreated infected individual 

lives. 

 

Decades of research have led to the discovery and development of antiretroviral therapy (ART) 

that effectively blocks viral replication, spread, and progression to AIDS. Therefore, infected 

individuals can live a near normal life but must remain on ART for the remainder of their lifespan 

because of the latent reservoir. The latent reservoir remains poorly defined. HIV-1 establishes 

stable reservoirs in patients treated with ART, which consist of cells containing replication 

competent proviruses that are not cleared by the immune system and that have the potential to 

rekindle spreading infection (Bailey, Blankson et al. 2004). It is generally assumed that this latent 
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reservoir consists of persistent proviruses that are transcriptionally silent. The phenomenon is 

called HIV-1 viral latency and differs from clinical latency already described.  

 

The best described mechanism of latency is that which relies on the biology of CD4+ T cells. Once 

activated by receptor engagement, naïve CD4+ T cells proliferate and differentiate into effector T 

cells in response to invasion by tissue damage or pathogen.  Once the invader is cleared, most 

effector cells die but a few of them can further differentiate into resting memory T cells, which are 

not permissive to viral replication (T cell biology is reviewed here (Kaech, Wherry et al. 2002). In 

vitro, the direct infection of memory CD4+ T cells leads to a labile state known as pre-integration 

latency where viral DNA is made by reverse transcription but subsequent replication steps fail 

(Kaech, Wherry et al. 2002).  

 

The lack of productive infection of resting memory CD4+ T cells led to questions about how the 

latent reservoir is established. A generally accepted hypothesis is that initial infection occurs when 

the T cell is activated and that subsequent differentiation to resting memory causes silencing of 

the provirus. Reservoir establishment and maintenance is multifaceted and may involve 

intracellular depletion of transcription factors, integration position effects, epigenetic variation, 

and viral regulatory protein deficiencies, among other factors (Verdin, Paras et al. 1993, Emiliani, 

Van Lint et al. 1996, Emiliani, Fischle et al. 1998, Kulkosky, Sullivan et al. 2004, Lassen, Han et 

al. 2004, Archin and Margolis 2006, Williams and Greene 2007, Han, Lin et al. 2008, Lenasi, 

Contreras et al. 2008, Blazkova, Trejbalova et al. 2009, Mbonye, Wang et al. 2018). The 

oligoclonal nature of ART-suppressed patients’ integrant populations suggests the reservoir’s 

long-lived nature is at least partially due to infected cells’ proliferation, which may be either 
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homeostatic or driven by T cell receptor engagement (Wang, Gurule et al. 2018, Mendoza, Jackson 

et al. 2020, Simonetti, Zhang et al. 2021).  

 

HIV-1 latency may not be the only contributor to persistence. In immune privileged sites such as 

lymphoid organs or the CNS, drug concentrations are generally sub-optimal and lower than in the 

blood. Hence low level viral replication and spread may occur at these sites (Zhang, Ramratnam 

et al. 1999). Similarly, macrophages require higher concentrations of antiretroviral drugs to block 

viral replication. Macrophages can cross the blood brain barrier and enable macrophage-T cell 

spread (Burdo, Lackner et al. 2013, Duncan, Russell et al. 2013). Hematopoietic stem cells in the 

bone marrow are long-lived and can contribute to viral persistence by harboring proviruses 

(McNamara and Collins 2011). Since the reservoir is the main barrier to a cure for HIV-1, a 

complete characterization and understanding may be required in order to develop strategies to 

eliminate it. 

 

1.10 Viable strategies for reservoir elimination 

Much of the current studies have focused on ways to rid individuals of the residual reservoir. Some 

of the proposed strategies include the shock and kill, block and lock, CAR T cell approaches, 

immunomodulation, gene editing, and bone marrow transplantation. 

 

Shock and Kill 

The shock and kill method involves inducing virus expression with the intention that it will lead 

either to cytopathic death of reactivated cells or to immune-mediated clearance while ART blocks 

new infections (Deeks 2012). Because HIV-1 latency is established and maintained by multiple 
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mechanisms (Lassen, Han et al. 2004), the candidate approaches that perturb cellular pathway or 

complement intracellular deficiencies in experimental models are also diverse. These include the 

use of prostratin, which stimulates T cells without inducing cellular proliferation and increases the 

level of NFkB (Korin, Brooks et al. 2002, Williams, Chen et al. 2004). Other latency-reversing 

agents (LRAs) include those that act to increase the level of P-TEFb, including the BET 

bromodomain inhibitor JQ1, (Boehm, Calvanese et al. 2013) as well as treatments that modify the 

chromatin environment, such as histone deacetylase inhibitors like suberoyl anilide hydroxamic 

acid (SAHA) and entinostat (Archin, Espeseth et al. 2009, Contreras, Schweneker et al. 2009, 

Edelstein, Micheva-Viteva et al. 2009, Zhu, Gaiha et al. 2012, Jiang, Mendes et al. 2014).  

 

Block and lock 

In contrast to latency reversal, the block and lock strategy is a functional cure that seeks to 

permanently silence residual proviruses instead of eliminating them. Several groups have 

demonstrated the use of inhibitors to block HIV-1 transcription. These include Tat-inhibitor 

Didehydro cortistatin A which potently suppresses HIV-1 transcription and reactivation by LRA 

in primary CD4+ T cells and cell lines, and reduces viral rebound in BLT (Bone Marrow-Liver-

Thymus) humanized mouse models of latency (Mousseau, Clementz et al. 2012, Mousseau, 

Kessing et al. 2015, Kessing, Nixon et al. 2017). The use of the histone chaperone, FACT 

(facilitates chromatin transcription) inhibitor, curaxin blocks NFkB-mediated transcription or the 

heat shock protein 90 (HSP90) that is required for viral protein expression (Vozzolo, Loh et al. 

2010, Gasparian, Burkhart et al. 2011, Joshi and Stoddart 2011). Others have explored the use of 

RNA-induced epigenetic silencing to suppress HIV-1 reactivation. For example, by designing a 

short hairpin (sh) RNA that targets transcription factor binding sites in the 5’LTR, Mendez et. al., 
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showed that it can recruit Argonaut 1, histone deacetylase 1, and histone methyl transferases to the 

HIV-1 promoter to maintain a heterochromatin landscape, and prevented reactivation (Méndez, 

Ledger et al. 2018). This has led to the proposition that RNA interference could be used as a block 

and lock strategy. 

 

CAR-T cell therapy 

Chimeric antigen receptor (CAR) engineering of T cells to target HIV-1 specific proteins is one 

of the strategies that is being explored for a cure. In this approach, cytolytic CD8+ T cells are 

engineered to express chimeric proteins composed of an extracellular domain that recognizes 

HIV antigens such as Env with an intracellular signaling domain. These HIV-1 CAR T cells 

lysed envelope-expressing cells in vitro (Masiero, Del Vecchio et al. 2005, Liu, Patel et al. 

2015). Recent advances in CAR T cell technology have led to the development of a CD4+ HIV-

specific CAR that not only reduces rebound viremia, but also helps mitigate disease progression 

in vivo by conferring CD4+ T cell help (Maldini, Gayout et al. 2020). Improvements to HIV-1 

specific CAR T cell therapy are still ongoing. 

 

Bone Marrow Transplant 

The only approach that has been reported to have successfully cured HIV patients is allogenic bone 

marrow transplant. An HIV-1 patient who was on suppressive ART had developed acute leukemia 

unrelated to HIV and required myeloablative allogenic hematopoietic stem cell transfer (HSCT). 

After stem cell transplantation from a human leukocyte antigen (HLA)-matching donor who was 

also homozygous for CCR5 delta 32, a 32bp deletion in the CCR5 gene that renders cells resistant 

to HIV infection, no evidence of viral rebound was found even though ART was discontinued 
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(Hütter, Nowak et al. 2009). This first case of HIV remission came almost a decade after Lui and 

colleagues reported that the genetic basis for rare individuals who remained uninfected despite 

multiple exposures to HIV-1 was a deletion in the CKR-5 gene (now known as CCR5) (Liu, Paxton 

et al. 1996). Other HSCTs involving HLA-matched donors without the CCR5 delta 32 deletion 

only led to a delay in rebound of the virus and reduction of the viral reservoir (Henrich, Hu et al. 

2013, Henrich, Hanhauser et al. 2014), which highlights the importance of the CCR5 mutation in 

remission from HIV-1 infections. Unfortunately, HLA-matched donors who have the CCR5 delta 

32 homozygous mutation are extremely rare. The second case of remission from HIV-1 by HSCT 

was reported in 2019 (Gupta, Abdul-Jawad et al. 2019) and another report of a possible cure was 

announced at the conference on retroviruses and opportunistic infections (CROI) 2022 in Denver 

by Bryson and colleagues (JingMei Hsu 2022). Altogether, these provide evidence that remission 

by HSCT is possible, but pursuing it on a large scale may not be feasible due to difficulties in 

finding donors who have matching HLA and the corresponding CCR5 mutation. 

 

1.11 Models for HIV-1 latency studies 

In vitro models are required due to the rarity of latent cells in patients on ART. Evidence for the 

existence of a latent reservoir came from the interrupted treatment studies in patients who had no 

detectable viremia. Cessation of antiretroviral treatment resulted in viral rebound (Davey, Bhat et 

al. 1999). Estimates suggest that the size of a patient’s latent reservoir is between one in a million 

and three in ten thousand resting memory CD4+ T cells (Eriksson, Graf et al. 2013). The rarity of 

latently infected cells in virally suppressed individuals makes them difficult to identify and isolate 

for further studies. Therefore, in vitro models that provide a better understanding of molecular 

mechanisms regulating viral latency are necessary.  
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Several groups have developed different cell culture models for studying different aspects of the 

replication cycle of HIV-1. These culture systems differ in cell types, the source of the cells, the 

cell cycle status during infection, vector used, and the readout of virus expression (Spina, Anderson 

et al. 2013). The closest culture models to natural infections are those based on primary CD4+ T 

cells. However, even among these models, the subset of CD4+ T cells and vector used differ. For 

example, the Greene model infects resting CD4+ T cells with a near wild-type (WT) vector based 

on the NL4-3 strain of HIV-1 that is modified to contain a luciferase reporter and virus expression 

is measured by relative luciferase units (RLU) (Lassen, Hebbeler et al. 2012). Similarly, the Lewin 

and Spina models infect resting CD4+ T cells with WT NL4-3 but measure virus expression by 

quantifying soluble RT and Tat mRNA copies respectively (Spina, Guatelli et al. 1995, Saleh, 

Solomon et al. 2007, Mousseau, Clementz et al. 2012). The Planelles and Siliciano models utilize 

primary cells that are initially differentiated to form central memory T cells (TCM) and effector 

memory T cells respectively. Primary CD4+ T cells are first activated to divide into TCM by 

stimulating the T cell receptor (TCR) in the presence of TGF-β, and α-IL-4 and α-IL-12 

monoclonal antibodies. These TCM cells are infected with an env- nef-GFP NL4-3- based vector 

to establish a single round of infection in the Planelles model, where virus expression is measured 

by either percent GFP or intracellular Gag staining. In the Siliciano model, primary CD4+ T cells 

are first activated by TCR stimulation and transduced with a lentiviral vector carrying the human 

bcl-2 gene (EB-FLV), then are cultured in IL-2 and allowed to return to a resting state. The resting 

cells are infected with NL4-3-Δ6-drEGFP reporter virus following reactivation, and are cultured 

for 3-4 weeks. The effector memory cells are then isolated by flow cytometry for further studies. 

Virus expression in the Siliciano model is measured by percent GFP (Yang, Xing et al. 2009). 
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A limitation of CD4+ T cell models in culture is that they need stimulation before or after 

infection or both. Since T cell stimulation reactivates the virus and perturbs the basal expression 

state of infected cells, the requirement for stimulation makes primary CD4+ T cell models not 

ideal for studying persistence in vitro. 

 

The widely used J-Lat clones assess LTR promoter activity by GFP reporter gene expression and 

are established in the Jurkat cell line. However, the vector used to establish these clones lacks HIV-

1 genetic elements believed to be dispensable in HIV-1 latency (Jordan, Bisgrove et al. 2003, Pace, 

Agosto et al. 2011, Darcis, Kula et al. 2015). Many latency models use vpr-defective proviruses 

which, when cultured over time to allow proviral silencing, can be used for reactivation studies 

(Jordan, Defechereux et al. 2001, Chen, Martinez et al. 2017, Fennessey, Pinkevych et al. 2017, 

Jefferys, Burgos et al. 2021). In such systems, the extent to which proviral quiescence represents 

the silencing and outgrowth of a subset of integrant clones versus global proviral silencing is 

unknown. Moreover, the lack of viral cytopathic proteins prevents the selective pressure these 

proteins exert on proviral populations in vitro and enables clones that would otherwise not survive 

to be chosen for mechanistic studies. 

 

Animal models of HIV-1 infection exist (Hatziioannou and Evans 2012). However, they do not 

recapitulate infection in humans since HIV only infects and causes AIDS in humans. The closest 

animal model to HIV-1 in a human is a hybrid of HIV-1 and the simian immunodeficiency virus 

(SIV). SIV causes a disease that is similar to AIDS in non-human primates. Other animal models 

for HIV-1 research include severe combined immunodeficient (SCID) humanized mice, 

Rag2−/−Il2rg−/− mice engrafted with human CD34+ stem cells (Gao, Bailes et al. 1999) and others 
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(Hatziioannou and Evans 2012). The choice of animal model used ultimately depends on the goal 

of the research. A review of the animal models and the purposes for which they are used is 

reviewed by Fujinaga et. al. (Fujinaga and Cary 2020). 

 

1.12 Reservoir Quantification 

One of the hurdles to an HIV cure is the lack of an assay to accurately quantify the latent reservoir. 

The quantitative viral outgrowth assay (QVOA) has for years been regarded as the gold standard 

for quantification of the replication-competent reservoir (Laird, Bullen et al. 2015). However, 

recent studies suggest that QVOAs underestimate the latent reservoir because not all replication-

competent proviruses can be induced by a single round of T cell activation. In contrast, PCR-based 

assays that quantify proviral DNA overestimate reservoir sizes (Ho, Shan et al. 2013) because 

these assays do not typically discriminate between replication-competent and defective proviruses, 

which tend to predominate patient viruses. Assays that characterize proviruses as defective or 

intact include full-length sequencing assays or intact proviral DNA assays (IPDA), which are high-

throughput assays in which multiple segments of the HIV-1 genome are multiplexed in a digital 

droplet PCR (ddPCR) assay (Hiener, Horsburgh et al. 2017, Bruner, Wang et al. 2019, Levy, 

Hughes et al. 2021, Cassidy, Fish et al. 2022). The effectiveness of cure strategies depends on the 

ability to reliably measure the reservoir and any changes that may occur after treatment has been 

administered. Therefore, method improvement for reservoir quantification is ongoing. 
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1.13 Summary of dissertation 

The work presented here addresses some of the gaps in our understanding of HIV-1 replication 

outcomes of individual integrants, their expression properties, and the proviral population structure 

of persistent viruses. In Chapter 2, the expression properties of hundreds of individual proviral 

clones were investigated. Using a zip coded proviruses approach that enabled tracking of 

individual integrants over time, the experiments demonstrated that each integrant clone exhibited 

a unique pattern of bimodal expression that was stably transmitted through cell generations. 

Chapter 3 extends this work by investigating how the bimodal expression patterns, proviral 

integration sites, population structure, and latency reversal potential is influenced by Vpr. The 

work here demonstrates that the cytotoxic effect of Vpr selects against integrant clones in which 

the majority of daughter cells’ proviruses are LTR-active (actively expressing HIV genes). As a 

consequence, persisting viruses are integrated farther away from chromatin marks associated with 

active gene expression. For integrant clones in which only a minority of daughter cells’ proviruses 

were LTR-active, clones’ burst sizes were higher by about three orders of magnitude than high 

LTR-active clones’. Drug-induced reactivation of vpr+ and vpr- proviral pools revealed that 

despite similar population-wide trends, clonal responses differed between these pools.  

 

Chapter 4 provides a discussion of these results, their relevance, and future experiments that will 

further elucidate the expression properties of the persistent HIV-1 reservoir in vitro. 

Chapter 4 also presents and discusses preliminary evidence that suggests that that burse size 

variation among clones may be due to differences in the unspliced to spliced HIV-1 RNA ratios. 
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Figure 1. 1 A schematic diagram of the HIV-1 replication cycle.  From left to right and the bottom to the top. The 
viral envelope fuses with the cellular membrane and releases the capsid core into the cytoplasm through viral 
envelope protein-CD4 receptor interaction. In the cytoplasm, partial uncoating of the capsid occurs and reverse 
transcription is initiated. The process of reverse transcription completes in the nucleus to generate a double-
stranded viral DNA. The viral integrase (blue ovals) then catalyzes the cutting and joining of the linear viral DNA to 
the chromosome of the host cell (the circular viral DNA depicts how integrates brings the ends of the linear viral 
DNA together to mediate integration). The transcription machinery of the host cell transcribes and splices some of 
the transcripts for translation. Two copies of some of the unspliced viral RNAs are packaged into the assembling 
viral particle that buds off the surface of the cell. Maturation of the viral particle occurs to form an infectious virion 
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Figure 1. 2. Mechanism of HIV-1 reverse transcription. A schematic representation of the multistep process of 
reverse transcription detailing from the top to the bottom, the synthesis of the viral RNA (light black) to the double-
stranded viral DNA (bold black) with duplicated long terminal repeats (LTR). Reverse transcriptase synthesizes the 
strong stop complementary DNA (cDNA) in the 5’ to 3’ direction using the tRNA bound to the primer binding site. 
The strong stop cDNA anneals to complementary R sequence in the 3’ of the viral RNA, enabling synthesis of the 
first strand of the cDNA. The ribonuclease activity of RT degrades the viral RNA template of the viral RNA-cDNA 
heteroduplex leaving behind the polypurine track (PPT). The PPT serves as a primer for second strand synthesis 
that results in duplication of the U3-R-U5 at the 5’ and 3’ of the double stranded HIV-1 DNA. 
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Figure 1. 3. A schematic diagram of the HIV-1 promoter. A graphical representation of the U3-R DNA of the LTR. 
The U3 contains two NFkB binding sites (yellow), three SP1 sites (green), and a TATA box (grey). The +1 site 
indicates the transcription start site. 
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Figure 1. 4. Chromatin modulation regulates HIV-1 proviral expression. Graphical illustration of the control of the 
transcriptional inactive (Transcription OFF: top) and active (Transcription ON: bottom) states by chromatin 
modulation. The tightly packed nucleosomes (blue) prevent access to the underlying HIV-1 promoter by 
transcription factors; thus, transcription is turned off. Histone acetyl transferases (HATs) catalyzes the transfer of 
acetyl groups (Ac) from acetyl coenzyme A (CoA) to lysine residues (not shown) of histone tails. As a result, the 
chromatin relaxes, the nucleosomes (green) open, and the HIV-1 promoter is accessible by transcription factors, 
turning on transcription. Histone deacetylases (HDACs) catalyzes the reversible removal of Ac from the tail of 
histones to change the chromatin state from an open (euchromatin) to a closed or tightly packed (heterochromatin) 
state. This figure was created by me in bioRender. 
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Figure 1. 5. Time course of HIV-1 infection and progression to AIDS. Within the first 12 weeks after initial infection 
(acute phase: green rectangle), CD4+ T cell count (left X-axis: blue line) drops sharply as viremia (right X-axis: 
red line) in the plasma rises as the virus continues to replicate. Gradually, the CD4+ levels rise due to immune 
control of the virus replication and the virus levels decline. Over the next decade (clinical latent phase: blue 
rectangle), CD4+ T cell count slowly diminishes until the individual is immunocompromised and can no longer 
control the virus replication (Doitsh, Galloway et al. 2014). Virus levels rise sharply, and the symptoms of AIDS 
begins (pink rectangle). This figure was created by me based on available information on: 
https://www.cdc.gov/hiv/basics/whatishiv.html. 
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Chapter 2 1Stable Integrant-specific Differences in Bimodal HIV-1 Expression 

Patterns Revealed by High-throughput Analysis 

 

Abstract 

HIV-1 gene expression is regulated by host and viral factors that interact with viral motifs and is 

influenced by proviral integration sites. Here, expression variation among integrants was followed 

for hundreds of individual proviral clones within polyclonal populations throughout successive 

rounds of virus and cultured cell replication, with limited findings using CD4+ cells from donor 

blood consistent with observations in immortalized cells. Tracking clonal behavior by proviral 

“zip codes” indicated that mutational inactivation during reverse transcription was rare, while 

clonal expansion and proviral expression states varied widely. By sorting for provirus expression 

using a GFP reporter in the nef open reading frame, distinct clone-specific variation in on/off 

proportions were observed that spanned three orders of magnitude. Tracking GFP phenotypes over 

time revealed that as cells divided, their progeny alternated between HIV transcriptional activity 

and non-activity. Despite these phenotypic oscillations, the overall GFP+ population within each 

clone was remarkably stable, with clones maintaining clone-specific equilibrium mixtures of 

GFP+ and GFP- cells. Integration sites were analyzed for correlations between genomic features 

and the epigenetic phenomena described here. Integrants inserted in the sense orientation of genes 

were more frequently found to be GFP negative than those in the antisense orientation, and clones 

 
1 This chapter has been published as Read, D.F., Atindaana, E., Pyaram, K., Yang, F., Emery, S., Cheong, A., 
Nakama, K.R., Burnett, C., Larragoite, E.T., Battivelli, E. and Verdin, E., 2019. Stable integrant-specific differences 
in bimodal HIV-1 expression patterns revealed by high-throughput analysis. PLoS pathogens, 15(10), p.e1007903. 
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with high GFP+ proportions were more distal to repressive H3K9me3 peaks than low GFP+ 

clones. Clones with low frequencies of GFP positivity appeared to expand more rapidly than clones 

for which most cells were GFP+, even though the tested proviruses were Vpr-. Thus, much of the 

increase in the GFP- population in these polyclonal pools over time reflected differential clonal 

expansion. Together, these results underscore the temporal and quantitative variability in HIV-1 

gene expression among proviral clones that are conferred in the absence of metabolic or cell-type 

dependent variability, and shed light on cell-intrinsic layers of regulation that affect HIV-1 

population dynamics.  

 

Summary 

 

Very few HIV-1 infected cells persist in patients for more than a couple days, but those that do 

pose life-long health risks. Strategies designed to eliminate these cells have been based on 

assumptions about what viral properties allow infected cell survival. However, such approaches 

for HIV-1 eradication have not yet shown therapeutic promise, possibly because many 

assumptions about virus persistence are based on studies involving a limited number of infected 

cell types, the averaged behavior of cells in diverse populations, or snapshot views. Here, we 

developed a high-throughput approach to study hundreds of distinct HIV-1 infected cells and their 

progeny over time in an unbiased way. This revealed that each virus established its own pattern of 

gene expression that, upon infected cell division, was stably transmitted to all progeny cells. 

Expression patterns consisted of alternating waves of activity and inactivity, with the extent of 

activity differing among infected cell families over a 1000-fold range. The dynamics and 

variability among infected cells and within complex populations that the work here revealed has 
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not previously been evident, and may help establish more accurate correlates of persistent HIV-1 

infection. 

Introduction 

Early in the HIV-1 replication cycle, a DNA intermediate integrates into the host cell’s genome. 

HIV-1 replication ordinarily progresses into its late phases, with viral gene expression, virion 

production, and cell death. However, some proviruses can remain dormant upon integration. In 

patients, the resulting latently infected cells persist throughout antiretroviral treatment, and their 

sporadic reactivation can lead to virus rebound after antiretroviral cessation. 

 

This source of persistent virus is called the latent reservoir and is believed to consist largely of 

transcriptionally silent proviruses integrated into resting memory T cells (Chun, Stuyver et al. 

1997, Finzi, Hermankova et al. 1997, Wong, Hezareh et al. 1997). Experimentally, infectious virus 

can be produced by T lymphocytes from such patients when the cells are activated or treated with 

certain chromatin remodeling drugs ex vivo. These observations inspired “shock and kill” HIV 

cure strategies, which involve pharmacologically inducing provirus expression to promote the 

recognition and clearance of latently infected cells (Archin, Liberty et al. 2012, Deeks 2012). 

However, while intervention that reactivates silenced proviruses can activate HIV-1 gene 

expression in cell culture models of latency, such treatments have thus far failed to fulfill their 

promise in the clinic, suggesting much remains to be learned about the establishment and 

maintenance of the latent reservoir (Rasmussen and Lewin 2016, Mbonye and Karn 2017, Spivak 

and Planelles 2018).  
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HIV-1 gene expression requires sequence motifs within proviral sequences that specify 

nucleosome positioning and allow HIV-1 to respond to host factor differences among infected cell 

types (Verdin, Paras et al. 1993, Kaczmarek, Morales et al. 2013, Ne, Palstra et al. 2018). HIV-1 

has a marked preference for integration in transcriptionally active genome regions (Jordan, 

Defechereux et al. 2001, Schroder, Shinn et al. 2002), and certain host chromatin binding factors 

as well as nuclear architecture further bias the distribution of integration sites (Ciuffi, Llano et al. 

2005, Wong, Mamede et al. 2015).  Integration sites influence HIV gene expression (Lewinski, 

Bisgrove et al. 2005, Sherrill-Mix, Lewinski et al. 2013, Sunshine, Kirchner et al. 2016, Chen, 

Martinez et al. 2017), and it has been postulated that integration sites may affect the odds of a 

provirus establishing long-lived latency (Dahabieh, Battivelli et al. 2015). Differences in HIV-1 

expression due to integration site features likely influence the extent to which cells survive and 

proliferate after HIV-1 integration, and in turn contribute to the expression profile of persistent 

HIV-1 (Anderson and Maldarelli 2018).  

 

Recent work with patient samples has demonstrated that for at least some suppressed patients, 

residual provirus-containing cells are polyclonal yet dominated by a limited number of clonal 

subsets (Mullins and Frenkel 2017), and similar observations of clonal expansion have been made 

during HIV-1 infection of humanized mice (Satou, Katsuya et al. 2017). Thus, the integration sites 

represented in persistent proviruses are probably a limited subset of the spectrum initially 

generated (Anderson and Maldarelli 2018). 

 

Recent evidence indicates that latent proviruses differ in the extents to which they can be 

reactivated, and that a large majority of cells harboring latent proviruses may be refractory to our 
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current arsenal of reactivation agents (Ho, Shan et al. 2013, Battivelli, Dahabieh et al. 2018). Work 

using dual color reporter viruses in primary cells has shown that proviruses differ in their 

reactivation potential depending on their sites of integration, with chromatin context as maintained 

within the confines of the nucleus being a significant contributing factor (Battivelli, Dahabieh et 

al. 2018). Additional work monitoring HIV-1 expression in individual cells has questioned the 

earlier view that complete proviral silencing is necessary for infected cell persistence during 

antiretroviral therapy (Wiegand, Spindler et al. 2017, Pinzone, VanBelzen et al. 2019).  

 

The majority of proviruses detectable in suppressed patients are replication defective (Bruner, 

Murray et al. 2016, Pinzone, VanBelzen et al. 2019). Although such proviruses are incapable of 

rekindling infection, emerging evidence suggests they can be expressed and may contribute to 

pathogenesis (Pollack, Jones et al. 2017, Pinzone, VanBelzen et al. 2019).  

 

In this study, we developed a high throughput approach to monitor cellular and viral progeny of 

individual integration events within complex populations, and used it to address the frequency of 

defective provirus formation and the extent to which provirus integration sites affect provirus 

expression levels. Initial work was performed using transformed cell lines, where selective 

pressures and variation of intracellular factors should be lower than in primary cells, with 

additional experiments performed in CD4+ lymphocytes from donor blood. Examining the extent 

of expression variation within and among cellular progeny of large panels of individual HIV-1 

integration events indicated that in all these cell types, epigenetic differences among proviral 

clones led to the establishment of distinct heritable patterns of HIV-1 gene expression. 
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Results 

Nearly 90% of zip coded proviruses supported a second round of replication 

We developed a system to identify individual HIV-1 proviral lineages within polyclonal 

populations, track proviral gene expression, and monitor replication properties of individual cell 

clones and their viral progeny. To achieve this, NL4-3 strain-derived vectors that encoded Gag, 

Pol, Tat, Rev and a puromycin reporter (pNL4-3 GPP (Lu, Heng et al. 2011); Figure 2.1A) were 

modified to each contain a unique 20-base randomized sequence tag. Once integrated, these were 

called “zip coded” proviruses because the tags reported provirus locations. Tags were inserted into 

the upstream edge of U3, downstream of integrase recognition sequences and upstream of the site 

of nuc0 nucleosome binding (Verdin, Paras et al. 1993). Vector RNAs were transcribed from 

uncloned DNA template libraries generated by in vitro assembly without amplification by plasmid 

replication. High throughput sequencing confirmed that the tag complexity of the starting library 

vastly exceeded the analyzed provirus population size (Figure S2.1.). Because the process of 

reverse transcription duplicates U3, each progeny provirus contained the same randomized tag in 

both LTRs, and each provirus’s tags differed from those in every other integrant. 

 

To validate this approach, adherent 293T cells were transduced at a very low multiplicity of 

infection (<0.00005) and the randomized regions amplified from ten individual puromycin-

resistant colonies were sequenced. The results showed that no two colonies contained the same 

20-mer (Table S2.1). 

 

An initial pooled-clone pilot study was then performed, which addressed the frequency of 

defective provirus formation during a single replication round (Figure 2.1B). 71 well-separated 
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puromycin-resistant colonies were combined to generate an F1 cell pool. After expansion, 

pseudotyped virions (“F1 virus”) generated from F1 cells were used to infect fresh 293T cells. 

Because the number of colonies pooled to generate the F2 cell pool--roughly 1000-- was 

significantly greater than the F1 pool’s zip code complexity, any infectious zip code present in the 

F1 pool was predicted to generate multiple F2 integrants.  

 

The ability of each F1 provirus to complete a second replication round was addressed by comparing 

F1 and F2 virion cDNA and F1 and F2 cell DNA zip codes using high throughput sequencing (Figure 

2.1B). How zip codes were analyzed and quantified is described in Materials and Methods, and 

included ranking zip codes based on sequencing read frequencies, beginning with the most 

abundant. F1 pool cells were found to contain 74 unique zip codes, which accounted for 99.87% 

of total sequencing reads (Figure S2.2). Although the possibility of dual infection cannot be ruled 

out, the low multiplicity of infection used here suggested the discrepancy between this value and 

the 71 colonies visualized was likely due to miscounting double colonies as single expanded 

clones. Because 65 out of the 74 zip codes found in F1 cell DNA were also observed in the F2 cell 

library, these 65 (88% of F1 cell zip codes) unambiguously represented proviruses capable of 

completing a second round of replication (Figure 2.1C). The remaining 9 zip codes were candidate 

non-infectious proviruses. If a first-round provirus could assemble but not replicate, its zip code 

might be detectable in F1 virus but not F2 cells. Seven zip codes were candidates for this class of 

defective proviruses (green lines in Figure 2.1C).  

 

The remaining two clones were initially enigmatic. The number of colonies pooled to make the F2 

library suggested it contained roughly twenty re-transduced copies of each F1 zip code. Based on 
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how frequently replication competence was maintained after the first round of replication, any 

fully infectious F1 provirus was expected to display a roughly 90% second-round success rate. 

Thus, the likelihood that all ~20 sibling F2 progeny of any infectious F1 provirus would be 

defective seemed exceptionally low. However, among the 65 replication-competent zip codes in 

the F2 cell library, two were not observed in F2 virus RNA. 

 

Integrant clone expansion and provirus expression levels varied widely among zip coded 293T 

cell clones 

To address whether the absence of two F2 cell zip codes from the F2 virus library might reflect a 

population bottleneck, the number of sequencing reads associated with each zip code was 

compared within and across libraries. Unexpectedly, reads per zip code were observed to vary over 

three orders of magnitude within the F1 cell library (Figure 2.1 D). Although variation in the 

expansion rates of provirus-containing cells have been reported previously (Nolan-Stevaux, 

Tedesco et al. 2013), the wide range in cell clone sizes observed here had not been anticipated.  

 

Clone-specific differences in the amount of virus released per cell were also observed (Figure 

2.1D, y axis). When normalized to the number of F1 cells harboring a given zip code, differences 

in virion release per cell spanned two orders of magnitude or more. Because of this, zip code 

abundance in the F1 cell and F1 virus libraries were only moderately correlated (Figure 2.1D) 

(Spearman ρ = .639, p=8.7*10-10). In contrast, the correlation between cell count and virion 

production was strong in the F2 generation (Spearman ρ = .890, p=3.75*10-23) where each zip code 

was polyclonal (Figure 2.1 F), suggesting that virus-per-cell ratios were fairly consistent when 

averaged across many cell clones. 
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Looking specifically at sequencing read data for the two F2 cell zip codes that were missing from 

F2 virus revealed that these lineages were scarce in both the F1 virus and in F2 cells (red points, 

Figure 2.1 E). Similarly, read frequency trends for the seven F1 zip codes not observed in F2 cells 

(green points, Figure 2.1 D) suggested that population bottlenecks, and not loss of infectivity, may 

account for the absence of some of these in F2 cells. 

 

The pilot studies above validated assessing multiple proviral lineages within cultured cell 

populations by tracking read counts in high throughput sequencing libraries. However, because 

the cells were not physically cloned, it remains possible that experimental procedures may have 

introduced unintended variation and skewed read counts. Nonetheless, the fact that amplicons were 

the same length for all library members, paired with the practice of performing all experiments in 

duplicate, provides general support for the assumption applied below: namely, that zip code read 

frequencies in sequencing libraries reflected the abundance of that zip code within the cell 

population used to generate the library. 

 

Clonal expansion in Jurkat cells  

  Larger zip coded integrant populations were then established using Jurkat cells. The vector 

in these experiments (HIV GPV-) expressed all HIV-1 genes except env, nef, and vpr, contained 

GFP in the nef open reading frame, and expressed a selectable marker (for puromycin resistance) 

from a secondary, internal promoter, as has been done in previous strategies (Dahabieh, Ooms et 

al. 2013)  (Figure 2.1A, lower construct). Selective concentrations of puromycin were applied 

briefly, and cells were subsequently maintained without drug. Cell pools infected with differing 
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amounts of virus were analyzed by high throughput sequencing, and one of these pools, which was 

determined to contain roughly 1,000 zip coded clones, was used in subsequent studies.  

 

Sequencing duplicate aliquots of this pool revealed that many zip codes were shared in both 

replicates, but lower abundance zip codes were sampled unevenly. To better address the 

complexity of the pool and differential clone expansion, ten technical replicates were combined to 

provide evidence for 706 zip codes, which together accounted for 97.8% of the total reads. Based 

on zip code sequencing read frequencies (Figure S2.3), the pool displayed clonal abundances 

spanning over two orders of magnitude, with the most prevalent half-dozen zip codes each 

accounting for >1% of the total reads while the lower 10% of the 706 zip codes each containing 

<0.01%of the total reads.  

 

Significant clone-by-clone differences in HIV-1 expression in both Jurkat and primary cells 

Detecting GFP by flow cytometry allowed binary (on/off) monitoring of LTR expression in 

individual cells, and work here used GFP as a surrogate for HIV-1 gene expression.  Portions of 

the total Jurkat pool characterized above, designated Pools 1 and 2, were independently sorted into 

GFP positive “GFP+” and negative “GFP-” sub-pools (Figure 2.2A; Figure S2.4 shows how 

sorting was gated). As a control, cells were also analyzed by FACS based on their p24 content 

using an anti-p24 antibody, and a strong correlation between GFP expression and p24 content was 

observed (Figure S2.5).  

 

An expression value termed the “GFP+ proportion” was determined for each zip coded clone. 

GFP+ proportions were calculated by dividing the read frequency of each zip code in GFP+ sorted 
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cells by the sum of the abundance of that zip code in GFP+ and GFP- sorted cells after weighting 

values to reflect the proportions of total cells in the GFP+ and GFP- sub-pools. A sample 

calculation is provided in Materials and Methods. Consistent with clonal variation in virus release 

per cell observed in the pilot experiment above, GFP+ proportions differed substantially among 

Jurkat cell clones, with the GFP+ proportions of individual clones ranging from >99% to <1% 

(Figure 2.2).  

 

To test if the broad range of clones’ GFP+ proportions reflected clone-specific properties or were 

a result of sampling, we compared data for duplicate experimental samples, with the GFP+ 

proportions calculated for each zip code in Pool 1 compared to those independently determined 

for Pool 2. As shown in Figure 2.2B, when GFP+ proportion data were plotted against each other, 

most clones displayed similar values, suggesting that each clone possessed a distinct GFP+ 

proportion that was not defined by sampling (Spearman ρ = 0.474, p=8.23*10-40 for the 688 zip 

codes detected in each pool). GFP+ proportions were particularly well correlated for the most 

abundant zip codes (Figure 2.2C, Spearman ρ = 0.716, p=1.22*10-36 for the 225 zip codes with 

fractional abundance > 0.001 in the parental pool), suggesting that at least 200 clones were 

sufficiently abundant in the total population to be reproducibly well sampled in repeated sub-pools. 

 

The experiments above were performed with cell lines, where within-experiment differences in 

environment and trans-acting factors should be minimized (Chomont, El-Far et al. 2009). In an 

initial test of whether primary cells also displayed integrant-specific differences in our system, 

CD4+ cells were isolated from donor blood, stimulated, and transduced with VSV-G pseudotyped 

zip coded GPV- (Figure S2.6). Six days post infection, the cells were divided into 2 sub-pools that 
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were each sorted into GFP- and GFP+ cell fractions, and the GFP+ proportions of individual clones 

in each sub-pool were compared. Three independent experimental repetitions were performed, 

each using cells from a different blood donor. The approaches are described in the methods and 

Figure S2.6. The results showed that in these primary cell experiments, most zip codes were 

represented by very few sequencing reads, possibly due to variation in primary cell division rates 

and to the retention of significant amounts of unintegrated viral DNA during the relatively short 

duration of primary cell propagation. Additionally, the number of clones that were sampled 

sufficiently to meet inclusion criteria (that the clone was detectable with fractional abundance > 

0.0001 in each sub-pool) was low. Nonetheless, significant correlations were observed when the 

GFP+ proportions for these primary cell zip codes were calculated for each independently analyzed 

sub-pool and values for the two replicate sorts within each experimental repetition were plotted 

against one another (Figure S2.6), indicating that the provirus-containing progeny of primary cells 

have clonal differences in HIV-1 gene expression levels. 

 

GFP+ proportions of clones are a stable, heritable phenotype 

Longitudinal studies were then performed with the zip coded Jurkat pool established in Figure 

2.2A, to monitor GFP+ proportions throughout cell generations. After sampling for sequencing 

library preparation, aliquots of the GFP+ and GFP- sub-pools of both Pool 1 and Pool 2 were 

passaged separately for an additional 8 to 9 days, at which time point each of these four sub-pools 

were again sorted by FACS (Figure 2.3A and 3D). The results showed that the cellular descendants 

of Pool 1 and Pool 2 GFP+ sub-pools did not all remain GFP+ (Figure 2.3B and 3E), nor did the 

descendants of the GFP- sub-pools remain all GFP- (Figure 2.3C and 3F). Instead, some cells from 

each sub-pool had switched expression phenotypes during passaging. This suggested that the HIV-
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1 expression pattern in any individual cell was not stably inherited by all of its progeny, but that 

instead expression “flickered” (alternated between LTR expression and silencing) during cell 

propagation.  

 

Integrant specific, intrinsic rates of expression that are maintained across cell generations have 

previously been reported for basal expression from the HIV-1 promoter (Jordan, Defechereux et 

al. 2001). To test whether or not the expression patterns studied here also were stable over time, 

the GFP+ proportions determined for the GFP+ or GFP- pools in the second sort were combined 

after weighting to reconstitute the original unfractionated population (reconstructed second sort 

pools in Figure 2.3A and 3D; described in Materials and Methods). The GFP+ proportions in Pool 

1 and Pool 2 at the time of the first sort were then compared to the GFP+ proportions of the 

reconstructed pools at the time of the second sort (Figure 2.3G and 3H). Consistent with the stable 

inheritance of clone-specific intrinsic expression patterns, here the data indicated that the weighted 

GFP+ proportions for each integrant following the second sort showed a strong correlation with 

its GFP+ proportion in the first sort (Spearman ρ = 0.939, p=1.1*10-105 for Pool 1 and 0.806, 

p=1.2*10-52 for Pool 2; Figure 2.3 first sort vs. reconstructed second sort GFP+ proportion values). 

 

Correlates of integration site features and provirus activity 

Integration site features were compared to address whether these features affected the viral gene 

expression patterns observed here. Integration sites were determined using a linker-mediated 

nested PCR strategy applied to genomic DNA from the original unsorted Jurkat pool. Primers were 

designed so that sequencing reads included integration site sequences and U3 resident zip codes. 

Initial analysis indicated variable rates of assignment of a single zip code to multiple genomic 
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locations, likely reflecting the formation of chimeric molecules during PCR (Quail, Kozarewa et 

al. 2008, Kircher, Sawyer et al. 2012). We therefore implemented an algorithm that removed minor 

assignments presumed to be PCR artifacts and selected abundant, redundantly implicated 

integration sites. This strategy assigned genomic location to each of the 225 high abundance zip 

codes (Table S2.2). As expected (Serrao and Engelman 2016), integrants were substantially 

enriched for annotated genes and genes expressed in Jurkat cells (Figure 2.4A and 4B), with 58% 

having the same orientation as the intersecting transcript (109 of 188 that intersect with single 

genes, p=0.034, binomial test). 

 

To search for factors that may affect set point expression levels, we assigned each of the 225 zip 

codes to one of three classes based on their balance of bimodal expression: those with a GFP+ 

proportion of at least 0.6 in both pools (‘mostly GFP+’; 157 clones), those with a GFP+ proportion 

less than 0.4 in both pools (‘mostly GFP-’; 48) and those with mixed levels of GFP expression 

(‘mixed’; 20). Ignoring integrants that intersect with no genes or with genes having overlapping 

expression in divergent directions, we found no orientation preference for the ‘mostly GFP+’ 

integrants (65 of 129 with single intersection have same orientation; p= 0.99 binomial test) (Figure 

2.4C), whereas both the mostly GFP- and mixed populations were enriched for integration in the 

same orientation as gene transcription (30 out of 40; p=0.002 and 15 out of 19; p=0.019). The 

GFP+ proportion of each integrant had a strong negative correlation with original abundance in 

the pool (Spearman ρ=-0.289, p=1.08*10-5).  

 

We additionally compared the distance of integrants to enhancer associated (H3K27ac) and 

repressive (H3K9me3) chromatin marks previously determined in Jurkat cell lines (Reeder, Kwak 
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et al. 2015, Hnisz, Weintraub et al. 2016) (Figure 2.5), again based on their balance of bimodal 

expression. Distance to H3K27ac peaks had a negative but non-significant correlation to GFP+ 

proportion (Spearman ρ=-0.105, p=0.118). Distance to existing H3K9me3 repressive marks in 

Jurkat cells was also negatively correlated with GFP+ proportion (Spearman ρ=-0.195, p=0.0034). 

Thus, these results conflictingly showed that integrants with higher GFP expression states were on 

average closer to both existing repressive and enhancer chromatin marks. Comparing the range of 

values across classes revealed the modest nature of these enrichments (Figure 2.5), with mostly 

GFP+ and mostly GFP- clones having a significant difference in original clone abundance 

(p=0.044, Mann Whitney U 2-sided test) and a nearly significant difference in distance to 

H3K9me3 peaks (p=0.07, Mann Whitney U 2-sided test), while the distance to H3K9me3 peaks 

was significantly different between the GFP+ and ‘mixed’ classes (p=0.004, Mann Whitney U 2-

sided test). 

 

Discussion 

Here, persistence and HIV-1 expression profiles of individual integrant clones were compared 

within polyclonal populations using “zip coded” proviruses, each tagged to identify the genomic 

neighborhood where the provirus had integrated. The results revealed a complex array of heritable 

differences among clones in population sizes and expression characteristics. 

 

Marking libraries with randomized sequence tags has been used in many systems including SIV 

and HIV-1 (Mei, Nourbakhsh et al. 1997, Chen, Martinez et al. 2017, Fennessey, Pinkevych et al. 

2017). One group reported infectious SIV derivatives barcoded to track population dynamics 

during treatment and rebound (Fennessey, Pinkevych et al. 2017). Unlike those SIV derivatives 
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(Fennessey, Pinkevych et al. 2017), our vectors lacked Env and (except when remobilized by 

pseudotyping) were limited to single replication cycles. Barcodes were inserted toward the center 

of the virus in the SIV work, while ours were inserted near provirus edges to facilitate integration 

site determination. Another group described barcoded HIV-derived vectors called B-HIVE, with 

barcodes inserted in HIV-1’s multifunctional 5’ untranslated region. (Chen, Martinez et al. 2017). 

We chose to leave the 5’ leader region intact because it modulates HIV-1 expression by specifying 

nucleosome and transcription factor binding (Ne, Palstra et al. 2018), folds into a finely-balanced 

equilibrium of RNA elements that regulate RNA fates (Bieniasz and Telesnitsky 2018), and is 

highly sensitive to mutation (Kharytonchyk, Brown et al. 2018).  B-HIVE vectors encode LTR-

driven GFP but no virus structural proteins. In contrast, our vectors retained gag and pol, thus 

allowing progeny virus production and the tracking of both virions and cellular nucleic acids. B-

HIVE experiments were performed at a multiplicity of infection of 0.5 and likely included dually 

infected clones, while we used a much lower MOI. Additionally, we assessed expression in both 

unsorted cell pools and in serial sub-pools sorted for LTR reporter expression, and observed both 

dynamic and heritable aspects of clone-specific expression not evident in the B-HIVE work (Chen, 

Martinez et al. 2017). 

 

We benchmarked our system using a small (74 clones) pilot study that addressed replication 

fidelity. Zip code abundance varied widely in this pool, as did virus release per cell. Zip code 

survival rates suggested a single replication cycle lethal mutation rate in transformed cells of about 

10%, but the true rate was likely lower than 10% because our vectors included non-viral sequences 

and the assay design introduced transmission bottlenecks. Most zip codes lost during the second 

cycle of replication were significantly less abundant in the initially infected cell pool than were 
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those that persisted for the second round of replication, suggesting that population bottlenecks 

contributed to zip code extinction. Thus, in contrast to observations that the majority of patients’ 

persistent proviruses are defective even when sampled less than 60 days after initial infection 

(Bruner, Murray et al. 2016, Pinzone, VanBelzen et al. 2019), the rate of mutational inactivation 

observed here was in the range predicted by previous work that suggests roughly one in three HIV-

1 genomes accumulates any sort of reverse transcriptase-generated mutation per cycle of 

replication (Menendez-Arias 2009). Thus, the difference between the relatively low rate of 

mutational inactivation here and the high prevalence of defective proviruses in vivo is consistent 

with the notion that the proviral landscape in vivo reflects selective pressures more than reverse 

transcriptase infidelity (Finzi, Plaeger et al. 2006, Bruner, Murray et al. 2016).  

 

Subsequent experiments were performed in Jurkat cells, using larger zip code libraries and 

proviruses with GFP in the nef open reading frame. In these experiments, we relied on GFP 

expression as a reporter of LTR activity, and did not assess expression by other means such as 

quantifying intracellular HIV-1 RNA or measuring virion release. HIV-1 proteins including Vpr 

and Env, which kill or inhibit cultured cells, were absent by design (Re, Braaten et al. 1995, Costin 

2007). Within the unsorted polyclonal Jurkat pool, GFP+ cells were more numerous than GFP- 

cells and virion release remained robust. As previously demonstrated with similar vectors, 

populations were readily separable into GFP+ and GFP- pools (Carter, Onafuwa-Nuga et al. 2010, 

Pace, Agosto et al. 2011, Hakre, Chavez et al. 2012). GFP+ pools displayed high levels of virion 

release while there was a near-absence of virus from GFP- cells. All abundant zip codes were 

reproducibly present in both GFP+ and GFP- cell sub-pools, but to widely varying extents. Using 

“GFP+ proportion” to represent the fraction of each clone’s cells that sorted GFP+, most clones 
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were either “mostly GFP-” (with GFP+ proportions ≤0.4) or “mostly GFP+” (≥0.6). Although 

most cells in the unsorted pool were GFP+, the average number of cells per mostly GFP- Jurkat 

clone was significantly greater than for mostly GFP+ clones. This suggests that caution is 

appropriate when interpreting findings based on latency models that use GFP reporters and that 

passage cells until GFP activity largely disappears. Specifically, our results suggest that some of 

the apparent increases in latency over time may reflect outgrowth by clones with low GFP+ 

proportions rather than proviral silencing (Tyagi and Romerio 2011).  

 

The stability of GFP+ proportions over time was addressed by re-sorting separately passaged 

GFP+ and GFP- sub-pools. Daughter cells did not always adopt a parental phenotype, but instead 

“flickered” between GFP+ and GFP-. When overall GFP+ values from the secondary sorts were 

compared to those from the sort 1 time point, the GFP+ proportions for each clone were remarkably 

similar over time. It is unclear whether the flickering observed here differs from the intraclonal 

expression variation described previously within individual retroviral vector cell clones, which 

was interpreted to indicate integration site-dependent differences in silencing rather than 

alternating waves of expression (Zentilin, Qin et al. 2000, Jordan, Defechereux et al. 2001).  

 

Heritable high levels of variation among HIV-1 integrant clones have been reported previously. 

However, unlike the flickering we observed, within-clone HIV-1 expression level variation has 

appeared relatively narrow using previous approaches (Zentilin, Qin et al. 2000, Jordan, 

Defechereux et al. 2001). For example, wide inter-clone variation was reported in the B-HIVE 

study, but HIV-1 expression was quantified as intracellular RNA copies per cell barcode using an 

unsorted cell pool, and it was assumed that every cell within a given clone expressed LTR-driven 
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RNAs to the same extent (Chen, Martinez et al. 2017). In contrast, because we determined that 

GFP positivity and intracellular p24 co-occurred in the polyclonal population, but that clones 

differed widely in their GFP+ proportions, our results suggest that at least part of the expression 

differences among clones reflects that each clone consists of a phenotypic mixture of cells—some 

that release virus and others that do not—in heritable clone-specific proportions. 

 

What is responsible for these clone-specific stable equilibrium mixtures of GFP+ and GFP- cells? 

Intrinsic fluctuations in transcription factor availability and other stochastic events contribute 

significantly to gene expression, and can cause genetically identical cells propagated under 

uniform conditions to display a spectrum of phenotypes (Kaern, Elston et al. 2005). The sources, 

regulatory mechanisms, and implications of this genetic noise are active areas of investigation 

(Coulon, Chow et al. 2013, Battich, Stoeger et al. 2015). Phenotypic bifurcation for HIV-1 infected 

cells, in which intrinsic noise in Tat expression leads to the co-existence within individual integrant 

clones of some cells that display high levels of expression and others that display essentially none, 

has previously been described (Weinberger, Burnett et al. 2005). Transcriptional bursting from the 

HIV-1 promoter is a significant source of stochastic noise (Singh, Razooky et al. 2010), the 

bursting behavior of the export factor Rev may further exacerbate noise due to Tat (Pocock, 

Zimdars et al. 2017), and the phase of the cell cycle may also exert influence (Kok, Schmutz et al. 

2018). These and other parameters likely contributed to the broad range of GFP+ proportion set 

points that differentiated clones here, even though our system was carried out in transformed cells 

with the intention of minimizing extrinsic variability (Swain, Elowitz et al. 2002).  
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The simplest explanation for why each clone adopted a unique GFP+ proportion set point may be 

that multiple inputs—some stochastic and others deterministic-- combined in a clone-intrinsic 

manner to skew the probability that a given cell would reach the Tat threshold needed for GFP 

expression. The deterministic components could in concept be of either host or viral origin. 

However, our initial pilot experiment suggests that the principal differences were not within 

proviral sequences, but instead of host origin. Specifically, the amount of virus release per cell 

differed among zip codes when all cells with the same zip code were progeny of a single integration 

event, but virus release per cell was fairly uniform in a second generation when zip codes were 

polyclonal.  

 

To explore host contributions due to integration site features, virus/host junctions were sequenced, 

integration sites determined, and the characteristics of mostly GFP+ and mostly GFP- clones 

compared. The results indicated that mostly GFP+ and mostly GFP- clones differed significantly 

in proviral orientation relative to host transcription. This may reflect transcriptional repression, 

which has been reported for HIV-1 (Lewinski, Bisgrove et al. 2005 , Gallastegui, Millan-Zambrano 

et al. 2011), although one study reported an opposite orientation bias (Han, Lin et al. 2008). We 

also assessed the correlations between repressive or activating chromatin marks previously 

determined in Jurkat cells (Reeder, Kwak et al. 2015, Hnisz, Weintraub et al. 2016) and observed 

modest differences in proximity to H3K9me3 marks. Some previous studies appeared to find more 

conclusive correlates between epigenetic features and HIV expression (Chen, Martinez et al. 2017) 

(Lewinski, Bisgrove et al. 2005). The less definitive trends reported here may be due to different 

approaches in measuring expression (RNA quantification vs. GFP+ proportions) or limited sample 

sets, and in some cases reflects how significance thresholds were defined. The magnitude of effects 
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evident here suggest that our understanding of the roles of integration site features to robustly 

discriminate latency or viral expression remains incomplete.  

 

Speculatively, some component of the observations here may reflect epigenetic marks introduced 

at the time of integration: due either to stochastic events or to differences in the intracellular 

environment or architecture of specific integration sites. It is generally assumed that most of the 

latent reservoir results from the rare infection of activated cells that transition to a memory state. 

However, HIV-1 can enter cells at any phase of the cell cycle. Histone biogenesis is cell cycle 

dependent (Ma, Kanakousaki et al. 2015) and many histone post-translational modifications are 

faithfully introduced onto nascent strands at the time of DNA replication. Although all epigenetic 

marks appear regenerated within the course of a single cell generation, some marks are copied with 

the replication fork while others (including H3K9me3 and H3K27me3) are deposited throughout 

the cell cycle (Alabert, Barth et al. 2015, Reveron-Gomez, Gonzalez-Aguilera et al. 2018). 

Because HIV can infect dividing or resting T cells, and the cell’s chromatin modification 

machinery displays cell cycle-dependent regulation, it is possible that integration at differing 

phases of the cell cycle results in distinct patterns of chromatin decoration (Pace, Graf et al. 2012, 

Chavez, Calvanese et al. 2015, Ma, Kanakousaki et al. 2015).  

 

It seems plausible that the HIV-1 expression variation reported here may cause some of the 

differences among experimental models for latency (Sherrill-Mix, Lewinski et al. 2013) and that 

expression flickering and differential set points of expression may be a fairly common outcome 

during the establishment of polyclonal HIV-1 populations.  As such, these properties may 

contribute to defining the nascent proviral populations within infected people that are subsequently 
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culled by immune and other selective pressures. Understanding how patterns of expression that 

persist compare to the palette of outcomes in the absence of selection may aid efforts to identify 

HIV-1’s epigenetic havens, and to the design of fruitful strategies for proviral eradication.  

 

Materials and Methods 

Cell line propagation 

293T cells were grown from a master cell bank (Yang, Delgado et al. 1999) and Jurkat (Clone E6-

1) cells were obtained from ATCC. Both cell lines were maintained as lab frozen stocks and 

validated at the time of study by tandem repeat analysis using the Applied Biosystems 

AmpFLSTR™ Identifiler™ Plus PCR Amplification Kit (Thermo Fisher Scientific, Carlsbad, 

CA). Jurkat cells were cultured in RPMI supplemented with 10% FBS (Gemini), 100 U/mL 

penicillin, 100 μg/mL streptomycin, 2mM glutamine and 55μM β-mercaptoethanol at 1 x 106 

cell/ml, while Human Embryonic Kidney (HEK) 293 T cells were grown in DMEM supplemented 

with 10% FBS (Gemini) and 125 μM gentamycin. Both cell lines were maintained in a 37°C 

incubator containing 5% CO2.  

 

Construction of zip coded vectors 

All HIV-1 vectors were templated by derivatives of the NL4-3 strain plasmid NL4-3 GPP (Lu, 

Heng et al. 2011) or by HIV-GPV-, which was derived from the GKO (Battivelli, Dahabieh et al. 

2018) provided by Emilie Battivelli and Eric Verdin (University of California San Francisco). 

HIV-GPV- was constructed by replacing mKO2 in GKO with the puromycin resistance gene from 

NL4-3 GPP. After initial work with standard two-LTR vectors, including the pilot fidelity study 

described here, subsequent zip coded vector preparation used single LTR versions of these vectors. 
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For this, both vectors were modified into single “inside out” LTR forms containing the 5’ terminal 

49 bases of U3 with an engineered Cla I site plus a second unique site (either Xho I or Mlu I) in 

U3, and inserted into pBR322 as previously described (Kharytonchyk, King et al. 2016). To 

generate zip coded HIV-1 vector templates, the single LTR plasmid versions of NL4-3 GPP and 

GPV- were digested with ClaI plus Xho I or Mlu I, respectively. The resulting 11.4kb HIV vector-

containing fragments free of plasmid backbone were purified from agarose using QIAquick Gel 

Extraction Kit (Cat No./ID: 28706 Qiagen, Germantown, MD). A 304 bp zip code-containing 

insert fragment pool was generated by PCR using NL4-3 GPP or GPV- as template, Phusion® 

High-Fidelity DNA Polymerase (New England Biolabs, Inc., Ipswich, MA), and primers 5’-

GACAAGATATCCTTGATCTGNNNNNNNNNNNNNNNNNNNNGCCATCGATGTGGATC

TACCACACACAAGGC-3’ and 5’- 

CGGTGCCTGATTAATTAAACGCGTGCTCGAGACCTGGAAAAAC-3’ for GPV- and 5’ 

GTGTGGTAGATCCACATCGATGGCNNNNNNNNNNNNNNNNNNNNCAGATCAAGGA

TATCTTGTCTTC-3’ and 5’- ATG CCA CGT AAG CGA AAC TCT CTG GAA GGG CTA ATT 

CAC TCC-3’ for NL4-3 GPP.  

 

To generate the uncloned vector template library, the 11.4 kb fragments of GPV- or HIV-GPP 

were joined with their cognate 304 bp zip coded partial U3 inserts via Gibson Assembly in a molar 

ratio of 1:5 per reaction using HiFi DNA assembly mix (New England Biolabs) following the 

manufacturer’s protocol. The assembled DNA was then cleaned and concentrated using Zymo 

Clean and Concentrator-5 kit (SKU D4013 Zymo Research, Irvine, CA), quantified by Nanodrop 

(Thermo Fisher Scientific), and used directly in transfections.  
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Virion production  

Fresh monolayers of HEK 293T cells, in 10 cm diameter plates and approximately 70% confluent, 

were co-transfected with 3  μg Gibson Assembly product DNA plus 330 ng pHEF-VSV-G using 

polyethylenimine (Polysciences, Inc., Warrington, PA) at a ratio of 1 μg total DNA to 4 μg 

polyethylenimine in 800 μl of 150 mM NaCl (Keene, King et al. 2010). 24 hours post-transfection, 

DMEM was replaced with 4 ml RPMI1640 medium with 10% FBS and 1% Pen/strep. Culture 

supernatant was harvested at 48 hours post-transfection and filtered through a 0.22 μm filter 

(Fisher Scientific. Cat. No. 09-720-511). Released virus was quantified using a real-time reverse-

transcription PCR assay and normalized for p24 level based on p24 protein values determined in 

parallel for reference samples (Kharytonchyk, King et al. 2016). Zip coded virus stocks were 

titered by infecting 90% confluent HEK 293 T cells and selecting in puromycin. Colony forming 

units per milliliter of viral media as determined on 293T cells was the standard for defining 

infectious titer in this work. 

 

Infection of HEK 293 T and Jurkat cells 

The media on 10 cm plates of 90% confluent HEK 293 T cells was replaced with 2000 μl infection 

mix comprised of the indicated amount of virus-containing medium plus additional DMEM in 1 

μg/ml polybrene, then incubated at 37 °C with 5% CO2 for 5 hours. After incubation, the infection 

mix was replaced with 10 ml of fresh media. Twenty-four hours post-infection, cells were placed 

in media containing puromycin at a concentration of 1μg/ml, which was replaced every three days 

for 2 weeks. Following this, colonies were individually cloned, pooled together for subsequent 

experiments, or stained with crystal violet and counted. 
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For Jurkat cell infections, virus-containing media and polybrene at a final concentration of 0.5 

µg/ml were brought to a total volume of 1000 μl. This infection mixture was added to 1.5 x 106 

Jurkat cells and incubated in one well of a 12 well tissue culture plate (Fisher Scientific, Cat. 

150628) at 37 °C with 5% CO2 for 5 hours. Infected cells were then transferred to Eppendorf tubes 

and centrifuged for 5 minutes at 2500 rpm at 4oC. Following centrifugation, supernatants were 

replaced with fresh media and cell pellets were resuspended and cultured at 37 °C with 5% CO2. 

At 24 hours post-infection, puromycin was added to a final concentration of 0.5 μg/ml. The 

infected cells were expanded into 6 cm culture plates without puromycin on day 5. Ten days post-

infection, the culture supernatant was replaced with fresh media and the cultures were divided into 

aliquots, to be either frozen or further expanded for subsequent experiments. 

 

Primary T cell isolation and infection 

Peripheral blood mononuclear cells (PBMCs) were isolated from fresh human blood from healthy 

donors provided by the Department of Pathology at the University of Michigan using Ficoll 

Histopaque as described earlier (Kim, Zhu et al. 2018). All use of human samples was approved 

by the Institutional Review Board at the University of Michigan. Total CD4+ T cells were then 

purified from PBMCs. Because selective drugs were not applied in these primary cell experiments, 

the GFP- sub-pools included uninfected cells. Thus, the fraction of infected primary cells that were 

GFP+ was not experimentally determined and a 5% GFP+ value was used in calculations. 10% 

GFP+ is on the upper edge of previously reported values for primary cells infected with similar 

vectors, with values less than 3% more typical, possibly reflecting donor-dependent variation or 

survival of some non-transduced cells (Martins, Bonczkowski et al. 2016). Thus a 5% value was 

used as a conservative measure, to spread data points that would have appeared similar if a value 
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<3% were used. Importantly, note that although absolute values would change if true GFP- value 

were higher or lower than this assumed value, correlation values and their interpretation would not 

be affected. MACS beads (Miltenyi Biotec Bergisch Gladbach, Germany) as per the 

manufacturer’s instructions. On day 0, a total of 5 x 106 cells were seeded in complete culture 

medium composed of RPMI supplemented with 10% FBS, 100 U/mL penicillin, 100 μg/mL 

streptomycin, 2mM glutamine and 55μM β-mercaptoethanol at 1 x 106 cell/ml. The cells were 

stimulated using plate-bound anti-CD3 (5 μg/mL; eBioscience, Thermo Fisher Scientific) and 

soluble anti-CD28 (1 μg/mL; eBioscience, Thermo Fisher Scientific) antibodies in the presence of 

50 U/ml IL-2 (PeproTech, Inc., Rocky Hill, NJ). On day 2 of activation, the cells were infected by 

spinoculation at 2500 rpm for 90 minutes at 37oC with 125 μL zip coded viral media and 0.4 μg/ml 

polybrene (Sigma Aldrich, St. Louis, MO) in 2.5 ml of supplemented RPMI. After spinoculation, 

media containing virus was replaced with fresh supplemented RPMI and cells were cultured 

further and expanded as needed. On day 6 or 7 post-activation, cells were harvested and sorted 

into GFP+ and GFP- sub-pools by flow cytometry using FACS Aria II (BD Biosciences, Franklin 

Lakes, NJ) or iCyt Synergy SY3200 (Sony Biotechnology, San Jose, CA) cell sorter.  

 

Flow cytometry  

For flow cytometry analysis and sorting, Jurkat or primary T cells were suspended in phosphate 

buffered saline (PBS) containing 1% FBS (FACS buffer). Dead cells were excluded in all analyses 

and sorting experiments using propidium iodide (PI). Intracellular Gag staining was carried out 

using a Gag monoclonal antibody conjugated to Phycoerythrin (KC-57 RD1 Beckman Coulter). 

1x105 cells from a HIV GPV- zip coded library were washed once with FACS buffer and fixed 

with 100 μl of BD cytofix for 10 minutes at room temperature in the dark. Cells were then washed 
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twice with FACS buffer then once with BD perm/wash buffer. Staining was carried out at a 1:200 

dilution of antibody in 1x BD perm buffer. The cells were incubated in the dark at room 

temperature for 15 minutes, washed twice, then resuspended in 200 μl FACS buffer. Acquisition 

was carried out on the FITC channel for GFP and PE channel for Gag. Cell fluorescence was 

assessed using FACSCanto II (BD Biosciences) and data were analyzed using FlowJo software, 

version 9.9 (FlowJo, LLC., Ashland, Oregon). 

 

PCR amplification of zip codes from zip coded cells and virus 

Genomic DNA was extracted from zip coded cell libraries using Qiagen DNeasy Blood & Tissue 

Kit (Qiagen, Germantown, MD). Zip codes were amplified from 100 ng of genomic DNA using 

primers flanking the zip code region (primers: 5‘-NNACGAAGACAAGATATCCTTGATC-3’ 

and 5’-NNTGTGTGGTAGATCCACATCG-3’) using Phusion® High-Fidelity DNA Polymerase 

(New England Biolabs) in HF Buffer. For zip code amplification, we designed multiple primers 

complementary to the template binding site that included two known, random nucleotides at the 

5’ end for use in separate reactions. By comparing the primers used for amplification and the 

nucleotides at the end of each amplicon, we could confirm that PCR cross contamination had not 

occurred. Reactions were cycled 26-35 times with 30 second extension at 720 and a 590 annealing 

temperature. Zip coded amplicons were purified with DNA Clean & Concentrator-5 (Zymo 

Research, CA. Cat. No. D4013) and eluted in 20μl of H2O. To amplify zip codes from virus, virus-

containing media was filtered through a 0.22 μm filter, concentrated by ultracentrifugation at 

25,000 rpm through a 20% sucrose cushion, and RNA extracted with Invitrogen TRIzol Reagent 

(Thermo Fisher Scientific). The dissolved RNA was treated with RQ1 DNase (Promega, 

Fitchburg, WI) to remove possible DNA traces, re-extracted with phenol-chloroform, and stored 
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at −80 °C. cDNA was synthesized using M-MLV RT (H–) (Promega) and U3 antisense primer 5’-

TGTGTGGTAGATCCACATCG-3’. Zip codes were amplified from this cDNA using conditions 

outlined above. 

For library construction, protocols and reagents from NEBNext® Ultra™ DNA Library Prep Kit 

for Illumina® (New England Biolabs) were used for end repair, dA-tailing, and to ligate Nextflex 

adapters (Perkin Elmer, Waltham, MA) onto amplicons. After ligation, reactions were diluted up 

to 100 μl with H2O, purified with 0.85x SPRIselect beads, washed twice in 70% ethanol, and eluted 

into H2O. PCR enrichment of adapter-ligated amplicons was done for 7 cycles using NEBNext® 

Ultra™ DNA Library Prep Kit, reactions were diluted up to 100 μl with H2O, and purified with 

0.85x SPRIselect beads (Beckman Coulter) as outlined above. Libraries were quantitated with 

KAPA Library Quantification Kits for Next-Generation Sequencing (Roche Sequencing Solutions, 

Inc., Pleasanton, CA) and Qubit™ dsDNA HS Assay Kit (Thermo Fisher Scientific), pooled 

equally, and sequenced with MiSeq Reagent Kit v3, 150 cycle PE on MiSeq sequencer (Illumina, 

San Diego, CA). 

 

Calculating GFP+ proportions 

GFP+ proportions were calculated by dividing the read frequency of each zip code within GFP+ 

sorted cells by the summed abundance of the zip code in both GFP+ and GFP- sorted cells, after 

weighting values to reflect the fractions of total cells that sorted into GFP+ and GFP- sub-pools. 

For example, GFP+ read frequency of a clone would be the proportion of GFP+ total reads that 

contained that zip code. If the total pool was 75% GFP+ and 25% GFP- cells and a given zip code 

were 2% of the GFP+ cells and 3% of the GFP- cells, the GFP+ proportion of that clone would be 

(2% of 75%) / (2% of 75% + 3% of 25%) = 67%. 
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HIV integration-site sequencing 

Template for hemi-specific ligation mediated PCR of insertion sites was obtained by linear PCR 

and biotin enrichment of sheared, genomic DNA with linkers ligated on each end. Linker was 

synthesized by mixing oligo 5'–GTAATACGACTCACTATAGGGCTCCGCTTAAGGGACT-3’ 

and 5'–PO4- GTCCCTTAAGCGGAG-3’-C6 (Maldarelli, Wu et al. 2014) at a final concentration 

of 40 μM each in 100 μl volume. Oligo mixture was heated in a PCR block for 5 minutes at 95oC, 

th PCR machine was immediately shut off, and the block was allowed to cool for 2 hours to room 

temperature. Genomic DNA was extracted from cells using Qiagen DNeasy Blood & Tissue kit 

(Qiagen) and 200 ng of DNA was sheared to 1 kb fragments using Covaris M220 and micro-TUBE 

according to manufacturer’s recommended settings (Covaris, Woburn, MA). Sheared DNA was 

purified with 1x SPRIselect beads according to manufacturer’s instructions (Beckman Coulter) 

and sheared ends were repaired with NEBNext® Ultra™ End Repair/dA-Tailing Module (New 

England Biolabs) according to manufacturer’s protocol. Repaired, dA-tailed DNA was purified 

with 0.7x SPRIselect beads (Beckman Coulter) and the partially double stranded DNA linker with 

dT overhang was ligated in a 60 μl reaction containing 6ul of 10X T4 DNA Ligase Buffer, 1.33 

μM linker DNA, and 3600U Ultrapure T4 DNA ligase (Qiagen) at 16oC for 16 hours followed by 

70oC incubation for 10 minutes. Ligated DNA was purified with 0.7 x SPRIselect beads (Beckman 

Coulter) and used for template in linear PCR reaction containing 1x Expand Long Range Buffer, 

500 μM dNTPs, 3% DMSO, 3.5U Long Range Enzyme Mix, and a 500 μM biotinylated primer 

that anneals to the HIV LTR in our construct, 5’- /52-

Bio/CAAAGGTCAGTGGATATCTGACCCC-3’. Cycling parameters were 950 C for 5 minutes, 

40 cycles of 950 C for 45 seconds, 600 C for 1 minute, and 680 C for 1.5 minutes, followed by a 10 
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minute incubation at 680 C. PCR product was purified with 1x SPRIselect beads (Beckman 

Coulter), resuspended in 20 μl H2O, and biotinylated fragments were captured using Dynabeads 

kilobase BINDER kit (Thermo Fisher Scientific) according to manufacturer’s instructions. DNA 

captured by beads was used as template in a hemi-specific PCR reaction containing 1x Expand 

Long Range Buffer, 500 μM dNTPs, 3% DMSO, 3.5U Long Range Enzyme Mix, 500 μM of a 

nested primer that anneals to HIV LTR in our construct, 5’-

GCCAATCAGGGAAGTAGCCTTGTGTGTGG-3’, and 500 μM of a primer that anneals to the 

linker, 5’-AGGGCTCCGCTTAAGGGAC-3’. Cycling parameters were 950 C for 5 minutes, 30 

cycles of 950 C for 45 seconds, 600 C for 1 minute, and 680 C for 1.5 minutes, followed by 10 

minutes’ incubation at 680 C. PCR product was purified with 0.7x SPRIselect beads (Beckman 

Coulter), then protocol and reagents from NEBNext® Ultra™ DNA Library Prep Kit for Illumina 

(New England Biolabs) were used to end repair, dA-tail, and ligate Nextflex sequencing adapters 

(Perkin Elmer) onto amplicons. Ligation reaction was purified with 0.65x SPRIselect beads 

(Beckman Coulter) and 7 cycles of PCR to enrich for ligated product was done with NEBNext® 

Ultra™ DNA Library Prep Kit for Illumina (New England Biolabs). Libraries were quantitated 

with KAPA Library Quantification Kits for Next-Generation Sequencing (Roche Sequencing 

Solutions, Inc., Pleasanton, CA) and Qubit™ dsDNA HS Assay Kit (Thermo Fisher Scientific), 

pooled equally, and sequenced with MiSeq Reagent Kit v3, 600 cycle PE on MiSeq sequencer 

(Illumina, San Diego, CA). All generated sequence data has been deposited to the Sequence Read 

Archive (SRA) under project accession PRJNA531502  

 

Zip code analysis and quantification 
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Zip codes were identified and quantified from Illumina sequencing reads using a custom suite of 

tools implemented in Python (https://github.com/KiddLab/hiv-zipcode-tools). First, 2x75 bp 

paired reads were merged together using flash v1.2.11 (Magoc and Salzberg 2011). Zip codes were 

identified by searching for known flanking sequence (with up to 1 mismatch). Only candidate zip 

codes with a length of 17-23 nucleotides were considered and the read count for each unique zip 

code was tabulated. To identify the set of zip codes for further analysis, zip code families which 

account for PCR and sequencing errors were determined by clustering together the observed 

unique zip codes. Comparisons among zip codes were calculated using a full Needleman-Wunch 

alignment tabulated with a score of +1 for sequence matches, -1 for mismatches, and a constant 

gap score of -1. Comparisons with two of fewer mismatches (counting a gap as a mismatch) were 

accepted as a match. Using this criteria clusters were then identified. First, unique zip codes were 

sorted by abundance. Then, beginning with the most abundant zip code, each sequence was 

compared with all of the previous zip codes. If no previous zip code had two or fewer mismatches 

that zip code was accepted as a cluster and then the next most abundant zip code was considered. 

This process was continued until the first unique zip code having a match to a more abundant zip 

code was identified. This defined the set of families for consideration. Abundance for the families 

was then determined by assigning unique zip codes to the most abundant family whose sequence 

was within 2 mismatches and summing their associated read counts.  

 

In sorting experiments, the GFP+ proportion for each zip code was determined as Fi = (Gi * P)/ 

(Gi * P + Wi * Q) where Fi is the GFP+ fraction of zip code i, Gi is the fraction abundance of zip 

code i in the GFP+ sorted pool, Wi is the fraction abundance of zip code i in the GFP- sorted pool, 

P is the fraction of cells that sorted into the GFP+ pool and Q is the fraction of cells that sorted 
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into the GFP- pool. In the Jurkat pool 1, the initial GFP+ fraction was 0.524 and the initial GFP- 

fraction was 0.36. Of the GFP+ sort from pool 1 the GFP+ fraction was 0.887 and the GFP- fraction 

was 0.079 GFP- while in the GFP- sort from pool 1 the GFP+ fraction was 0.046 and the GFP- 

fraction was 0.928. In the Jurkat pool 2, the initial GFP+ fraction was 0.518 and the initial GFP- 

fraction was 0.364. Of the GFP+ sort from pool 2 the GFP+ fraction was 0.915 and the GFP- 

fraction was 0.082 GFP- while in the GFP- sort from pool 2 the GFP+ fraction was 0.063 and the 

GFP- fraction was 0.923. For primary cell data analysis, the abundance of each zip codes in the 

GFP+ and GFP- pools summed, and only those zip codes with summed abundance greater than 

0.0001 in both replicates were considered, and a GFP+ fraction of 0.95 and a GFP- fraction of 0.05 

were assumed. 

 

Analysis of integration sites occurred in two stages. First, read-pairs were analyzed to identify 

which read derived from the LTR sequence and which from the genomic linker. Zip code 

sequences were extracted from the LTR-derived read based on matches to flanking sequence in 

the vector as described above. The linker sequence and LTR sequence flanking the zip code were 

removed and the extracted zip code sequence was then associated with the remaining portion of 

each read pair. Second, the trimmed read pairs were aligned to a version of the hg19 genome that 

included the sequence of the utilized HIV vector using bwa mem version 0.7.15. The resulting 

alignments were then parsed to identify the shear point (DNA adjacent to where the linker was 

ligated) and integration point (the DNA location adjacent to the LTR sequence). The zip codes 

were then assigned to previously identified zip code families, and the number of unique shear 

points and total reads supporting a integration site for each zip code were tabulated. Only reads 

with a mapping quality greater than 10 were considered, and sonication breakpoints that appear 
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within 3 nucleotides of one another were considered to represent the same shear point (Maldarelli, 

Wu et al. 2014). A greedy algorithm was then used to associate each zip code with a genomic 

location, to remove minor assignments presumed to be artifactual chimeras generated during PCR. 

“Greedy strategy” is a term from computer science that refers to an algorithm which solves a multi-

part problem by dividing the problem into separate states or pieces and then selecting the outcome 

that maximizes an indicated criteria at each stage (Corman, Leiserson et al. 2009). We assigned 

zip codes to genome locations based on the number of supporting fragments. First, we assign the 

zip code with the largest number of fragments to the location supported by the most fragments.   

Next, other fragments associated with that zip code are removed from consideration. This process 

is then repeated for the remaining zip code with the largest number of supporting fragments. 

 

Determination of chromatin marks and expressed genes 

Gene annotations were determined based on Ensembl release 75. Jurkat gene expression data 

produced by Encode (Consortium 2012) was used (accession ENCSR000BXX), and genes with 

TPM counts greater than 5 in both replicated were considered to be expressed. H3K27ac peaks 

were identified using data from (Hnisz, Weintraub et al. 2016) (GSM1697880 and GSM1697882). 

Chip-seq and control data were aligned to hg19 using bwa mem and peaks were identified using 

macs2 v 2.1.0 (Zhang, Liu et al. 2008) with the --nomodel option. For H3K9me3 peaks, data from 

(Reeder, Kwak et al. 2015) (GSM1603227) were aligned to hg19 using bwa mem and processed 

using macs2 without a control sequence set. For both marks a p value cutoff of 1*10-9 was used. 

 

Ethics statement 
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Peripheral blood mononuclear cells (PBMCs) were isolated from fresh human blood from 

healthy donors provided by the Department of Pathology at the University of Michigan. All 

samples were anonymized and all use of human samples was approved by the Institutional 

Review Board at the University of Michigan.  
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Figure 2. 1. Monitoring proviral replication competence across generations.  (A) Schematic illustrations of the 
vectors used in this paper. Lavender bars represent the sites of randomized sequence insertions. Features and 
construction are described in Materials and Methods. (B) Schematic of the experimental flow of the replication 
competence experiment, depicting the analysis of genomic DNA and viral cDNA harvested from the F1 and F2 
generations. Each color represents members of a clone: on initial integration, one cell (represented by a circle) per 
color. The loss of colors over the course of the experiment represents predicted outcomes of mutational inactivation. 
(C) Summary of the number of independent zip codes detectable at different stages of the experiment. A total of 63 
zip codes were detected in all four pools. The number of clones present at the indicated stage but not later are 
indicated at the top. (D, E, F) Scatter plots of zip code read proportions across indicated stages of the experiment, 
as outlined in (B). Each clone is represented by a single point, colored to reflect that clone’s persistence based upon 
the progression pattern depicted in (C).  The Spearman correlation for each comparison is given.  
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Figure 2. 2. GFP+ proportions for independent clonal lines within a complex population. (A) Schematic description 
of the cell pool splitting and sorting procedures performed. GFP+ proportions were determined as described in the 
text. (B) comparison of fraction GFP+ determined for each zip code in Pool 1 and Pool 2. Each point represents a 
single zip coded cell clone. Individual clones are colored based on their fractional abundance in the original 
unsorted pool as indicated by the color bar on the right side of the panel. (C) as in (B), but with data for the less 
abundant clones removed to show only the 225 zip codes with fractional abundance > 0.001. 
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Figure 2. 3. GFP+ proportions of passaged and re-sorted GFP+ and GFP- cell pools.  (A) Depiction of the cells’ 
passaging and sorting scheme, with the initial sorted pools characterized in Figure 2.2 at the top, followed by the 
re-sorted sub-pools analyzed here. The % GFP+ above Pool 1 or Pool 2 in (A) or (B) respectively represents the % 
GFP+ cells in that Pool prior to sorting. The percentages listed for the sorted cells below that indicate the 
proportion of the unsorted pool that were sorted into the indicated, after gating as described in S4 Fig. (B) Analysis 
of zip codes that sorted GFP+ in Pool 1. Y axis indicates the GFP+ proportions determined in the second sort 
(within beige shaded box; this was a re-sorting of the sub-pool that had sorted GFP+ in the first sort and had been 
passaged separately for > I week) and X axis is GFP+ proportions from Pool I first sort (eg: Figure 2.2C X axis) 
(C) Analysis of zip codes that sorted GFP- in Pool 1. Y axis indicates the GFP+ proportions determined in the 
second sort (within beige shaded box this was a re-sorting of the sub-pool that had sorted GFP- in the first sort and 
had been passaged separately for > I week) and X axis is GFP+ proportions from Pool I first sort (eg: Figure 2.2C 
X axis) (D, E, F) Analysis performed as in Figure 2.3A, 3B, and 3C, for zip codes in Pool 2. (G) Stability of GFP+ 
proportions in Pool 1 over time. GFP+ proportions determined in the first sort (Figure 2.3 data) plotted against 
reconstructed, as assessed by comparing GFP+ proportions for each zip code derived from data in Pool 1 at the 
second sort (Y axis, data from panels B and C) vs the first sort (Figure 2.2C X axis). Second sort GFP+ proportions 
were reconstructed by weighting the GFP+ and GFP- sub-pool values determined in panels A and B as described in 
Materials and Methods. (H) Stability of GFP+ proportions in Pool 2 over time, performed as described in panel G 
for Pool 1.  

 

 

Figure 2. 4. Integration site features. Integration site properties are shown for each zip code. In each panel, the 
‘expected’ bar shows the proportions that would arise if integration occurred uniformly at random positions 
throughout the genome, ‘all’ represents proportions for all examined zip coded integrants, and ‘GFP+’, ‘GFP-‘, 
and ‘Mixed’ represent zip codes assigned to the mostly GFP+, mostly GFP-, or mixed, as described in the text. (A) 
Comparison of proportions of each category of integrants that resides in annotated genes. (B) Proportions within 
genes annotated as expressed in Jurkat cells (Serrao and Engelman 2016) (C) Comparison of proportions of each 
category of integrants that resides in the same orientation as gene transcription. Statistically significant pair-wise 
differences are indicated by bracket lines and an asterisk symbol with * indicating p<0.05, ** p< 0.01, and *** p< 
0.001. Results for (A) and (B) were determined by permutation while results for (C) are based on a binomial test. 
Nominal p-values are indicated without correction for the number of tests performed. 
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Figure 2. 5. Correlations between GFP+ proportions and mapped epigenetic features. Each of the 225 zip codes 
were binned into one of three categories (mostly GFP+, mostly GFP-, or mixed, and as described in the text). (A) 
box plots show the fractional abundance of each zip code residing in that category of clones, as determined in the 
unsorted Jurkat pool (Figure 2.2 data). (B) distances to H3k27ac and (C) H3k9me3 peaks, respectively, for the 
mostly GFP+, mostly GFP-, and mixed expression pattern zip codes. For each box plot the median and interquartile 
range is depicted. Pairwise comparisons with significant differences based on a Mann-Whitney U two-sided test are 
indicated, *= p<0.5, ** = p<0.01. Nominal p-values are indicated without correction for the number of tests 
performed. 
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Figure S2. 1. Zip code complexity in Gibson assembly mix used to generate zip coded virion RNAs. A zip code 
amplicon was made from 1% of the Gibson assembly mix used in transfections to generate zip coded virus. The 
amplicon was high throughput sequenced and zip codes were clustered into zip code families. Of 6.23 million 
sequencing reads, the plot shows ~4% of the reads (right axis: red) contained 100,000 zip codes (left axis: blue). Zip 
code rank refers to the order of zip coudes, sorted by read abundance. 
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Figure S2. 2. Zip code family and read abundance for single cycle pilot experiment. The red line (right axis) shows 
the cumulative fraction of reads accounted for by each unique zip code.  The blue line (left axis) shows the number 
of unique zip code families determined after clustering the indicated number of unique zip codes. The inflection 
point on the blue line indicated that the zip codes clustered into 74 families. 
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Figure S2. 3. Analysis of Jurkat cell pool high throughput sequencing reads and assignment of zip code families. 

 

 

Zip code fractional abundance. Each of 706 zip code families identified in the Jurkat pool is depicted by a single 
point.  The clones are arrayed left to right from the most abundant to the least abundant, with the fractional 
abundance of total reads assigned to that zip code on the Y axis.  

 

 

 

Zip code rank and fractional abundance for Jurkat pool. The red line (right axis) show the cumulative fraction of 
reads accounted for by each unique zip code. The blue line (left axis) shows the number of zip code families 
determined by clustering the indicated number of unique zip codes.  
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Figure S2. 4. Gating of GFP+ and GFP- subpopulations for sorting. Prior to sorting, cells were stained with 
propidium iodide. (A) Uninfected Jurkat cells were gated based on FSC-Area and SSC-A to gate out cellular debris 
(panel 1), and based on FSC and SSC widths and heights to exclude doublets (panels 2 and 3). Next, the propidium 
iodide positive cells were gated out in the PE channel to exclude dead cells (panel 4) and GFP- and GFP+ gates 
were drawn in the FITC channel as shown panel 5. These gates were then applied to (B) Pool 1, and (C) Pool 2 and 
sorted into GFP+ and GFP-. 
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Figure S2. 5. Flow cytometric analysis for the co-occurrence of intracellular Gag staining and GFP 

Performed using Jurkat cells containing zip coded HIV GPV- library as described in Materials 

and Methods. Numbers in each quadrant indicate the proportion of total cells in that quadrant. 
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Figure S2. 6. GFP+ fractions in primary cells. Scatter plots of GFP+ proportions for three primary cell 
experiments. The percent GFP+ for each zip code was calculated assuming 95% of cells were GFP+. Inclusion 
criteria were selected to identify zip codes sufficiently abundant following the limited cellular divisions in the 
passaged primary cells. For each zip code plotted, the abundance fraction determined in summed GFP+ and GFP- 
sorts was required to be >0.0001. (A) Scatter plot of GFP+ proportions for experiment 1.  A total of 349 zip codes 
passed the inclusion criteria, and show a Spearman correlation of ρ=0.367 (p=6.45x10-12) among SplitA and SplitB 
replicates. (B) GFP+ proportions from experiment 2. 73 zip codes passed the inclusion criteria, with a Spearman 
correlation of ρ=0.719 (p=7.65x10-13).  (C) GFP+ proportions from experiment 3. 90 zip codes passed the inclusion 
criteria, with a Spearman correlation of ρ=0.730 (p=3.22x10-16). In each case, points are colored based on average 
fraction abundance in the GFP+ pools (green color bar). We note that sequencing libraries for experiments 2 and 3 
were prepared at the same time and 6 additional PCR cycles were required due to low input of starting material. 
Some high abundance zip codes, representing potential contamination, were found in both experiment 2 and 3 
libraries and were removed from all analyses. Note also that in primary cell experiments, many zip codes were 
detected in only one pool, likely representing unintegrated viral DNA or infected cells that had divided too few times 
to be sampled evenly. For example, aliquots of experiments 2 and 3 unsorted infected cell pools displayed totals of 
43,525 and 33,114 zip codes, respectively. Of these, 35,686 (82%) or 28,842 (87%) were not observed in either 
GFP+ or GFP- fractions of SplitA or SplitB. This high rate of zip codes observed only in the unsorted pool 
illustrates the challenges in the primary cell analysis, which relies upon sufficient cellular divisions for zip codes to 
be detected in a reproducible manner among split pools.  

 

 

Experimental 

repetition 

SplitA/SplitB 

%GFP+ 

# zip codes that 

pass inclusion criteria 

Spearman 

correlations 

A 0.4/0.41 349 0.367 

B 0.2/0.22 73 0.719 

C 1.0/0.9 90 0.730 

 

Table S2. 1. Summarized data for the three primary cell experiments. Note that the GFP- sorted cells included 
uninfected cells. Experimental information is provided above and in Materials and Methods.  
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Table S2. 2. Randomized sequence tags in trial proviral clones 

 

Library  gccatcgatgNNNNNNNNNNNNNNNNNNNNtggatctaccac 

Clone 1 gccatcgatgGGTACGGTGGTCATAGCATGtggatctaccac 

Clone 2 gccatcgatgGCTCGCGACTGGGGGTGGTGtggatctaccac 

Clone 3 gccatcgatgGGTTAGTTGGCGCAAGTGCTtggatctaccac 

Clone 4 gccatcgatgTGTCTCATCGGACGGAGGATtggatctaccac 

Clone 5 gccatcgatgACATCATGTGTCGCTCCTGCtggatctaccac 

Clone 6 gccatcgatgAGCTCGGAGCGTGCGACGGCtggatctaccac 

Clone 7 gccatcgatgTCAGCGATCGAAACATCGCGtggatctaccac 

Clone 8 gccatcgatgAATTACCGCGGGGACCGGCTtggatctaccac 

Clone 9 gccatcgatgGATGTGGAGTAAGCCAGTCGtggatctaccac 
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zipcode 
ins 

Chrom 
ins BP 

ins 

Strand 

num 

Shear 

Points 

(3nt 

Rule) 

num 

Shear 

Points 

(unique) 

total  

Reads 

 
AAACGGTTACAGCGTGGCAC chr3 18395421 rev 17 48 2050 

 
AAAGCGCCTTACGCGCACGA chr1 108595225 fwd 15 94 8901 

 
AAATCCACTGTTGTATAATG chr2 63820806 fwd 27 102 4584 

 
AACACAGGCTGTCATAGCTG chr17 74702540 rev 20 49 1582 

 
AACAGTGTCTTTGAAAACCC chrX 118686433 rev 3 3 3 

 
AACATAAATGGATAGCCATG chr16 14672056 fwd 9 32 977 

 
AACTCGTTTACCCCTTCTAC chr3 126502143 rev 17 24 732 

 
AAGAATCGCCCCTTGCGCGA chr12 123700550 fwd 27 73 2672 

 
AAGAGTAAGCAGCAATATA chr1 194511803 fwd 9 17 606 

 
AAGCGTCTCAACCAATCGAA chr15 83807195 rev 14 32 637 

 
AAGGTAGTCTCCACGAATAT chr21 33751694 rev 14 29 389 

 
AATCGGCCTCCTTAACGATC chr11 68293424 rev 8 13 631 

 
AATTCTGTAAGTGTGTCGAA chr2 32110713 rev 34 159 8104 

 
AATTGTTCACCTTTACTGGA chr3 125254009 fwd 14 34 832 

 
ACACGAGAAGTTACTTGCTG chr6 35893422 rev 27 99 4792 

 
ACCCTTGCATAGTATCAGAC chr4 83805060 rev 11 26 708 

 
ACCGCGAATGACTTGGACTA chr14 24691959 rev 15 37 1316 

 
ACCGCGACAAGGGGCTCCTC chr11 108580222 fwd 12 44 1544 

 
ACGACGTCGAATCGTGATAT chr10 95445139 rev 13 25 254 

 
ACGCAACGGGGGACTGGGGC chr20 35705414 rev 10 14 73 

 
ACGCGTTACACATGTACGCA chr2 69552981 fwd 13 19 328 
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ACGGAACGCCAATATGCGTG chr1 59456184 fwd 13 26 678 
 

ACTGAGTTCCACAGATAGCA chr16 2299453 fwd 14 46 2190 
 

ACTGCAAAGCGGGCCGACAG chr12 57457811 fwd 8 10 176 
 

AGAAATCCCTTAACAGAGAG chr2 55749153 fwd 7 14 216 
 

AGAAATCTGATAACTTTAGG chr1 153869984 rev 4 4 5 
 

AGAATGAAGGGGAACTGACT chr17 29592319 rev 1 2 2 
 

AGACCCTGCGGTCACATCAG chr12 50917807 fwd 13 40 1693 
 

AGACCTCCTTGGGGAGTCCG chr11 134304579 fwd 5 11 92 
 

AGACTGAGAGTCAACGCTTC chr11 65634277 fwd 5 13 119 
 

AGAGACAAATTGAAACCGAT chr3 52295062 rev 21 43 2651 
 

AGATGCCCAAGCAGAAAACT chr9 88613604 rev 15 34 1496 
 

AGATGTTCGACGAGCAACGT chr17 4204916 rev 12 50 3375 
 

AGCGACGTATCATAGAGAGG chr20 43269953 fwd 15 29 826 
 

AGCGTGACCCTAGTTCTATC chr15 89804561 rev 21 44 1395 
 

AGCTATTCATGAAGACCTGG chr19 19234772 fwd 21 62 3387 
 

AGCTTCTGCGTACCCCATAT chr16 399531 rev 21 67 3725 
 

AGGCCGGGACCGCATCGGGT chr3 169864928 rev 20 55 2190 
 

AGGGATTCGGTCGCCGATAT chr3 15754061 rev 16 37 1599 
 

AGGTTCTCATACGAGAACCT chr11 65046054 rev 21 52 2336 
 

AGTAACCCTTAGTTAGGGTA chr17 17175509 rev 23 166 11202 
 

AGTTGTCATACGTATGCAGT chr21 47923541 rev 11 56 3298 
 

ATAAACCCTTGGGAGTATCT chr15 62283187 fwd 18 28 451 
 

ATAATTGCTACTCACGGATG chr1 185088174 fwd 12 26 1437 
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ATACCGATGCTATTTTTATT chr1 149731511 rev 7 28 1188 
 

ATACGAGCATCCCCCGGTAC chr2 128861119 fwd 20 47 2132 
 

ATATCTGGAAACTTCTGTTC chr11 68337332 rev 15 33 801 
 

ATATGAGCCGTTTAACAGAG chr17 7214174 fwd 10 19 634 
 

ATCATTCTTTCGCAAAAAAA chr3 195787073 rev 5 6 6 
 

ATCCATCTAGAATCGGGGAC chr1 93603537 fwd 18 54 1383 
 

ATCGGTATTGATGTGCAAGC chr10 5757714 fwd 25 96 5688 
 

ATGGCAACCCTAACCACTAT chr1 116042595 fwd 18 55 1812 
 

ATGTAGCATTGCATGTATGC chr3 34152671 rev 10 15 530 
 

ATTCTCACTTTCTGTCCCGC chr19 42058337 fwd 26 71 2991 
 

ATTCTGGTTCTTAGGGGACT chr6 135738933 rev 12 24 1614 
 

ATTGACGCCAAGTGCCAGCG chr16 66849235 rev 17 49 1562 
 

ATTGGCAGACAGCTAAATCA chr12 62768615 fwd 21 87 3327 
 

ATTGTAAGGCGCTCTTCCAC chr22 41328631 rev 3 5 12 
 

CAAACTAGGGTTTAGGATAA chr19 13258242 fwd 1 2 2 
 

CAACGGCCTGTGAGGATGGA chr1 11730262 rev 21 69 669 
 

CAACTCCTGCTCCCACCAAT chr21 45454599 rev 8 13 610 
 

CAAGCAGTGAAACCGATTAG chr19 52072025 fwd 21 42 1106 
 

CAATTAAGTGTGAATTGTCG chr17 58008202 fwd 29 94 4486 
 

CACAATTCTGATTTCCTATC chr18 59800169 rev 20 68 2741 
 

CACGGGTGATACGTCCTGAA chr2 160590814 rev 1 1 1 
 

CACTCTACATCATAAGTAGT chr7 135073658 fwd 22 67 3739 
 

CACTCTCTATGTCGTGTTAT chr2 51538264 rev 5 7 347 
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CACTGCCCAAGCAATTTCAT chr6 89600354 fwd 10 13 251 
 

CACTGTGTAACCCTCGTCGC chr16 57243954 fwd 19 58 4066 
 

CACTTGCGGTGATCCCTGGG chr20 52452675 rev 23 196 9865 
 

CAGCACGATAAAATACTCTC chr2 99326959 rev 2 2 2 
 

CATATTGACACCCGCTGGCT chr1 114972800 rev 4 7 39 
 

CATCCAGACTCTTAGTAACT chr16 67588223 fwd 20 48 1675 
 

CATCGTAAAGTGAGCGTTAA chr18 9183245 rev 12 22 720 
 

CATCTGCGTCCTGCCTCGTC chr7 43644182 fwd 13 24 1206 
 

CATTAATTTACGAAGGTTTA chr17 47727743 rev 2 3 3 
 

CATTTGTTGACCAGCAGCGT chr5 83921932 fwd 10 15 428 
 

CCAACGGAATTGCCCTTTCC chr3 125764667 rev 17 51 1992 
 

CCACAGTTCACCCTTTGTAA chr3 194120775 rev 1 1 1 
 

CCCAATTATACTCAGGGCGA chr20 21336740 fwd 10 17 264 
 

CCCCACGGGTTCAGCTGATT chr3 149585548 fwd 7 16 1131 
 

CCCCATACCTGTACTCCGCC chr2 26596975 rev 9 12 392 
 

CCGGCAAAGTCACCACCACT chr2 160590801 rev 18 102 4553 
 

CCGGGCATGATCGATAATGT chr17 60584939 fwd 6 13 503 
 

CCGTAATCATGATCTAGTCC chr4 57288570 fwd 18 39 1118 
 

CCTCAAGCGGAAATTGGAGG chr2 242230256 rev 12 19 435 
 

CCTCCCCTTAAGTGGGGATG chr2 128237892 fwd 24 65 2330 
 

CCTCGATTCGAGAATTCGTG chr1 213036048 fwd 19 85 3804 
 

CGAGCATTTTTGAATGGTTG chr5 138661871 fwd 22 45 1422 
 

CGAGTGTATCATCACTCGAA chr11 47082155 fwd 12 36 1634 
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CGATGGAAAAAATGACGTTA chr12 101744563 rev 20 40 921 
 

CGCAGTAGTATGAAGTATGA chr20 34247250 rev 24 106 8913 
 

CGCATGGGGCGGGAGCAGAG chrX 70508662 rev 2 2 2 
 

CGGAAAAAAAAGAGGCCGGG chr5 132045324 rev 21 127 8668 
 

CGGACCCACTTGCTTCACGC chr1 31465909 fwd 17 28 850 
 

CGGAGACAACTCTTCTGTTT chr21 47905470 rev 10 18 220 
 

CGGGACTCTGTTTCGCAAAC chr21 23801760 rev 8 14 152 
 

CGGGCCGGGCACCTACGCAG chr12 49074757 fwd 10 27 834 
 

CGGTTATCTTTCCGGCTCTA chr17 32704009 rev 14 39 1187 
 

CGGTTTGCGGGGTCGCCTAC chr10 53467887 rev 13 24 699 
 

CGTCGAGTGCACGAAGCACA chr16 1696834 fwd 23 64 2896 
 

CGTCTCACTGAGCAGCCAAG chr20 43666534 fwd 10 23 444 
 

CGTGATTTGTTGTAAGATGA chr13 50649083 rev 7 13 424 
 

CGTTATATGATCGATCATAT chr4 40112573 fwd 17 58 2800 
 

CTCATTTTAGCTATGTCCGT chr5 31521263 rev 11 31 1709 
 

CTCCCCCGCACAATAGTGTG chr17 47405396 fwd 11 50 2261 
 

CTCGTGATGCCCGTAGGAGC chr17 78596696 fwd 1 1 1 
 

CTGATATAGCTATAGAGTGA chr15 91341982 fwd 4 8 197 
 

CTGCCGAAGTATATCAGCAG chr22 40863064 fwd 5 20 1421 
 

CTGCGGATTAGCGTCTGTAA chr1 114982359 rev 8 12 229 
 

CTGCGGTGTGGTTCTTGGCA chr15 77438425 rev 8 16 325 
 

CTGCTCGTATAAAGTAGTAC chr21 38872071 fwd 7 14 326 
 

CTGGAAGAACTTTTGCAGCA chr11 33958369 fwd 1 1 1 
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GAAAAGTTTGCCCACAATAC chr13 60681242 rev 16 24 585 
 

GAAACTCTGCACCTATTAAT chr18 20598740 rev 15 25 980 
 

GAACAGGCTAAGTACTCCCT chr17 30682805 rev 19 67 3192 
 

GAAGACACATTAACTTGTAC chr14 106458885 rev 16 25 311 
 

GACATACTAGCGCGGGCTAT chr1 149850614 fwd 24 111 3660 
 

GACCTATGCGTATTGCGGCA chr9 131725938 fwd 21 59 1768 
 

GACGACAACCACCGACCGAC chr9 15725780 rev 19 52 1139 
 

GACGCTCCAAGATTCTTAAC chr3 150910355 rev 18 123 6230 
 

GAGCGGCGAAATCGGACCTG chr9 132775655 fwd 6 12 176 
 

GAGTCGTAGGTATTAGCGAA chr17 74082586 fwd 24 65 1830 
 

GATAAAACGAGCATTAGAAA chr5 176681791 fwd 10 21 828 
 

GATAGCCCGTAGGCGACGTC chr1 156314957 fwd 15 23 496 
 

GATGTCTGAGGCCGTACAAT chr17 4188572 rev 5 24 1462 
 

GCACATAAAGAAGTGCTTTG chr13 99864323 rev 6 20 457 
 

GCACATCACGCGCAGCGGGC chr7 23643901 rev 8 16 302 
 

GCACCCCGGGAGTGAAAACC chr12 48443290 rev 14 25 612 
 

GCAGGGTAGCAACATAGGCC chr17 27837380 fwd 17 200 16349 
 

GCATCTCTCCCGTAACCGCT chr17 64798415 rev 16 26 961 
 

GCATTCGTCGCCTTTTTCGA chr6 147631249 fwd 5 11 130 
 

GCCACTTACATCTAGAAAGC chr6 111025400 rev 5 5 15 
 

GCCATGTGGCGCGATATACC chr3 151072823 fwd 10 37 1260 
 

GCCCATCCGGTCCGGAGATC chr15 72838284 fwd 13 29 653 
 

GCCCCAAAGGGACTGAATCC chr4 48876058 rev 4 5 11 
 



 89 

GCCCCGACCCGCGAGGGGGA chr7 44689340 rev 16 46 3626 
 

GCCTGACTCATATTCAGGGA chr19 18431133 fwd 26 110 4835 
 

GCCTTGATTGTAAGGTGGGG chr2 105929621 rev 7 13 690 
 

GCGACCCCCAAGAACCAGAT chr7 72402060 fwd 16 33 855 
 

GCGACGCTTGACAATGTCGA chr4 83782207 fwd 26 91 3419 
 

GCGTCAAGAAATAGAGAATG chr8 86106668 rev 13 31 491 
 

GCGTCATGGAGTTCCTCCAT chr16 3027720 fwd 24 166 8948 
 

GCGTCCATCAGCACATCAGG chr19 50292416 fwd 11 26 760 
 

GCGTGAACATTATACACTTT chr1 152355191 fwd 27 103 7424 
 

GCGTGCGGTTGCTACACAGA chr1 168154114 rev 11 21 666 
 

GCGTTAGTTAGCTCGGTTGG chr9 131819215 rev 19 43 1967 
 

GCTACAGATGTTCTTGCCGC chr11 62400130 rev 2 2 2 
 

GCTGTTTCTGGGGCGCTCA chr1 51922203 fwd 9 17 427 
 

GCTTAAATCGACAAGCGTAT chr12 25484506 fwd 16 38 942 
 

GGAGACCGCAATCCTACGCG chr2 26026282 rev 5 9 306 
 

GGCACCGGGGCAATCCGGCA chr20 47890056 fwd 6 9 36 
 

GGCCCCTGATGCTTGGATTT chr4 184917808 rev 6 7 116 
 

GGCCGTAAAGGGCTTAAATG chr7 92200060 rev 17 38 1116 
 

GGCTAGAGTAGCCGATCGAG chr6 97712715 rev 11 22 722 
 

GGGATTCTGGACACTAGCCG chr2 61515437 fwd 5 6 6 
 

GGGCACTAGGCCGATAGTTT chr5 52074929 fwd 3 3 3 
 

GGGCATTACATCTAATCAAA chrY 23350488 fwd 17 38 788 
 

GGGGAACCCCCGCGAGGGGA chr9 96241196 fwd 2 2 2 
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GGGGCTTCAAATCACGCAAT chr4 69197416 rev 19 48 1863 
 

GGTAAAGTTACATCGGATAC chr9 15725794 rev 1 1 1 
 

GGTACATATCCCAAAAGGGA chr12 102528184 fwd 14 62 4835 
 

GGTGATTCGGTTATGTGCTA chr1 186305474 rev 18 44 1527 
 

GTACAAGCTTTGTAACCCGA chr7 99079633 fwd 14 35 703 
 

GTATTCTCGCACCACCCATC chr19 10267306 rev 21 54 1956 
 

GTCGGATATAAATCCGCTCT chr10 27413350 rev 15 22 97 
 

GTGGTAAAGTAAAACTTGGG chr16 14583042 rev 11 23 482 
 

GTGTCGTTAAGCCCGGCATA chr12 57627963 rev 23 74 3910 
 

GTTAGGTCACTAACAACGGA chr7 24684959 fwd 6 8 250 
 

GTTCGCTTCTGGTTCGTGT chr10 116595096 fwd 17 26 275 
 

GTTTATCTGGAAGCGTACTC chr15 78338420 fwd 2 3 18 
 

TAACAGTATTTTCTAGGAAC chr14 74139316 rev 9 13 56 
 

TAATGTTAGGTAATTCCGGA chr2 20509207 rev 5 7 9 
 

TAATTGCATAAATCTCGCCG chr2 192268452 fwd 8 22 728 
 

TACCTACATGCTTCGCCGTA chr12 49816602 fwd 16 43 2075 
 

TACGGACAGGTTTAGACCTA chr11 108219643 fwd 16 32 557 
 

TACGTTCCGCATAAACCGTC chr17 7243712 rev 17 27 1074 
 

TACTGAAGATCTAGTCATGA chr5 32547909 fwd 27 97 4465 
 

TAGAACCCCAATCCGGGGCC chr3 196348422 rev 27 110 5514 
 

TAGTGTGCTAGGTACTTCCC chrX 13757756 rev 8 12 346 
 

TATAATGTTTAGTCGCCTGG chr6 37905815 fwd 27 109 3028 
 

TATACAGCCCGAACACAATG chr6 121609102 rev 6 8 48 
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TATCTCCCGCATTATGTCGC chr2 9666113 rev 18 46 1224 
 

TATCTTAAATAGTTTTTATA chr7 7264648 rev 6 14 343 
 

TATGGTAGGATGCTCAACAC chr4 71573510 rev 15 65 2652 
 

TCAGACCCCCGAAATGGGCC chr16 69186487 rev 16 73 3935 
 

TCATACTCAAGACAGCCGAT chr17 65911250 fwd 25 131 6496 
 

TCCATTGGAGCCCAAGTGTT chr3 50091269 fwd 11 26 768 
 

TCCGAGGCGACGCCTTTCGG chr12 49069223 rev 27 140 10935 
 

TCCGATCCAAGCATAAAAGA chr1 1716276 rev 25 79 2336 
 

TCCGTCCGGTATTTAGATTT chr11 65870281 rev 11 20 151 
 

TCGAAACAGAGTTTGTAGAG chr3 182913103 fwd 20 129 8051 
 

TCGGCAGCCCCCTTCGAATG chr12 49429664 rev 13 40 1812 
 

TCGGCGGGTACAACCAATGA chr7 135273281 fwd 16 25 303 
 

TCGTAGGACAGTCGAGTTTG chr3 152006563 fwd 8 16 1008 
 

TCGTGGTACCGAACGACTAG chr17 3723709 rev 15 31 873 
 

TCTCACCCCCTTGAATACAG chr1 114440807 rev 29 110 4595 
 

TCTCGGTACTAGGGGGCCTT chr6 109436863 rev 17 111 7527 
 

TCTTACACGGATTAGTGCAA chr17 2026530 fwd 23 119 6859 
 

TGAAACCTGACGAAACTGTG chr15 57245476 rev 11 24 1237 
 

TGAACCGCGGATTTTGGGCG chrY 2825026 rev 12 24 586 
 

TGACCTCCGATCACCCGGAG chr20 62246791 fwd 12 36 1146 
 

TGAGAGATCGCTACACTGTA chr3 196291350 rev 29 171 9770 
 

TGCAATATCATGGCGGTTGC chr1 26287657 rev 11 42 1960 
 

TGCCCTTGTGTGTCTGATAT chr17 55342783 rev 12 35 1151 
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Table S2. 3. Integration sites

TGCCTAGAGCATACCTTAAG chr17 79812870 fwd 4 7 30 
 

TGCGCCCGATTTCTATCAAA chr12 50989965 fwd 12 18 293 
 

TGGAATCGCGCGGTATACCA chr4 74067540 fwd 5 13 424 
 

TGGACACTTGGTTCCTAGTG chr22 41263568 fwd 9 12 62 
 

TGGGATATCACTAACGATCC chr7 102836180 fwd 15 38 1160 
 

TGGTCTATCAGAGCGATATG chr14 56106865 fwd 5 13 325 
 

TGTATCAGCTTGATATCTTT chr2 128252115 rev 10 17 767 
 

TGTGAGCGGAGTCATCCGCG chr1 16635538 rev 19 41 239 
 

TTCAGAAATTCAACCGCATC chr18 12959748 fwd 21 40 1145 
 

TTCATGCAGCGGGGGTACAA chr2 240209559 rev 28 98 4484 
 

TTCGATAAACGCAGACTATT chr4 154397977 rev 19 37 1137 
 

TTGCACGGCATGTTACATTT chr5 138682146 fwd 18 35 929 
 

TTGCCTAGATCGCCGCTTCT chr9 134275447 fwd 17 50 2081 
 

TTGCTGTCCCGCTAGCGAGC chr6 135481600 rev 15 45 920 
 

TTGCTTACGAACTCAGTCTC chr17 57165969 rev 21 108 5461 
 

TTGGAAGAGGGTACTTGGAA chr22 36237160 rev 10 12 198 
 

TTTAGTGACGTGAGGATCAC chr19 2148971 fwd 15 59 6052 
 

TTTATTGCCCGACCACAATT chr16 66837004 fwd 10 23 331 
 

TTTCTCTAACCAACAATCCG chr19 58337901 rev 9 18 392 
 

TTTGAGGGGTACTACACCGC chr6 42633342 fwd 6 9 175 
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Chapter 3 2Bimodal Expression Patterns, And Not Viral Burst Sizes, Predict the 

Effects of Vpr on HIV-1 Proviral Populations in Jurkat Cells  

Abstract: 

Integration site landscapes, clonal dynamics, and latency reversal with or without vpr were 

compared in HIV-1-infected Jurkat cell populations, and the properties of individual clones were 

defined. Clones differed in fractions of LTR-active daughter cells, with some clones containing 

few to no LTR-active cells while almost all cells were LTR-active for others. Clones varied over 

four orders of magnitude in virus release per active cell. Proviruses in largely LTR-active clones 

were closer to preexisting enhancers and promoters than low LTR-active clones. Unsurprisingly, 

major vpr+ clones contained fewer LTR-active cells than vpr- clones, and predominant vpr+ 

proviruses were farther from enhancers and promoters than those in vpr- pools. Distances to these 

marks among intact proviruses previously reported for ART-suppressed patients revealed that 

patient integration sites were more similar to those in the vpr+ pool than to vpr- integrants. 

Complementing vpr-defective proviruses with vpr led to rapid loss of high LTR-active clones, 

indicating that the effect of Vpr on proviral populations occurred post-integration. However, major 

clones in the complemented pool and its vpr- parent population did not differ in burst sizes. When 

the latency reactivation agents prostratin and JQ1 were applied separately or in combination, vpr+ 

and vpr- population-wide trends were similar, with dual treatment enhancement due in part to 

reactivated clones that did not respond to either drug applied separately. However, expression 

 
2 This chapter has been published as Atindaana, E., Kissi-Twum, A., Emery, S., Burnett, C., Pitcher, J., Visser, M., 
Kidd, J.M. and Telesnitsky, A., 2022. Bimodal Expression Patterns, and Not Viral Burst Sizes, Predict the Effects of 
Vpr on HIV-1 Proviral Populations in Jurkat Cells. Mbio, pp.e03748-21. 
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signatures of individual clones differed between populations. These observations highlight how 

Vpr, exerting selective pressure on proviral epigenetic variation, can shape integration site 

landscapes, proviral expression patterns, and reactivation properties.
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Introduction 

HIV-1 establishes stable reservoirs in patients treated with antiretroviral therapy (ART), which 

consist of cells containing replication competent proviruses that are not cleared by the immune 

system and that can rekindle spreading infection (Bailey, Blankson et al. 2004). It is generally 

assumed that the latent reservoir consists of proviruses that are transcriptionally silent, but what 

causes this is unclear. Reservoir establishment and maintenance is multifaceted and may involve 

intracellular depletion of transcription factors, viral regulatory protein deficiencies, provirus 

integration position effects and epigenetic variation (Verdin, Paras et al. 1993, Emiliani, Van Lint 

et al. 1996, Emiliani, Fischle et al. 1998, Kulkosky, Sullivan et al. 2004, Lassen, Han et al. 2004, 

Archin and Margolis 2006, Williams and Greene 2007, Han, Lin et al. 2008, Lenasi, Contreras et 

al. 2008, Blazkova, Trejbalova et al. 2009, Mbonye, Wang et al. 2018). The oligoclonal nature of 

ART-suppressed patients’ proviruses suggests the reservoir’s long-lived nature is at least partially 

due to infected cells’ proliferation, which may be either homeostatic or driven by T cell receptor 

engagement (Wang, Gurule et al. 2018, Mendoza, Jackson et al. 2020, Simonetti, Zhang et al. 

2021). 

 

Fundamental aspects of latency in patients, such as the size of the latent reservoir, remain poorly 

defined. Method improvement for reservoir quantification is ongoing, as recent studies have 

demonstrated that quantitative viral outgrowth assays (QVOA) underestimate the latent reservoir 

while PCR-based quantification can overestimate it due to the predominance of defective 

proviruses (Eriksson, Graf et al. 2013, Bruner, Wang et al. 2019, Wonderlich, Subramanian et al. 

2019). Experimental approaches for reactivation must sometimes be applied multiple times to 

achieve reactivation ex vivo (Ho, Shan et al. 2013). Moreover, reported genetic dissimilarities 
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between ex vivo outgrowth virus and reemergent viremia suggest existing reactivation approaches 

may not accurately detect rebound-competent virus (Cohen, Lorenzi et al. 2018, Lu, Pai et al. 

2018). Large interclonal differences in virion release per T-cell and variability in virion release 

upon latency disruption may further complicate reservoir size determination (Bui, Mellors et al. 

2016, Hataye, Casazza et al. 2019). 

 

The rarity of latently infected cells in virally suppressed individuals makes the study of in vitro 

latency models necessary. Some tissue culture models for HIV-1 latency and reactivation, such as 

the widely used J-Lat clones, assess LTR promoter activity by reporter gene expression but lack 

genetic elements believed dispensable in HIV-1 latency (Jordan, Bisgrove et al. 2003, Pace, 

Agosto et al. 2011, Darcis, Kula et al. 2015). One such element is the vpr gene, whose product 

plays roles in viral infectivity in vivo (Eckstein, Sherman et al. 2001, Kino, Gragerov et al. 2002, 

Sato, Misawa et al. 2013, Zhang, Kang et al. 2021) but also causes cell-cycle arrest and can induce 

widespread changes in host gene expression (Yao, Mouland et al. 1998, Zhang and Bieniasz 2020, 

Bauby, Ward et al. 2021). Many latency models use vpr-defective proviruses which, cultured over 

time to allow proviral silencing, can be used for reactivation studies (Jordan, Defechereux et al. 

2001, Chen, Martinez et al. 2017, Fennessey, Pinkevych et al. 2017, Jefferys, Burgos et al. 2021). 

However, in such systems, the extent to which proviral quiescence represents the silencing and 

outgrowth of a subset of integrant clones versus global proviral silencing is unknown. 

 

Cell-based latency models have been used to pilot candidate cure strategies, including “shock and 

kill” and “block and lock” approaches. In contrast to ART, which prevents viral spread, the shock 

and kill method involves inducing virus expression with the intention that this will lead either to 
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cytopathic death of reactivated cells or to host immune recognition and infected cell clearance 

(Deeks 2012). Candidate latency reactivation approaches that perturb cellular pathways or 

complement intracellular deficiencies in experimental models include the use of prostratin, which 

stimulates T cells without inducing cellular proliferation and increases the level of NFkB (Korin, 

Brooks et al. 2002, Williams, Chen et al. 2004). Other latency-reversing agents (LRAs) include 

those that act to increase the level of pTEFb, including the BET bromodomain inhibitor JQ1 

(Boehm, Calvanese et al. 2013) as well as treatments that modify the chromatin environment, such 

as histone deacetylase inhibitors like suberoyl anilide hydroxamic acid (SAHA) and entinostat 

(Archin, Espeseth et al. 2009, Contreras, Schweneker et al. 2009, Edelstein, Micheva-Viteva et al. 

2009, Zhu, Gaiha et al. 2012, Jiang, Mendes et al. 2014). In contrast, the block and lock approach 

seeks to permanently silence proviruses to prevent their reactivation (Li, Mori et al. 2021).  

 

Molecules that are effective at reversing latency in various tissue culture models have been 

identified, but evidence thus far suggests that these are either too toxic to be therapeutically useful 

or that they fail to reduce the size of the latent reservoir in patients (Archin, Espeseth et al. 2009, 

Yang, Xing et al. 2009, Xing, Bullen et al. 2011, Archin, Liberty et al. 2012, Spivak, Andrade et 

al. 2013). This discordance may be due in part to differences among cell-based latency models, as 

some use infectious virus while others use viral reporters, and some use clonal integrants while 

others use heterogeneous proviral populations (Pace, Agosto et al. 2011). Thus, the inconsistent 

results in LRA reactivation studies using these models may reflect that each model captures at best 

a subset of the expression properties that contribute to the latent reservoir (Spina, Anderson et al. 

2013). And whereas effects on heterogeneous populations of integrants have been examined 
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extensively, the contributions of individual clones’ behavior to aggregate population responses 

largely have not been explored. 

 

In the current study, HIV-1 expression properties of hundreds of individual integrant clones were 

compared within polyclonal populations of barcoded proviruses. The influence of integration sites 

and the presence or absence of vpr on populations’ clonal structures and on their reactivation 

dynamics were investigated. Together these findings suggest that Vpr’s cytotoxic activity 

disproportionately affects a distinct subset of infected cells and plays critical roles both in shaping 

transcriptionally inactive proviral populations and in defining their reactivation potential. 

 

Results 

vpr- and vpr+ proviral pools differed in numbers of LTR-active cells 

To study the effects of Vpr on the responsiveness of individual proviruses in the absence of virus 

spread, Jurkat cells were infected with distinguishable vpr+ or vpr- versions of the NL4-3 

derivative shown in Figure 3.1A (Read, Atindaana et al. 2019). Using the EF1α promoter to drive 

constitutive expression of the puromycin resistance gene allowed selection of infected cells 

independent of LTR expression. Each genomic RNA in an infecting virus contained a unique 20b 

randomized “barcode” inserted in U3, which was duplicated in both LTRs after reverse 

transcription and enabled tracking individual proviruses. We refer to the barcodes as “zip codes” 

because in the context of proviruses, they report the genetic neighborhoods of each integrant. 

Infected cell populations were passaged without cell cloning, thus generating polyclonal integrant 

populations within which transcriptionally active cells were identified using LTR-driven GFP 

expression or by progeny genomic RNA released in Env- virions.  
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It has long been recognized that at least some HIV-1 integrants establish clones in which a fraction 

of the total daughter cells possess active LTRs while proviruses are silenced in other sibling cells 

(Weinberger, Burnett et al. 2005). Previous work using zip coded vpr- derivatives of the vector 

used here has shown that for each integrant, the clone gives rise to a mixture of cellular progeny 

that includes some GFP+ cells and some GFP- cells, and that over time sibling cells switch between 

LTR-active (GFP+) and -inactive (GFP-) expression phenotypes while maintaining LTR-active 

and -inactive cells in stable equilibrium proportions (Read, Atindaana et al. 2019). To confirm that 

individual integrant clones in the current study also contained clone-specific mixtures of GFP+ 

and GFP- cells, single cells were isolated by limiting dilution from the vpr- pool and expanded, 

and cells from each clone were then subjected to flow cytometry (Figure 3.1B). Consistent with 

previously reported differences in bimodal expression patterns among proviral clones (Read, 

Atindaana et al. 2019), the results showed that each clonal pool was comprised of both GFP+ and 

GFP- cells, with LTR-active proportions discernable by GFP+ percentages (%GFP+) that differed 

among the clones: mostly GFP+ cells for some clones (high %GFP+ clones), and distinctly 

different GFP+ percentages for others (Figure 3.1B). To confirm that these cells were clonal and 

contained single proviruses, and thus that observed mixed cell phenotypes did not reflect the 

presence of more one than one clone, PCR amplicons from these clones were Sanger-sequenced 

without subcloning and determined to display unique sequences, indicating that at least a large 

majority of each clones’ cells contained a unique zip code (See Materials and Methods). 

 

In the current study, four independent polyclonal integrant pools were established by infecting 

roughly 5x106 Jurkat T cells at a low multiplicity of infection (<0.0005) to ensure puromycin 
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resistant infected cells contained only one provirus per cell. Two of the pools contained vpr+ 

proviruses and two had integrants lacking vpr. Flow cytometry analysis after fourteen days of 

expansion showed significantly fewer GFP+ cells in the two vpr+ infected cell pools than in the 

two vpr- provirus pools (p=0.042, paired t-test; <5% vs. 73% GFP+, respectively (Figure 3.1C and 

3.1D). To address the possibility that uninfected cell outgrowth might have contributed to GFP- 

cell populations, an uninfected Jurkat cell control was cultured in parallel and subjected to the 

same schedule of puromycin treatment and selection-free media exposure as the infected cells. 

After a total of 14 days, these uninfected control cultures were analyzed by flow cytometry to 

ensure no surviving uninfected cells were detectable that might confound observations. In an 

additional test of the possible presence of uninfected cells, dual aliquots of each pool were analyzed 

about 30 days after the pool establishment. One aliquot was cultured with puromycin and the other 

left untreated. When analyzed by propidium iodide staining for cell death, no difference was 

observed between treated and untreated pool controls. 

 

Fourteen days post-infection vpr- and vpr+ cell pools were each sorted into GFP+ and GFP- 

subpools, and cellular DNA was harvested from an aliquot of each subpool immediately after 

sorting. Integrants’ zip codes were amplified from the cellular DNA samples in at least two 

separate PCR reactions per cellular DNA sample, and the subpools’ zip code contents were 

catalogued by high throughput sequencing. Correlation analysis for the fractional abundances of 

specific zip codes in replicate reactions showed reproducible zip code detection (Figure S3.1). 

 

After analyzing roughly three million sequencing reads per pool, zip codes were ordered by read 

abundance. Determining how many unique barcodes were present in each GFP+ pool revealed that 
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similar numbers of zip codes (approximately 2000)—each indicative of a single integration 

event—were detected in the GFP+ sorted cells from both vpr+ and vpr- pools, even though the 

GFP+ cell fraction of the vpr+ pool was very small. Because all four pools had been infected at 

the same multiplicity of infection, this finding suggested that the number of GFP+ integrants 

initially established did not differ markedly between pools, which is consistent with previous work 

in dendritic cells that indicates that the extent of proviral integration does not differ depending on 

the presence or absence of Vpr (Miller, Akiyama et al. 2017).   

 

Combining population-wide percentages of GFP+ cells in the unsorted cells, as determined by 

flow cytometry, with zip code read counts within sorted sub-pool libraries allowed calculating the 

percentage of LTR-active cells (%GFP+ values) within each cell clone (Figure 3.2A). Clones’ 

%GFP+ values were calculated using zip code abundances in FACS sorted GFP+ and GFP- cells’ 

DNA and normalizing to population-wide GFP positivity levels at sort time, as described in 

Material and Methods. Notably, for the top 500 most abundant clones in the unfractionated vpr+ 

and vpr- pools, median %GFP+ was significantly lower in the vpr+ pool (p=0.0001, Mann-

Whitney U two-tailed test), indicating that most cells in the vpr+ pool were members of low LTR-

active clones (Figure 3.2A). When GFP+ sorted cells from vpr+ and vpr- pools were cultured 

further, no viable vpr+ GFP+ cells were detected after three days, and thus although integrated zip 

codes in the freshly sorted cells were determined, the expression properties and clonal structures 

of vpr+ GFP+ cells could not be analyzed further. These results indicated that integration events 

that resulted in GFP expression were equally likely in vpr+ and vpr- proviral pools when the cells 

were examined early post-infection. However, the depletion of the vpr+ GFP+ cell sub-populations 
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suggested that whenever cells with vpr+ proviruses switched phenotypes from LTR-inactive to 

LTR-active, the resulting GFP+ cells died upon further cell culturing.  

 

Vpr shaped the clonal structure of infected pools 

Observing fewer GFP+ cells in the vpr+ pool than in cells with vpr- proviruses was not surprising 

due to Vpr’s well-known cytotoxic effects. Along with env, tat, nef, and vpu, vpr is one of the 

HIV-1 genes reported to be cytotoxic in at least some context (Bartz and Emerman 1999, Ohagen, 

Ghosh et al. 1999, Xu, Laffert et al. 1999). However, despite Vpr’s cytotoxicity, a small fraction 

of vpr+ GFP+ cells were observed among unsorted vpr+ cells, even though sorted vpr+ GFP+ 

cells did not survive three days of culture.  

 

One plausible reason unsorted vpr+ populations contained rare GFP+ cells was that these cells 

arose via recent phenotypic switches from clones that were largely inactive. To test this possibility, 

zip codes in GFP+ and GFP- sorted subpools were compared for both vpr+ and vpr- integrants 

(Figure 3.2B).  Ordering zip codes by their abundance in the unsorted pools and analyzing those 

that comprised the top 500 revealed that among vpr- cells, about 73.2% of all the zip codes were 

found in both subpools, while 4% were observed only in GFP- cells and 22.8% only in the GFP+ 

subpool.  In contrast, 86.2% of the vpr+ cells’ zip codes were found in both subpools, with 13.8% 

observed only in the GFP- subpool, and none of the zip codes found exclusively in the GFP+ 

subpool.  This suggested that the small fraction of GFP+ cells in the vpr+ pool (Figure 3.1C, D; 

vpr+) resulted from the recent acquisition of LTR expression by cells from the larger GFP- cell 

pool. If the vpr- pool is assumed to be relatively representative of a population that results when 
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all clones are equally viable, this suggests that when initially integrated, proviruses whose daughter 

cells were largely or always GFP+ were the dominant class of clones.  

 

Clones differed in LTR-active cell burst sizes 

Because the proviral vectors used in this study contained most HIV-1 genes and expressed 

packageable RNAs as well as a GFP reporter, expression properties could be measured both by 

GFP expression and by virion release. To determine the amount of virus released per LTR-active 

cell in each clone, total virus release from the vpr- GFP+ fractionated cell pool was quantified by 

p24 release; the limited viability of the vpr+ GFP+ cell fraction prevented this analysis for the 

vpr+ pool. Relative zip code amounts in virion RNA and in genomic DNA extracted from the 

GFP+ cells were then determined and used to calculate the amount of virus released per LTR-

active cell for each clone. These results are indicated in Figure 3.2C, with each clone’s release per 

LTR-active cell presented on the Y axis and clones ordered by their member cells’ %GFP+ on the 

X axis. All clones in Figure 3.2C are represented in light grey; regions that appear to display darker 

shading indicate the presence of multiple clones at the same coordinates. We and others have 

previously reported significant differences among HIV-1 infected cell clones in the amount of 

virus released per activate cell (Bui, Mellors et al. 2016, Read, Atindaana et al. 2019), and the 

results here indicated that burst sizes for the integrant clones in the current study ranged over four 

orders of magnitude.  

 

Notably, burst sizes were slightly negatively correlated with %GFP+ (Pearson’s R = -0.28) (Figure 

3.2C), indicating that clones that displayed higher %GFP+ tended to produce fewer virions per 

LTR-active cell than low %GFP+ clones. Because the intactness of these proviruses was not 
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addressed directly, it is possible that some of the observed variation in virus release reflected 

provirus defects. However, because this work quantified encapsidated viral RNAs, even low virus-

expressing proviruses must have remained largely intact, as proviruses with large internal deletions 

would have lost the ability to assemble viral particles. Another possible contributor to these 

differences may be that large burst sizes conferred some selection against high LTR-active clones 

during the weeks of infected cell passage that preceded these measurements. Although Vpr, which 

was not present in these cells, is the HIV-1 protein best recognized as cytotoxic, expression of the 

retained HIV-1 proteins or other elements may attenuate high %GFP+ clones in more subtle ways. 

 

High LTR-active clones’ proviruses were in closer proximity to genome marks associated with 

active gene expression 

The finding that LTR-active vpr+ cells were rapidly lost suggested that proviruses that had 

integrated into more active regions of the host genome might be selected against within polyclonal 

vpr+ populations. To examine this notion, we compared the proximities of vpr+ and vpr- 

integration sites to genomic features associated with active gene expression. First, zip code 

integration sites were determined using cellular DNA harvested ten days after establishment of 

each pool and mapped to 1171 and 1121 unique sites in the human genome for vpr+ and vpr- pool 

members, respectively (see Methods). Then, the proportion of zip codes located in genes versus 

those not in genes (as defined by ENCODE for Jurkat cells (ENCODE)) were compared (Figure 

3.3A, S3.2 Figure For first and duplicate pools respectively). Consistent with previous reports 

(Poon and Chen 2003, Sherrill-Mix, Lewinski et al. 2013, Vansant, Chen et al. 2020), the results 

indicated that similar majorities of integrants were established within genes regardless of whether 

or not vpr was present. Next, vpr+ and vpr- integrants were compared for their proximities to 
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specific genome marks associated with active gene expression that have been reported to pre-exist 

in Jurkat cells (Consortium 2012). No differences were found in distances to closest DNase I 

sensitivity sites, which are associated with open chromatin (Mann-Whitney U test, p=0.1854) 

(Figure 3.3B). However, proximities to H3K27ac (associated with enhancers) (Mann-Whitney U 

two-tailed test, p<0.0001) and H3K4me3 (associated with active promoters) (Mann-Whitney U 

two-tailed test, p<0.0001) marks differed significantly, with proviruses from vpr+ pools somewhat 

farther from these marks (Figure 3.3C-D).  

 

To correlate clones’ LTR-active proportions with their proximities to active chromatin marks, 

distances from these marks were compared for high- and low-LTR active clones. Few clones 

displayed intermediate %GFP+ levels (Fig 3.2A), and all major clones in the vpr+ pool had clonal 

%GFP+ proportions of 30% or less. Therefore, only integrants from the vpr- pool were examined, 

and low LTR-active clones (%GFP+ < 30%) were compared to high LTR-active clones (%GFP+ 

>= 60%) (Figure 3.4A).  This analysis showed that distances to both H3K27ac and H3K4me3 

marks were shorter among high LTR-active clones than low LTR-active clones, albeit not 

dramatically, suggesting that the difference in integration site proximities observed between vpr+ 

and vpr- proviruses may be due to the survival of high LTR-active clones in the absence of Vpr. 

 

Because the vpr+ pool was devoid of high LTR-active clones, its high- and low LTR-active 

integrants could not readily be compared. However, with the reasoning that abundances of residual 

high LTR-active clones would gradually diminish over time, the dynamics of the vpr+ pool were 

examined by comparing samples harvested two weeks apart. Examination of the 100 most 

abundant zip codes in the unsorted vpr+ cell pool showed that only 68 of the top 100 zip codes 
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present on day 10 post-infection (Time Point 1) were observed among the 100 most abundant zip 

codes on day 24. When integration site proximities to H3K4me3 and H3K27ac marks were 

compared, the 32 zip codes that were absent from the top-100 on day 24 (Time Point 2) (Figure 

3.4B) were significantly closer to H3K4me3 (p=0.0193, Mann-Whitney U two-tailed test), and 

tended to be closer to H3K27ac marks (although not with statistical significance: p=0.1581, Mann-

Whitney U two-tailed test) than the 68 Time Point 1 clones that remained within the top-100 most 

abundant clones at Time Point 2.   

 

The spectra of LRA responses were similar for vpr+ and vpr- populations, but clonal behaviors 

differed 

To address possible functional consequences of vpr, the reactivation properties of LTR-inactive 

vpr- and vpr+ subpools were compared. The LRAs prostratin, a protein kinase C agonist, and JQ1, 

a bromodomain inhibitor, were applied separately or in combination to the GFP- sub-populations 

of each pool for 24 hours. Reactivation for each treated GFP- population was monitored both by 

changes in the frequency of GFP+ cells, as measured using flow cytometry, and by quantifying 

virus release (Figure 3.5A-B; S3.3A-B Figure). The results indicated that compared to single 

prostratin and JQ1 treatments, dual treatment resulted in additive levels of reactivation in both 

vpr+ and vpr- populations by both criteria (Figure 3.5A shows reactivation monitored by GFP+ 

cells and Figure 3.5B shows virus release; left panel indicates reactivation for vpr+ and right panel 

for vpr-). In dual LRA treatments for both pools, there was an approximately 4-fold increase in 

GFP+ cells, while virus release increased by approximately 30-fold relative to DMSO control. The 

most significant difference between the vpr- and vpr+ pools was that the absolute amount of virus 

release upon treatment was 3-fold higher in vpr- pools, and the responsiveness to JQ1 was lower 
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in the vpr+ pools. These differences between pools in their extents of reactivation were not due to 

differences in cell viability (Figure S3.4C). The observation that reactivation was enhanced by 

dual prostratin and JQ1 treatment is consistent with previous works by Boehm et al., and Darcis 

et al., using the same drugs in cell culture models of latency and ex vivo treated cells from HIV-1 

patients respectively (Boehm, Calvanese et al. 2013, Darcis, Kula et al. 2015).  

 

Next, the behaviors of individual proviral clones within the populations were determined. Virus 

release from the treated cells was quantified by p24 equivalent and cDNA was generated using 

virion genomic RNA upon LRA treatment. Zip codes were amplified from the viral cDNA and 

also from an untreated aliquot of the GFP- cells’ DNA, and zip code libraries were high through-

put sequenced. The results were normalized to calculate average virus release per treated cell for 

each clone (Figure 3.5C; Figure S3.3D).  

 

This analysis revealed that many clones were not detectably reactivated. For example, of the most 

abundant five hundred clones in the vpr- pool, sequencing virion RNA after reactivation treatment 

revealed no evidence of virus production for 102 of these abundant clones in the dual prostratin 

and JQ1-induced virion cDNA pools. When cells were treated with both drugs, some clones in 

both the vpr+ and vpr- pools displayed enhanced virus release per treated cell compared to single 

treatment conditions. Interestingly, both proviral pools included a subset of clones that were not 

detectably reactivated by either prostratin or JQ1 when the LRAs were applied alone, but that were 

reactivated upon dual LRA treatment.  
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Surprisingly, and only in the vpr- pool, reactivation levels observed under dual LRA conditions 

were lower than those observed with single LRA use for a subset of clones (Figure 3.5C: right 

panel. Compare, for example, the top dozen rows in the vpr- columns to those for the vpr+ clones). 

These same patterns of reactivation were observed when experiments were repeated using a second 

set of independently established vpr- and vpr+ pools (Figure S3.3D). A possibility suggested by 

this pattern of reactivation is that Vpr degrades a negative regulator of HIV-1 gene expression that 

is induced in Jurkat cells by prostratin treatment. And indeed, Vpr has been reported to cause 

depletion or mislocalization of several factors that can repress HIV-1 expression, including Class 

I histone deadenylases, the transcription factor ZBTB2, and the negative regulator of pTEFb, 

CTIP2 (Le Douce, Herbein et al. 2010, Cherrier, Le Douce et al. 2013, Romani, Kamali Jamil et 

al. 2016, Bruce, Bracken et al. 2021). 

 

Complementation of the vpr-defective pool led to depletion of high LTR-active clones but did 

not discriminate against high burst size clones 

As an additional test of the effects of vpr on polyclonal population composition, a functional copy 

of the vpr gene was added to cells harboring vpr- proviruses 16 days post-infection. This allowed 

comparing the behaviors of each of several hundred specific individual integrants in the presence 

or absence of vpr. This was achieved by transducing the vpr- pool with a tat-deficient lentiviral 

vector containing LTR driven vpr, which also contained the fluorescent marker mKO expressed 

from the constitutive SV40 promoter. This resulted in expression of Vpr only when a pre-existing 

vpr- provirus was transcriptionally active. mKO expression was used as a proxy for vpr vector 

transduction, and enabled cells that were successfully transduced to be sorted in the phycoerythrin 

(PE) channel (Figure 3.6A). 48 hours post-transduction, an unsorted aliquot was saved while the 
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remaining cells were sorted to identify GFP- PE+ cells (Figure S3.4A-B) for work described 

below.  

 

Comparing the proportions of GFP+ cells in the parental vpr- pool to the proportions in the same 

pool “reverted” to vpr+ by introduction of the vpr vector (hereafter referred to as the vprrev pool) 

showed a marked decrease in GFP+ cells between day-2 and day-14 post transduction (Figure 

3.6B). Although it cannot be ruled out that some feature of the transduction vector other than vpr 

influenced the cells’ properties, the selective loss of GFP+ transduced cells was consistent with 

predictions based on observations with the vpr+ pool, which showed that LTR-active cells were 

depleted in the presence of Vpr. 

 

Proviral zip code abundances in unsorted vpr- and vprrev pools were then compared. Of the 500 

most abundant clones in the vpr- pool, zip codes were split into two groups based on observed 

fold-change in relative abundance: those that were reduced by 10-fold or more in vprrev (reduced 

clones), and those with no observed reduction in their relative abundance upon vpr addition (not 

reduced). A comparison between the “reduced” and “not reduced” groups revealed that nearly all 

vpr- pool clones that displayed high %GFP+ --that is, clones in which most member cells displayed 

LTR activity-- were reduced in the vprrev pool (Figure 3.6C).  

 

In contrast, when the burst sizes of individual clones present in the vprrev population, as determined 

above for the parental vpr- pool (Figure 3.6D), were compared to the clones that were reduced 

versus for those that were not reduced upon complementation, no differences in the amount of 

virus released per active cell were detectable between groups. 
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The vprrev pool was then used to address whether vpr- pools rendered vpr+ by complementation 

displayed reactivation patterns similar to those of the original vpr+ pools. Transduced GFP- vprrev 

subpools were subjected to prostratin, JQ1, or dual treatment and analyzed by flow cytometry and 

virus release (Figure 3.6E). In general, the magnitude of reactivation as measured by flow 

cytometry did not differ significantly compared to no-drug control in the transduced cells (left 

panel). However, despite significant increase in virus release for dual treated samples (right panel), 

the magnitude was diminished relative to parental vpr- GFP- cells, with cells responding less to 

JQ1 treatment than they did before Vpr addition. Consistent with expectations if the phenotypes 

above reflected Vpr, transduced cells showed enhanced reactivation upon dual LRA treatment 

(Figure 3.6E; Figure S3.4C). Notably, clones (such as clones numbered 53, 133, 161, 293, 420, 

etc.in Figure 3.6F) that were highly responsive to JQ1 treatment in the parental untransduced vpr- 

pool, and that differentiated the LRA responsiveness of the vpr- pool from the vpr+ pool, were 

highly represented among those lost upon vpr addition. 

 

Genomic features of persistent intact proviruses in patients on ART are more similar to vpr+ 

than vpr- pool members  

Although patients’ vpr genes are not routinely sequenced, it seems likely that most proviruses in 

HIV-1 patients on ART contain intact Vpr and have survived its selective pressures. Having 

observed differences between vpr+ and vpr- viruses in cultured cells in terms of their reactivation 

patterns and proximity to genome features, we sought to determine which class of these proviruses 

more closely resembled those in persistent clinical isolates.  
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To do this, previously published data on patients’ intact provirus integration sites (Einkauf, Lee et 

al. 2019) were analyzed for their proximity to H3K4me3, H3K27ac, and DNase I hypersensitivity 

sites that have been reported for Jurkat T cells and primary CD4+ T cells (see Methods) 

(Consortium 2012). When these proximities were compared to those in the vpr- and vpr+ pools 

established here, prominent proviruses in the vpr- pool, and not those in the vpr+ pool, were found 

to significantly differ from the patient proviruses in their proximities to H3K4me3 and H3K27ac 

marks (Figure 3.7A-B; Figure S3.5), but not DNase I hypersensitivity sites (Figure 3.7C). These 

results suggested that the integration site distribution of persistent proviruses in patients across the 

tested genome marks was similar to those observed in in vitro established vpr+ proviral 

populations but significantly different from what was observed within vpr- proviral pools. 

 

Discussion 

Here we describe how Vpr disrupts polyclonal provirus population structures and alters the 

expression properties and latency reversing agent responsiveness of residual proviral populations 

in cultured cells. The results illustrate the functional significance of HIV-1’s bimodal expression 

phenotypes in shaping proviral populations and show that whereas Vpr’s cytotoxicity will lead to 

the rapid depletion of clones constitutively or frequently expressing HIV-1 genes, vpr+ proviruses 

that are capable of supporting brief robust bursts of virion production can readily persist in 

proliferating infected cell populations in vitro.  

 

Cell-based models are critical to HIV-1 persistence work, but they differ by cell type, form of HIV-

1 used, whether they use clones or polyclonal populations, and other parameters. Many 

experimental latency systems include reporter genes and/or delete viral genes believed 



 119 

unnecessary for silencing and reactivation (Fennessey, Pinkevych et al. 2017, Marsden, Zhang et 

al. 2020, Jefferys, Burgos et al. 2021). For example, two prominent studies that used barcoded 

proviruses to track virus dissemination in animals used vpr- proviruses (Fennessey, Pinkevych et 

al. 2017, Marsden, Zhang et al. 2020). To address the consequences of such exclusions, the current 

study compared proviral populations with and without vpr. Note, however, that all vectors here 

also lacked env and nef, which are cytotoxic in some conditions and affect cell physiology in many 

ways, and thus these omissions may have biased outcomes (Fujii, Otake et al. 1996). 

 

We have previously studied interclonal variation in HIV-1 gene expression using barcoded 

proviruses (Read, Atindaana et al. 2019). That work revealed a broad range of expression variation 

among integrant clones. When virions produced by barcoded integrants were pseudotyped and 

polyclonal progeny generated, expression properties associated with specific barcodes in the first-

generation were lost, demonstrating that expression variation was non-deterministic and may be 

influenced by position effects. If similar variation exists in vivo, proviruses during suppressive 

ART may exist in epigenetic quasispecies on which selection can act (Domingo, Sheldon et al. 

2012). Vpr was used as a source of selective pressure on infected cell populations here.  

 

In our previous study, we compared expression patterns of barcoded vpr- proviruses in primary 

CD4+ T cells to those in Jurkat T cells, and observed indistinguishable spectra of expression 

patterns (Read, Atindaana et al. 2019).  Although primary CD4+ T cells are a closer system to 

natural infection, these cells only survive 2-4 weeks ex vivo unless treated with antiapoptotic agents 

(Xing, Bullen et al. 2011, Kim, Hosmane et al. 2014) and do not proliferate unless stimulated in 

ways that can affect proviral expression patterns. Thus, because extended cell passaging was 
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required and retaining expression patterns associated with initial integration events was desirable, 

we chose to work with Jurkat cells here, which limits the physiologic relevance of our findings. 

Note, however, that Vpr reportedly exerts similar effects in primary CD4+ and Jurkat T cells 

(Gummuluru and Emerman 1999). 

 

Our and others’ work has shown that individual proviral clones can contain mixtures of LTR-

active and -inactive cells (Weinberger and Weinberger 2013, Battivelli, Dahabieh et al. 2018, 

Read, Atindaana et al. 2019, Telwatte, Morón-López et al. 2019). Furthermore, the clonal progeny 

of individual infected cells can shift from being silenced to expressing their proviruses, while 

maintaining overall proportions of cells with active proviruses (Weinberger and Weinberger 2013, 

Battivelli, Dahabieh et al. 2018, Read, Atindaana et al. 2019). For example, in polyclonal vpr- 

populations, individual member cells within each clone either express HIV-1 genes, as monitored 

by GFP reporter, p24 staining, and virion release, or they do not. Although some diminution of 

LTR expression is observed over time, for the most part each clone adopts a stable, heritable 

pattern of bimodal gene expression (Read, Atindaana et al. 2019).  

 

Earlier reports suggest that HIV-1’s bifurcating expression profiles exist in a minority of clones 

(Weinberger, Burnett et al. 2005), and that stochastic fluctuations in gene expression enable 

probabilistic LTR on/off fate decisions that are initially unstable but become stabilized by post-

transcriptional feedback mechanisms (Hansen, Wen et al. 2018). Our observations of bimodal 

HIV-1 expression patterns likely describe a similar phenomenon, although the majority of our 

clones display mixed expression phenotypes and these phenotypes interchange over time in 
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replicating cell populations, suggesting that they may exist in an oscillating circuit (Weinberger, 

Burnett et al. 2005, Rosier and De Greef 2015, Read, Atindaana et al. 2019).  

 

The zip coded provirus approach used here enabled comparing vpr+ and vpr- provirus-containing 

cell pools. Not surprisingly, vpr+ pools contained significantly fewer GFP+ cells (indicative of 

transcriptionally active proviruses) than did vpr- pools. Dominant vpr+ clones included very few 

member cells that expressed HIV-1 genes (ie: they were low LTR-active clones) whereas high 

LTR-active clones dominated the vpr- pool.   

 

These findings may help explain inconsistences in previous estimates of the fractions of HIV-1 

infected cells that are transcriptionally active. Using polyclonal vpr+ proviruses in vitro, Dahabieh 

et al. suggested that most integrated proviruses are silent, even though it has been estimated that 

only a small fraction of infected patient cells are latent (Stewart, Poon et al. 1997, Yao, Mouland 

et al. 1998, Dahabieh, Ooms et al. 2013). Consistent with Dahabieh et al., we found that HIV-1 is 

transcriptionally inactive in most cells that persisted in vpr+ populations, with this reflecting the 

selective survival and relative amplification of low LTR-active clones. However, the results 

showed that low LTR-active clones with large burst sizes were not appreciably depleted. This 

finding is striking considering that GFP+ cells--cells that in a binary sense would score LTR-

active-- displayed inter-clonal variation in burst size that spanned four orders of magnitude. 

 

These observations support the following model (Figure8): initial integration site distribution will 

be Vpr-agnostic, as previously demonstrated (Miller, Akiyama et al. 2017). As infected cells 

proliferate to form clones (Wang, Gurule et al. 2018, Mendoza, Jackson et al. 2020, Simonetti, 
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Zhang et al. 2021), some daughter cells will be LTR-active while other cells will be LTR-inactive 

(Weinberger, Burnett et al. 2005, Rosier and De Greef 2015, Read, Atindaana et al. 2019). Each 

clone will maintain a clone-specific equilibrium population of LTR-active vs -inactive cells over 

time, which is determined at least in part by integration site features. However, within clones, 

individual member cells’ phenotypes are transitory, with cells alternating between LTR on and off 

states (Weinberger, Burnett et al. 2005, Rosier and De Greef 2015, Read, Atindaana et al. 2019). 

For high LTR-active clones, most cells will be LTR active and subject to Vpr’s cytopathic effects. 

In contrast, for low LTR-active clones--even clones that display very high burst sizes when cells 

are LTR-active-- clonal proliferation will proceed largely unimpeded. 

 

The vpr+ and vpr- proviral populations and their constituent clones here were compared for 

latency reactivation agent responsiveness, using LRAs selected based on their reported ability to 

induce HIV-1 to levels comparable to maximum reactivation by T cell activation (Laird, Bullen et 

al. 2015). Overall pool trends for the vpr+ and vpr- proviral populations were similar, although 

responses differed in magnitude. In contrast, zip code analysis revealed that the behavior of 

individual clones within vpr+ and vpr- populations differed. What caused observed reduced levels 

of reactivation in the vpr+ pools was not determined. The widespread transcriptomic changes Vpr 

induces in CD4 T cells may have played a role (Bauby, Ward et al. 2021), and surviving LTR-

inactive clones may have included defective proviruses. Another possibility is that selective 

pressure exerted by Vpr may have depleted clones prone to high levels of reactivation. Consistent 

with this notion, proviruses farther from genome marks associated with active gene expression-- a 

feature associated with vpr+ clones in the present study-- are reportedly relatively resistant to 
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reactivation (Einkauf, Osborn et al. 2022). The adoption by the vprrev pools of the vpr+ pool’s 

patterns of LRA responsiveness further corroborated the impact of Vpr on reactivation properties. 

 

Comparing integrants that dominated passaged vpr+ and vpr- pools suggested Vpr selects against 

proviruses proximal to genome marks associated with active gene expression. To address the 

relationship of these observations to persistent populations in vivo, we mapped distances to pre-

existing marks for previously published integration sites of intact, inferred to be intact, or large 

proviruses in three patients on antiretroviral therapy (ART) (Einkauf, Lee et al. 2019). This 

analysis indicated that the proximities observed in patients were significantly more similar to those 

of vpr+ proviruses than to vpr- pool members.  

 

While proviral expression and latency have traditionally been viewed as mutually exclusive states, 

recent evidence, such as the selective depletion of patients’ intact proviruses over time and 

detectable HIV-1 RNAs in unstimulated latent cells, suggests that both basal expression and 

proviral inducibility may be heterogenous, even within individual cell types (Neidleman, Luo et 

al. 2020, Peluso, Bacchetti et al. 2020). Based on their study of replication competent non-induced 

proviruses, Ho and colleagues noted that certain proviruses’ expression was infrequent despite T 

cell activation, suggesting induction of latent proviruses might be a stochastic process (Ho, Shan 

et al. 2013). Stochastic modeling coupled with laboratory experimentation in a separate study 

provided evidence that the transition from HIV-1 latency to viral outgrowth is a stochastic property 

(Hataye, Casazza et al. 2019). These examples of unanticipated expression patterns ex vivo, and 

their conclusions of HIV-1 expression stochasticity, were based in part on a failure to establish 

causal links between conditions believed to promote activation and its occurrence. 
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A possibly related but little-discussed problem observed with transcriptionally silenced in vitro 

latency models is that they tend to “spontaneously revert” during passage and generate small 

proportions of cells with transcriptionally active proviruses (McNamara, Ganesh et al. 2012, 

Battivelli, Dahabieh et al. 2018). Our previous work and findings here suggest an explanation 

slightly different from “spontaneous reversion”. Previous quantification of phenotypic switching 

within expression-sorted polyclonal populations demonstrated that the phenotypes of active- and 

inactive- subpopulations of proviral clones are not static (Read, Atindaana et al. 2019). Instead, 

these phenotypes equilibrate, such that most LTR-inactive cells are not stably silenced but rather 

represent the transient off-state of an on-off continuum. Thus, it seems conceivable that 

“spontaneous reversion” by a small subset of latency model cells, like the low proportion of GFP+ 

cells in the current study’s vpr+ pool, might more accurately be viewed as the programmed 

equilibration of a low LTR-active clone than the outlier behavior in a subset of silenced cells.  

 

Burst size variation similar in magnitude to that described here is observed among patient samples 

reactivated ex vivo (Bui, Mellors et al. 2016), and it seems likely that at least vestiges of bimodal 

expression are retained during natural infection. Weinberger and colleagues have proposed that 

HIV-1’s bifurcating expression phenotypes may represent a bet-hedging strategy, wherein some 

daughter cells support robust virus production while others remain quiescent, thus allowing clonal 

persistence whether or not the environment is conducive for viral expression (Weinberger, Burnett 

et al. 2005).  The selective pressures exerted by Vpr that were revealed in the present work may 

constitute one such determinant that specifies which proviruses will survive and contribute to 

persistent HIV-1 populations. 
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Materials and Methods 

Tissue culture and cell lines 

Two immortalized mammalian cell lines were used in this study. Human Embryonic Kidney 

(HEK) 293T and Jurkat cells were purchased from ATCC (Cat No. CRL3216 and TIB-152 

respectively). Both cell lines were preserved as frozen stocks. 293T cells were cultured in 

Dulbecco’s Modified Eagle Medium (DMEM) supplemented with 10% Fetal Bovine Serum (FBS) 

(Gemini) and 125 μM gentamycin. Jurkat cells were cultured in RPMI media supplemented with 

10% FBS, 100 U/ml penicillin, 100 μg/ml streptomycin, 2 mM glutamine and 55 μM β-

mercaptoethanol. To propagate cells, frozen 1 ml aliquots of each cell line were thawed rapidly in 

37° C water bath and added to 9 ml of their respective pre-warmed media. After mixing gently, 

cells were centrifuged at 2500 rpm for 5 minutes. Supernatant was discarded and the cell pellet 

was resuspended gently in pre-warmed media and plated in an appropriately sized tissue culture 

plate. HEK 293T cells were sub-cultured when confluency was between 75-100%. Jurkat cells 

were passaged 1/10 when the cell concentration reached 1 x 106 cells/ml. 

 

Zip coded vector and virus production  

Zip coded vector DNA templates were generated by digestion of previously described modified 

“inside-out” forms of GKO, which here are called GPV+ and GPV- (Battivelli, Dahabieh et al. 

2018, Read, Atindaana et al. 2019), with Cla I and Mlu I. The resulting 11.4 kb DNA fragment, 

which was devoid of plasmid backbone, was gel purified using QIAquick Gel Extraction Kit (Cat 

No./ID: 28706 Qiagen, Germantown, MD). A 304 bp insert fragment was generated by PCR with 

GPV+ or GPV- as template for vpr+ and vpr- respectively, Phusion High-Fidelity DNA 
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Polymerase (New England Biolabs, Inc., Ipswich, MA), and primers 5’-

GACAAGATATCCTTGATCTGNNN 

NNNNNNNNNNNNNNNNNGCCATCGATGTGGATCTACCACACACAAGGC-3’ and 5’- 

CGGTGCCTGATTAATTAAACGCGTGCTCGAGACCTGGAAAAAC-3’. The 11.4 kb and 

304 bp degenerate barcode containing fragments were joined by Gibson assembly using HiFi DNA 

assembly mix (New England Biolabs) in a molar ratio of 1:5.  3 μg of the resulting covalently 

closed circular DNA was directly co-transfected with 330 ng of pHEF-VSV-G (Addgene Plasmid 

#22501) into a 70% confluent monolayer of 293T cells in a 10 cm dish using polyethylenimine 

(Polysciences Inc, Warrington, PA.) at 4X total transfected DNA in 800 μl 150 mM NaCl. DMEM 

was replaced with 4 ml RPMI1640 medium with 10% FBS and 1% Pen/strep 24 hours post 

transfection and culture media was harvested by filtering through a 0.22 μm filter (Fisher 

Scientific. Cat. No. 09-720-511) 48 hours post-transfection. 

 

Generation of zip coded proviral pools 

1000 μl virus-containing media was mixed with polybrene at a final concentration of 0.5 μg/ml 

and brought to a total volume of 2000 μl by addition of RPMI. This infection mixture was added 

to 5 x 106 Jurkat cells and incubated in two wells of a 12-well plate at 37 ̊ C with 5% CO2 for 5 

hours. Infected cells were then transferred to 10 ml Falcon tubes and centrifuged for 5 minutes at 

2500 rpm at 4 ̊C. Following centrifugation, supernatants were replaced with fresh media and cell 

pellets were resuspended and cultured in two wells of a 6-well plate at 37 ̊C with 5% CO2. At 24 

hours post-infection, puromycin was added to a final concentration of 0.5 μg/ml. The infected cells 

were expanded into 6 cm culture plates without puromycin on day 5. Ten days post-infection, the 
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culture supernatant was replaced with fresh media and the cultures were divided into aliquots, to 

be either frozen, prepared for integration-site sequencing or further expanded for four additional 

days and sorted into GFP+ and GFP- subpools for subsequent experiments. Puromycin resistant 

colony forming titers of pseudotyped barcoded virus stocks were determined by infection of 293T 

cells, and equivalent infectious units were used to generate vpr+ and vpr- Jurkat cell pools.  

 

Isolation of clonal populations 

Single cells were isolated from the above infected Jurkat cell libraries by limiting dilution and 

expanded to generate clonal populations. The purity of clones was verified by zip code. Briefly, a 

555bp U3-R PCR product was amplified from cellular DNA extracted from each clonal population 

using the primers 5’-ACGAAGACAAGATATCCTTGATC-3’ and 5’-

GCACTCAAGGCAAGCTT-3’, which flank the zip coded region. PCR reactions used Q5 Hot 

Start High-Fidelity 2X Master Mix (New England Biolabs) following the manufacturer’s protocol 

and for 30 cycles with a 1-minute extension at 72°C and a 60°C annealing temperature. PCR 

amplicons were gel purified using QIAquick Gel Extraction Kit (Cat No./ID: 28706 Qiagen, 

Germantown, MD) and submitted to GENEWIZ (South Plainfield, NJ) for Sanger sequencing with 

5’-GCACTCAAGGCAAGCTT-3’. The results revealed that clones 1, 2, and 3 (Fig 1B) contained 

the zip codes AATACAAGTCGGACCACCTG, GTAACCTTGGCGTCAGGAG, and 

GTGATGGTAGCGACAGCGTG respectively. 

 

Construction of vpr+ lentiviral vector and its use 
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A 2933 bp in vitro DNA synthesized IRES-vpr mKO fragment was ordered from Genewiz (South 

Plainfield, NJ) using an IRES sequence from pTRIPZ-hDDX5/7 (Addgene plasmid #71307) 

(Yang, Zhao et al. 2015) and vpr and mKO from GPV+. An HIV-1 lentiviral vector fragment was 

generated by Xba I and Mfe I digestion of pWA18puro (Kharytonchyk, King et al. 2016) to remove 

its puromycin resistance cassette, and was gel purified using QIAquick Gel Extraction Kit (Cat 

No./ID: 28706 Qiagen, Germantown, MD). The resulting DNA fragments were joined by Gibson 

assembly using HiFi DNA assembly mix (New England Biolabs) following the manufacturer’s 

protocol to generate plasmid pEA216-1. 10 μg of pEA216-1 was then co-transfected with 5 μg of 

the pCMVΔR8.2 helper plasmid (Addgene plasmid #122263) and 1 μg of pHEF-VSV-G into 70% 

confluent monolayers of 293T cells in a 10 cm dish using polyethylenimine (Polysciences Inc, 

Warrington, PA.) at 4X total transfected DNA in 800 μl 150 mM NaCl. DMEM was replaced with 

4 ml RPMI1640 medium with 10% FBS and 1% pen/strep 24 hours post transfection and culture 

media was harvested by filtering through a 0.22 μm filter (Fisher Scientific. Cat. No. 09-720-511) 

48 hours post-transfection. Parental vpr- pools were infected with this filtered media and sorted 

for mKO and GFP expression 48 hours post-transduction to generate vpr-rev pools. Vpr expression 

was evaluated by cell death. All mKO+ cells were assumed to contain the Tat-inducible vpr vector. 

Therefore, survival of mKO+ cells (PE) compared to dual positive cells (S4 A and B Fig; left 

panels) suggested that in the absence of Tat from a pre-existing provirus, uninduced Vpr 

expression was not pronounced enough to kill at least most transduced cells. However, the 

possibility that low levels of uninduced Vpr had led to the depletion of some single positive cells 

cannot be ruled out. 
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In determining the effect of Vpr addition on parental vpr- pools, zip code abundances in sequences 

amplified from genomic DNA of parental vpr- unsorted cells and from Vpr expression vector-

transduced vprrev mKO+ cells were compared. Two categories of zip codes were defined: reduced 

zip codes were those that were reduced 10-fold or more after Vpr transduction, whereas those with 

a change of 1.5-fold or less in their relative abundances were regarded as not affected by vpr 

addition (Not reduced). 

 

Flow cytometry and cell sorting 

For Fluorescence Activated Cell Sorting (FACS) analysis by flow cytometry, Jurkat cells were 

suspended in phosphate buffered saline (PBS) containing 1% FBS (FACS buffer). Dead cells were 

excluded from all analyses and sorting experiments using propidium iodide (PI). Acquisition was 

carried out on the FITC channel for GFP and PE channel for PI. Cell fluorescence was assessed 

using BD LRS Fortessa (BD Biosciences) and data were analyzed using FlowJo software, version 

10.6 (FlowJo, LLC., Ashland, Oregon). Infected cells were sorted into GFP+ and GFP- sub-

populations by flow cytometry using FACS Aria II (BD Biosciences, Franklin Lakes, NJ) or iCyt 

Synergy SY3200 (Sony Biotechnology, San Jose, CA) cell sorters at the flow cytometry core of 

the University of Michigan. 

Latency reversing agents and reactivation 

JQ1 and prostratin were purchased from Sigma Aldrich. Each LRA was dissolved in DMSO 

(Thermofisher) to produce stocks. For each experiment, stocks were added to culture medium to 

achieve 2 μM JQ1 and 10 μM prostratin final concentrations. Dual LRA treatment was performed 

by adding the two LRAs to the same culture medium to achieve their respective single LRA 
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concentrations. For reactivation experiments, GFP- cells sorted on day 14 post-infection were co-

cultured with appropriate LRA for 24 hours. Cells were then centrifuged at 2000rpm, 4oC for 5 

mins, cells pellets were washed twice with ice cold FACS buffer after being stained with PI for 5 

mins at room temperature. The resulting cells were then washed and assessed by flow cytometry 

and the p24 concentration of culture supernatants was determined by a reverse transcriptase assay. 

 

Zip code sequencing libraries 

Zip codes were amplified from the genomic DNA of infected cells as well as from the RNA of 

virus released into cell media. Generation of zip coded sequencing libraries from infected cells 

was initiated by harvesting DNA from an aliquot of 2×106 infected cells. Genomic DNA extraction 

was carried out using the Qiagen DNeasy Blood & Tissue Kit (Qiagen, Germantown, MD). Zip 

codes were then amplified by PCR from 200 ng of DNA template using Phusion High-Fidelity 

DNA Polymerase (New England Biolabs) in HF Buffer. Primers were designed to flank the zip 

code region (primer sequences: 5‘- 

NNACGAAGACAAGATATCCTTGATC-3’ and 5’-NNTGTGTGGTAGATCCACATCG-3’). 

Multiple copies of these primers were created, each with a unique pair of known, randomized 

nucleotides at the 5’ end to confirm that no cross-contamination had occurred between samples. 

Reactions were cycled 29 times with a 30 second extension at 72°C and a 59°C annealing 

temperature. Zip code amplicons were purified using the DNA Clean and Concentrator-5 kit 

(Zymo Research, CA. Cat. No. D4013) and eluted in 15 μL of Milli-Q ® H2O. To amplify zip 

codes from virus, a tissue culture plate of infected cells was decanted into a conical tube and 

centrifuged at 2500 rpm for 5 minutes. The virus-containing media was separated from the cell 

pellet and passed through a 0.22 μm filter. To concentrate virus, media was subjected to ultra-
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centrifugation (25,000 rpm) for 120 minutes through a 20% sucrose cushion. Viral pellets were 

then resuspended in 200 μl PBS and viral RNA was extracted using Quick-RNA Viral Kit (Zymo 

Research, CA. Cat. No. R1034 & R1035) following the manufacturer’s protocol and eluted in 10 

μl RNase-free water. cDNA was synthesized using 5 μl of the eluent as template using the U3 

antisense primer 5’ TGTGTGGTAGATCCACATCG-3’ and M-MLV RT RNase [H-] (Promega, 

WI. Cat. No. MR3681) following the manufacturer’s protocol. Zip codes were amplified from this 

cDNA using conditions above. The zip code amplicons were then used to generate MiSeq libraries 

for sequencing as described previously (Read, Atindaana et al. 2019). 

 

Integration site determination 

Genomic DNA was extracted from vpr+ and vpr- cells 10 days post-infection using Qiagen 

DNeasy Blood & Tissue kit (Qiagen) and 200 ng of DNA was sheared to 1 kb fragments using 

Covaris M220 and micro- TUBE according to the manufacturer’s recommended settings (Covaris, 

Woburn, MA). HIV-1 insertion site libraries were prepared and sequenced using methods 

described previously (Read, Atindaana et al. 2019). All sequence data has been deposited to the 

Sequence Read Archive (SRA) SUB10130489. 

 

Quantification of virus release 

Virion production was quantified using a real-time reverse transcription PCR assay developed by 

Pizzato as modified by Kharytonchyk et al (Pizzato, Erlwein et al. , Kharytonchyk, King et al. 

2016). Briefly, viral lysates were prepared by adding 5 μl of culture supernatant to 5 μl of lysis 

buffer. Using MS2 RNA as template, MS2 cDNA was synthesized with viral lysates and quantified 
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by real-time PCR in one reaction. Released virus was quantified and normalized for p24 level 

based on values determined in parallel for reference samples. 

 

Zip code quantification and analysis 

Zip codes were identified and quantified from Illumina sequencing reads using a previously 

described custom suite of tools implemented in Python (https://github.com/KiddLab/hiv-zipcode-

tools). Briefly, 2x75 bp paired reads were merged together using flash v1.2.11 [73]. Zip codes 

were identified by searching for known flanking sequence (with up to 1 mismatch). Only candidate 

zip codes with a length of 17–23 nucleotides were considered and the read count for each unique 

zip code was tabulated. To identify sets of zip codes for further analysis, zip code families, which 

account for PCR and sequencing errors, were determined by clustering together the observed 

unique zip codes. Abundances for the zip codes were then determined by assigning unique zip 

codes to the most abundant family whose sequence was within 2 mismatches and summing their 

associated read counts. Only zip code families with corresponding data in the integration site data 

were selected for further analysis. 

 

For each latency reversal treatment condition, clonal virus release was determined by multiplying 

the fractional abundances of zip codes from the cDNA sequencing libraries of each treatment by 

their corresponding sample’s pool p24 concentration, as measured 24 hours post LRA treatment. 

The resulting clonal p24 values for each zip code in prostratin, JQ1, and combination prostratin-

JQ1 treated samples were divided by clonal p24 values defined for cell samples exposed only to 

DMSO to determine fold change after LRA treatment. 

 



 133 

The burst sizes of clones were determined by multiplying the fractional abundances of zip codes 

from cDNA library of unstimulated sample’s pool p24 concentration (basal viral release). The 

resulting p24 values for each zip code were then divided by their corresponding fraction of 

abundances determined in gDNA sequencing library of GFP+ sorted cells from the same 

unstimulated sample cDNA library was made. 

 

The %GFP+ for each zip code was determined as Fi = ((Gi * P)/ (Gi * P + Wi * Q) )*100 (Read, 

Atindaana et al. 2019) where Fi is the GFP+ percent of zip code i, Gi is the fraction abundance of 

zip code i in the GFP+ sorted pool, Wi is the fraction abundance of zip code i in the GFP- sorted 

pool, P is the fraction of cells that sorted into the GFP+ pool and Q is the fraction of cells that 

sorted into the GFP- pool. 

 

 

Determination of chromatin marks 

H3K27ac marks annotated for the Jurkat E-6-1 clone were sourced from ChIP-Atlas ((http://chip-

atlas.org/view?id=SRX1041803), H3K4me3 and DNase I sensitivity site data sets were 

downloaded from the ENCODE Project (https://www.encodeproject.org/) with Sequence Read 

Archive accession no. SRX1041803 and ENCODE Project identifiers ENCFF304GVP 

(https://www.encodeproject.org/experiments/ENCSR000EOS/) for genome marks preexisting in 

Jurkat cells, ENCFF341XUX (https://www.encodeproject.org/experiments/ENCSR807WEO/), 

and ENCFF053LHH (https://www.encodeproject.org/experiments/ENCSR724GUS/) 

(Consortium 2012). Bedtools was then used to map the distance to the closest known annotated 
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marks. Analysis of proximity to these genome marks was done using matplotlib and scipy.stats 

packages in python and the results were exported into Graphpad Prism version 9.1.2 to plot graphs.  
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Figure 3. 1. Generation of zip coded HIV-1 proviral pools. Polyclonal cell pools containing vpr+ and vpr- 
proviruses were established in Jurkat T cells and compared. A. Schematic of vectors used to produce zip coded virus 
(not to scale). The yellow shade in the 3’ LTR indicates position of 20bp randomized barcode in U3. B. vpr- clone 
expression properties. Three clones were isolated by limiting dilution of vpr- pool cells, expanded for 14 days and 
subjected to flow cytometry. The flow plots show clonal pools 1-3 have different percents GFP+ cells. X axis 
indicates GFP signal detected in the FITC channel; numbers in each gate indicate percent of cells gated GFP- or 
GFP+. C. Representative flow cytometry plots of polyclonal Jurkat T cells generated by infection with barcoded 
vpr+ (left panel) or vpr- (right panel) viruses, that were puromycin-selected for four days and expanded for an 
additional ten days. D. Bar graph comparing the percent GFP+ puroR cells in polyclonal vpr+ and vpr- 
populations. Data represent two vpr+ pools and two vpr- pools (p=* indicates p<0.05; paired t-test).   
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Figure 3. 2. Expression properties of individual clones within the vpr+ and vpr- pools. A. Comparison of the 
numbers of high and low LTR-active clones in vpr+ and vpr- pools. The fractions of total cells in each clone that 
sorted GFP+ (LTR-active) were calculated for the most abundant 500 clones in each pool by quantifying the 
fraction of each zip code (integrated barcode) in the GFP+ sorted cells’ genomic DNA to its quantity in the 
unsorted pool by high throughput sequencing and normalizing for the percent of the unsorted pool that was GFP+ 
(see Materials and Methods). Violin plots compare the %GFP+ (indicative of clones’ fraction of LTR-active 
daughter cells) for the top 500 most abundant zip codes in each pool. (p= **** indicated shows p<0.0001 Mann-
Whitney U two-tailed test.). B. Venn diagrams of the number of independent zip codes in GFP+ and GFP- sorted 
sub pools for vpr+ and vpr- pools. The number in the white region indicates the number of different zip codes 
observed only in GFP- sorted cells, that in the light-green region of intersection represents the number of zip codes 
that were present in both GFP+ and GFP- sorted subpools, and the number in the dark green region represents zip 
codes present in only the green sorted cells. Reported 500 zip codes in each pool represent those present in the top 
78% and 88% of reads for vpr+ and vpr- pools respectively, when clones were ordered by read abundance. C. A 
scatter plot displaying each clone’s %GFP+ value on the X-axis and virus release per GFP+ cell on the Y-axis 
(Pearson’s R = -0.28).  
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Figure 3. 3. Comparison of integration sites in vpr+ and vpr- pools. Integration sites for both vpr+ and vpr- pool 
cells harvested 10 days post-infection were determined and distances to the nearest indicated genome features were 
mapped and compared. A. Pie charts showing the percentage of integration sites found within genes versus those 
not found in genes for vpr+ and vpr- pools. B.-D. Box plots showing pairwise comparisons between vpr+ and vpr- 
integration sites’ distances to the closest: B. DNase I hypersensitivity site (Mean=10687 and 10236 respectively), C. 
H3K4me3 (Mean=32989, 27047 respectively), and D. H3K27ac (Mean = 28485 and 22228 respectively). Mann-
Whitney U two-tailed test was conducted for pairwise comparisons for B-D (p= ns, and **** indicated shows 
p>0.05 and p<0.0001 respectively, n=1171 and 1127 for vpr+ and vpr- respectively).  
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Figure 3. 4. Integration site proximities to chromatin marks, and their changes over time in vpr+ pools. A. 
Distances to the indicated marks for high and low %GFP+ clones. The %GFP+ values for each zip code from the 
vpr- pool was determined as described in Materials and Methods. Zip codes with %GFP+ >= 60 were binned as 
“High LTR-active clones” and zip codes (595 zip codes) with less than 30%GFP+ were binned as “Low LTR-
active” (222 zip codes). Pairwise comparison of the distance to the closest H3K4me3 (left) and H3K27ac (right) 
marks are shown. B. Changes in predominant integration site features for the vpr+ pools over time. Among the top 
100 most abundant zip codes in the unsorted vpr+ pool at Time Point 1 (10 days post-infection), 68 were retained 
among the top 100 at Time Point 2 (24 days post-infection), while the remaining 32 Time Point 1 top 100 clones 
were lost at Time Point 2 and supplanted by other, formerly less-abundant zip codes. Box plots comparing the 
closest H3K4me3 or H3K27ac mark for the 68 Time Point 1 zip codes that were retained in the top 100 at Time 
Point 2 to the 32 Time Point 1 zip codes that had been lost at Time Point 2 (p=ns, indicated shows p>0.05; Mann-
Whitney U two-tailed test). 
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Figure 3. 5. Effects of LRAs on zip coded pools and clones. vpr+ and vpr- GFP- cell fractions were exposed to 
0.1% DMSO, 2µM JQ1, 2µM prostratin, or to a combination of prostratin and JQ1. Reactivation to GFP+ was 
measured at 24 hours post-infection by flow cytometry, and virus release was quantified using a reverse 
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transcriptase assay and normalized to define p24 levels. A. Bar graphs showing the frequency of GFP+ cells post 
LRA treatment (left panel for vpr- and right panel for vpr+) and B. the amount of virus released into culture 
supernatant (left panel for vpr- and right panel for vpr+) for the indicated polyclonal pools. The error bars show the 
mean and standard deviation from two experimental treatment repetitions. C. Heatmaps of the clonal (zip code) 
virus release per treated GFP- cell (left: vpr+ pool and right: vpr- pool). Numbers at the left of each panel are 
clone identifiers generated by ordering proviral zip codes in decreasing relative abundance, as determined for the 
unsorted pools. Every row represents a unique cell clone’s response. The clones were ordered from top to bottom by 
diminishing virus release per treated cell upon dual LRA treatment. The color bar indicates the extent of release per 
treated cell based on p24 values in arbitrary units. Note that the same unit values were used for both vpr+ and vpr- 
pools, but that the color scales, as presented at the bottom of the panels, differ between pools. 
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Figure 3. 6. Complementation of vpr- pools with Vpr expression vector. A. Schematic diagram of the Tat-deficient 
Vpr expression vector (not to scale). This vector was used to add vpr to vpr- pools and effects were determined by 
high throughput analysis of the indicated virus and cell samples.  The vector contains IRES-vpr under the HIV-1 
LTR promoter and an SV40 promoter-driven mKO fluorescent reporter. B. Population changes after vpr addition. 
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Bar graph of the percent GFP+ cells for two polyclonal vprrev pools established in parallel at day-2 (2d) and day-14 
(14d) post-transduction (p=0.0076, significant pairwise comparison by paired t-test). C. Changes in clone sizes. 
Pairwise comparisons of %GFP+ between the clones that were reduced (10-fold or more reduction in relative 
abundance) and those that were not reduced (less than 1.5-fold reduction in relative abundance) after vpr addition 
(significant pairwise comparison by Mann-Whitney U two-tailed test). D. Changes in clone sizes is not affected by 
viral burst sizes. Pairwise comparisons of virus release per GFP+ cell between the clones that were reduced (10-
fold or more reduction in relative abundance) and those that were not reduced (less than 1.5-fold reduction in 
relative abundance) after vpr addition (significant pairwise comparison by Mann-Whitney U two-tailed test). E. Bar 
graphs showing the percent of GFP+ cells 24 hours post reactivation with JQ1, prostratin, and dual prostratin-JQ1 
for the vprrev pool (left) and vpr- pool (right). F. Heatmap of the clonal (zip code) virus release per treated GFP- 
cell of vprrev pool. Numbers at the left of each panel are clone identifiers generated by ordering proviral zip codes in 
decreasing relative abundance, as determined for the unsorted pools. Every row represents a unique cell clone’s 
response. The clones were ordered from top to bottom by diminishing virus release per treated cell upon dual LRA 
treatment. The color bar indicates the extent of release per treated cell in arbitrary units. Cell density and other 
culture and assay conditions were as in Fig 5. 
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Figure 3. 7. Comparison of patients’ integration site features with vpr+ and vpr- pools. Previously published HIV 
integration sites from three patients were used to determine base distances to closest H3K27ac, H3K4me3, and 
DNase I sensitivity sites. Distances were compared to those of vpr+ and vpr- pools. Box plots comparing base 
distances of vpr+, vpr-, and patients’ proviral integration sites to: A. H3K27ac (Mean = 28485, and 22228 and 
89771 respectively), B. H3K4me3 (Mean=32989, 27047, and 97863 respectively), and C. DNase I sensitivity sites 
(Mean=10687, 10236, and 10191 respectively). (Kruskal-Wallis test. p=ns, *, **, ***, **** indicate p>0.05, < 
0.05, <0.01, 0.001, and 0.0001 respectively). 
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Figure 3. 8. Schematic model of the effect of Vpr on integrant populations’ proviral landscapes. From left: 
proviruses integrate at indistinguishable genomic positions (designated 1, 2, and 3 above the small orange bars, 
which indicate proviruses) regardless of whether the infecting virus was Vpr+ or Vpr-. Note that integrants 1, 2, 
and 3 differ in their distances to the closest chromatin mark, which is indicated by a small diamond, which may 
affect their expression characteristics and responses to LRAs. Next, infected cells divide to form cell clones. For 
clone 1, cells that express HIV genes (indicated by green cell) are rare (low LTR-active clone) and for other clones, 
more cellular members of each clone express HIV (eg: clone 3: high LTR-active clone). This pattern of bimodal 
gene expression is an intrinsic property of each clone (Read, Atindaana et al. 2019). The red Xs indicate that high 
LTR-active clone members are selectively depleted by Vpr. As a result, in the polyclonal populations shown at right, 
low LTR-active clones are enriched in the vpr+ pool.  
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Figure S3. 1: Reproducible amplification and high throughput sequencing of zip codes. Two independent PCR 
reactions were setup to generate amplicons zip codes from gDNA sample and high throughput sequenced. The 
relative abundance of zip codes were quantified and the log10 (relative abundance) of PCR amplicon 1 (replicate 1) 
and PCR amplicon 2 (replicate 2) were plotted on the X and Y axes respectively. The color bar indicates the log10 
relative abundance of zip codes in replicate 2. The darker the blue scale, the more abundant the zip code. 
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Figure S3. 2. Comparison of integration sites and %GFP+ between duplicate vpr- and vpr+ pools. A. Integration 
sites were sequenced and mapped to genes in Jurkat T cells. 92% of integration sites were found in genes and 8% 
were not in genes for vpr+ pool 2 (n=166) compared to 90% within genes and 10% not in genes for vpr- pool 2 
(n=67). 
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Figure S3. 3. Cell viability and reactivation of additional vpr- and vpr+ pools. vpr+ and vpr- GFP- cells were 
exposed to 0.1% DMSO, 2µM JQ1, 2µM prostratin, and a combination of prostratin and JQ1. Reactivation was 
measured at 24 hours post-infection by flow cytometry, and virus release was quantified by reverse transcriptase 
assay. (A) Bar graphs showing the frequency of GFP+ cells post LRA treatment (left panel for vpr+ and right panel 
for vpr-). (B) The amount of virus released into culture supernatant (left panel for vpr+ and right panel for vpr-) for 
the indicated polyclonal pools. The error bars show the mean and standard deviation from two experimental 
replicates. (Ordinary One-Way ANOVA; p=ns, ***, and **** indicate p>0.05, p< 0.001, and 0.0001 respectively). 
The error bars show mean and standard deviation. (C) Viability was determined by propidium iodide staining and 
the percent viability was measured relative to the viability of cells in DMSO control. (D) A heatmap of virus release 
per cell for the indicated clones (left: vpr+ pool 2 and right: vpr- pool 2). Every column represents a unique cell 
clone’s response. The color bar indicates the extent of release in arbitrary units. 
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Figure S3. 4. Sort gates for vpr-tranduced vpr- pools. Parental vpr- pools were transduced with Vpr expression 
vector. 48 hours post-transduction, cells were sorted into PE+ GFP- and PE+ GFP+ cells. Flow plots show the 
gates for sorting of A. Vpr vector transduced vpr- pool 1 (left), parental vpr- pool 1 (right), B. Vpr vector 
transduced vpr- pool 2 (left), and parental vpr- pool 2 (right). Quadrants P6 and P5 were collected for further 
analysis. B. Pairwise comparison of the distance to the closest H3K4me3 (left) and H3K27ac (right) marks of the zip 
codes that were similarly abundant at both time points (TP1 &TP2) and those that were only abundant at the first 
time point (TP1). Mann-Whitney two-tailed test p=ns and * indicate p>0.05 and p<0.05 respectively. C. A heatmap 
of virus release per treated cell for vprrev. The indicated clones in the first column are arranged from left to right by 
diminishing virus release per dual treatment. Pros indicates prostratin.  
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Figure S3. 5: Comparison of patient integration site distance to the nearest H3K4me3 mark to vpr+ and vpr- 
pools. Previously reported integration sites of intact proviruses from three HIV patients were mapped to the nearest 
pre-existing H3K4me3 in memory CD4+ T cells. Significant comparisons by Kruskal-Wallis test. p=ns, *, **, ***, 
****  

Table S3. 1 Table of zip codes, these clones’ fractions of abundance, and integration sites of vpr- and vpr+ pools 
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Chapter 4 Discussion 

 

4.1 Preliminary results, summary of dissertation, and discussion of results 

This chapter presents a discussion of my overall findings, preliminary experiments that further 

explore correlates of virion burst size variation among clones, the implications of these findings, 

and some suggestions for follow-up experiments. 

 

4.2 Summary and discussion of results 

I developed a high-throughput system to simultaneously study the expression properties of 

thousands of individual proviruses in a polyclonal pool of HIV-1 infected cells. This allowed for 

the analysis of the total pool’s behavior while defining the contribution of individual member’s 

behavior to the pool effect. Individual viruses were marked by a unique 20-base nucleotide 

sequence “barcode” that was incorporated into the U3 region and was duplicated into the long 

terminal repeats (LTRs) upon reverse transcription. Initial experimental results showed a similar 

population-wide trend to the unmodified version of the lentiviral vector and indicated that the 

incorporation of barcodes did not significantly alter the vector biology (Battivelli, Dahabieh et al. 

2018). 

 

Existing tissue culture models of HIV-1 latent infection are either composed of monoclonal or 

polyclonal populations. In studies where a monoclonal population is used, the results may not be 
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generalizable because HIV semi-randomly integrates into the host cells’ DNA, and proviruses in 

different locations in the host cells’ genome may be subject to locus-specific regulation. Therefore, 

the in vitro system described in this dissertation helps resolves some of the limitations of previous 

experimental systems. 

 

Contrary to previous estimates that a large proportion of residual viruses in HIV-1 patients are 

defective (Chun, Stuyver et al. 1997, Finzi, Hermankova et al. 1997, Wong, Hezareh et al. 1997), 

in Chapter 2, the results show that mutational inactivation was rare in a single round of replication. 

However, tissue culture lacks the antiviral activities of the host that might differentially eliminate 

intact virus-containing cells. Paired with recent findings that defective proviruses decay slower 

than intact ones (Peluso, Bacchetti et al. 2020) our results suggest that the large proportion of 

defective proviruses in patients may be due more to selection against the persistence of infectious 

proviruses rather than to defective provirus formation. 

 

While the results in Chapter 2 clearly show how rare these inactivation events occur, the findings 

are limited in sample size, by cell-type, and in not providing insight into the nature of mutations 

that inactivate proviruses. This experiment was performed in the HEK 293T transformed kidney 

cell line, which is not the natural host of HIV-1. Moreover, because HIV-1 infects less 

metabolically-active CD4+ expressing cell-types such as macrophages and microglia in addition 

to T cells (Epstein, Pantaleo et al. 1993, Burger and Poles 2003, Alexaki and Wigdahl 2008), it is 

possible that the rate of mutational inactivation may differ in other cell types, such as in 

macrophages where reduced dNTP concentrations lead to increases in mutations during reverse 

transcription by such mechanisms as increased misincorporation of ribonucleotides (rNTPs) by 
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RT (Kennedy, Amie et al. 2012). Therefore, further experiments are needed to ascertain the 

inactivation rate in these CD4+ expressing cell types. The nature of the mutations can also be 

tested by employing the use of nanopore sequencing technology to sequence whole proviral DNA. 

 

Previous studies using a monoclonal population of provirus-containing cells showed that the active 

and silent/inactive binary expression status is stochastically determined and can be stabilized by a 

positive feedback loop (Weinberger, Burnett et al. 2005, Weinberger and Weinberger 2013). The 

work in Chapter 2 provides more insight by demonstrating that, in a pool of hundreds of clones 

whose proviruses were keyed to distinct integration sites, each clone’s daughter cells established 

its own pattern of expression. This pattern of expression consisted of clonal cell populations that 

were phenotypically mixed with regard to HIV-1 expression, with fractions of LTR-active 

daughter cells that ranged from 0 to 100%. While intra-clonal variation was consistent with 

Weinberger et. al. (Weinberger and Weinberger 2013), we also observed inter-clonal variation. If 

the on or off transcriptional fate determination were entirely stochastic, we would not expect the 

significant differences in the percent of LTR-active daughter cells among clones that we did 

observe. Therefore, the results suggest that integration sites may contribute to the fate 

determination of clonal populations. Not only did the percentage of LTR-active cells differ among 

clones, but each clone maintained the same percentage of LTR-active cells over the course of nine 

days. This was despite the observation that daughter cell members of clones switched between the 

on and off transcriptional states within the same timeframe. 

 

Stochastic gene expression has been proposed to be a bet hedging strategy that the virus uses to 

generate a wide range of expression phenotypes (Weinberger and Weinberger 2013). Therefore, it 
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may guarantee the survival of distinct subpopulations of daughter cells under different selective 

pressures. This stochastic fate determination strategy presents the following implications: 1) that 

independent of their integration sites, clones can generate daughter cells with a wide range of 

expression phenotypes, and that daughter cells from distinct clones will display the same spectra 

of expression profiles, 2) expression phenotypes among clones won’t differ significantly, and 3) 

under selective pressures, all clones will have an equal chance of surviving. However, growing 

evidence suggests that persistent proviruses that are intact tend to accumulate in distinct 

chromosomal positions (Einkauf, Lee et al. 2019) and that not all integrated proviruses can persist 

in the face of selective pressures. 

 

The results in Chapter 2 suggest a model that is supported by several studies. First, the observed 

differing percentages of LTR-activity that are stable and heritable among clones implies that 

proviral clones might decay differentially (display different half-lives), and such differences have 

been reported (Fischer, Joos et al. 2008, Peluso, Bacchetti et al. 2020). Clones in which the 

majority of cells are LTR-active may stay on long enough to either reveal themselves for immune 

clearance or accumulate viral cytotoxic proteins to levels that are high enough to kill those cells, 

and thus such clones may be rapidly lost. Meanwhile, clones with very few LTR-active cells at 

any given time will decay much more slowly since the majority of the clone’s member cells are 

indistinguishable from uninfected cells in vivo and invisible to detection by the immune system.  

 

LTR-inactive cells may not be completely silenced. Our data also showed that daughter cells of 

clones switched from on to off phenotypes and vice versa, thus suggesting that the clones’ 

expression might be in an oscillating cycle. This appears to correlate with studies that show blips 



 162 

of viremia in virally suppressed patients (Lee, Kieffer et al. 2006, Sörstedt, Nilsson et al. 2016), 

and suggests the possibility that the biomodal expression property described here may contribute 

to this phenomenon. Previous explanations for the observed blips of viremia in patients include 

that described by stochastic population switch models (Wang and Rong 2014), and the activation 

of resting CD4+ T cells that harbor latent proviruses (Jones and Perelson 2007).  

 

HIV-1 latency is one of the main hurdles to curing the disease partly because of the oligoclonal 

nature of patients’ reservoir. Chapter 3 explores how integrants’ basal expression properties might 

help define which proviral clones contribute to HIV-1 persistence and the outcomes of latency 

reversal. Chapter 3 also compares the effect of Vpr (which was not present in our initial studies in 

Chapter 2) on the proviral landscape and latency reversal. We found that low LTR-active clones 

are capable of persisting in the presence of the cytotoxic protein Vpr and that these clones support 

higher burst sizes than high LTR-active clones. Furthermore, proviruses that are vpr+ are more 

resistant to reactivation by the tested LRAs and have clonal patterns of reactivation that differ from 

vpr- proviruses. 

 

Some estimates suggest that the majority of infected cells are latent in vitro while in other studies, 

a small fraction is latent both in vitro and in patients (Jordan, Bisgrove et al. 2003, Eriksson, Graf 

et al. 2013). By comparing vpr+ and vpr- infected pools, we found that most infected cells in the 

vpr- pools were LTR-active, which is consistent with estimates that latent infections are infrequent 

(Eriksson, Graf et al. 2013). However, most infected cells in the vpr+ pools were LTR-inactive, 

possibly because most active cells died and did not contribute to the population, consistent with 

previous estimates of infected cells’ half-life of about two days due to viral cytotoxic effects 
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(Perelson, Neumann et al. 1996, Stewart, Poon et al. 1997, Andersen, Le Rouzic et al. 2008). 

Because Vpr was not previously considered important to latency and inclusion of vpr has been 

inconsistent, the results in Chapter 2 contribute to explaining the discrepancies among previous 

studies. 

 

Contrary to observations with vpr- pools, which included clonal populations whose percentages of 

LTR-activity ranged from 0-100%, vpr+ pool clones’ LTR-activity only ranged from 0-60%. 

Mapping integration sites and examining their genomic loci revealed that high LTR active clones 

were closer in linear distance to the nearest H3K27ac and H3K4me3 marks of the host cells’ 

chromatin than were low LTR-active clones. Because the proviral integration sites of high LTR-

active clones were more proximal to these genome marks, the selective depletion of high LTR-

active clones resulted in differences in the proviral integration landscape between vpr- and vpr+ 

pools. These effects of Vpr were evidently largely post-integration, because when vpr- pools were 

complemented with a Vpr expression vector, the complemented pool acquired integration 

landscape properties observed for the vpr+ pool. Interestingly high LTR-active clones were lost 

in the complemented pool regardless of viral burst sizes. 

 

Some prominent in vitro culture and small animal models for studying HIV use Vpr-defective 

vectors (Jordan, Bisgrove et al. 2003, Pace, Agosto et al. 2011). Without Vpr, most high LTR-

active clones survive and are often chosen for further studies. Our data shows that while these 

models contribute to our understanding of the basic mechanisms involved in HIV-1 latency 

establishment and reactivation, the residual reservoir in patients may consist of oligoclonal 

populations whose expression properties differ from those that are frequently chosen for studies in 
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in vitro models. Therefore, this study highlights the importance of including vpr in both tissue 

culture and animal models of HIV-1 infection and latency reversal studies. 

 

Chapter 3 further demonstrates that the effect of Vpr in shaping the proviral landscape may be 

occurring in vivo since integration site proximities to H3K27ac and H3K4me3 marks in HIV-1 

patients were more similar to those in the vpr+ pools than in the vpr- pools. These findings agree 

with previous data that the integration sites of persistent proviruses in patients on prolonged ART 

are different than those in acute infection (Einkauf, Lee et al. 2019). Our work defines an effect of 

Vpr in shaping the proviral population structure that was previously not described. 

 

The expression properties of proviruses were further examined by measuring the amount of virus 

release once the proviruses were LTR-active. Interestingly, the clones’ percentage of LTR-active 

cells was slightly negatively correlated with virus release. This suggested that low LTR-active 

clones had higher burst sizes than high LTR-active clones. Therefore, the few transcriptionally 

active cells of low LTR-active clones could support robust virus release and may help explain the 

blips of viremia in ART treated patients. 

 

Just like all other viruses, the goal of HIV-1 is to persist and replicate. This makes HIV-1 gene 

expression a very critical component in the selection of persistent viruses under different 

anatomical conditions that might exert differing selective pressures. For example, in the central 

nervous system, lymphoid organs, and in macrophages, where higher drug doses are required to 

reach effective concentrations, the selective pressures are different from those in blood. Therefore, 

the expression properties of HIV-1 proviral clones that persist in these anatomical sites may differ. 
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Expanded clones can mask the dynamics of clonal reactivation by dominating the total pools’ 

response. Clonal expansion by T cell receptor (TCR) engagement and by integration sites have 

been reported to contribute to HIV-1 persistent in vivo (Liu, Simonetti et al. 2020, Simonetti, 

Zhang et al. 2021, Yeh, Yang et al. 2021). We observed several examples of clonal expansion in 

the pools used in the studies in this dissertation. For instance, in some pools, a single clone could 

account for more than 30% of the total sequencing read counts after a few weeks of passage. In 

such instances, the total pool’s behavior reflected the expression properties of the most dominant 

clone(s) and highlighted the importance of defining how each clone contributes to the total pool’s 

behavior. 

 

The reasons for clonal expansion in our system are still unclear and may require further 

investigation. It is unlikely that the expansion was driven by antigen-specific TCR engagement 

because all the clones had the same TCR specificity (a Jurkat clonal cell line was used). 

Speculatively, and in agreement with studies by Maldarelli et. al., (Maldarelli, Wu et al. 2014), the 

dominance of these clone(s) may be driven by integration sites. However, further experiments will 

be needed to ascertain the mechanism(s) of clonal expansion observed here. 

 

Having observed that the virus release per LTR-active cell varied by about three orders of 

magnitude, and that the association between integration sites and expression properties was 

relatively weak, the differences in viral burst sizes among clones was further investigated.  The 

preliminary results of an unfinished manuscript on these findings are described here: 
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To address how closely virus release was associated with GFP expression, culture supernatant was 

harvested from GFP+ and GFP- sorted subpools of the vpr- pool in Chapter 3, Figure. 3.1C (left 

panel).  p24 concentrations in the culture media were then defined, and the results showed that 

GFP+ pool cells released about 1800-fold more virus than GFP- cells after subtraction of 

background values for uninfected controls (Figure. 4.1A). 

 

To further characterize the burst size per cell for each clone, zip codes from pooled cells’ DNA 

and viral cDNA were subjected to high throughput sequencing. Zip code abundance in unsorted 

cellular DNA and viral cDNA showed a positive correlation (Figure. 4.1B), However, when the 

viral cDNA abundance was normalized to zip code abundances in GFP+ cellular DNA, a weaker 

correlation was observed. These results suggested that both the size of a clone and the percentage 

of its total cells that were GFP positive contributed to the total clonal virus release. This is 

consistent with Chapter 3 data showing virus release spanned three orders of magnitude and was 

negatively correlated with %GFP+ (Chapter 3 Figure. 3.2C).  

 

Recent evidence suggests that variation in HIV-1 promoter sequences can correlate with 

expression phenotypes (Qu, Li et al. 2016, Ali, Bhange et al. 2021). And indeed, some variation 

in HIV-1 gene expression is due to differences in the virus’s promoter region. For example, HIV-

1 subtype C has been reported to have low expression due to an additional copy of the 

retinoblastoma family variant 2 transcription factor (RBF-2) binding site (Ali, Bhange et al. 2021). 

This and other studies provide evidence that mutations in HIV-1 promoter elements can contribute 

to the basal expression levels, transcriptional noise, and other differences in expression (van 

Opijnen, Boerlijst et al. 2006, Qu, Li et al. 2016).  
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Although all proviral clones were derived from a single construct here, errors during reverse 

transcription could have generated sequence heterogeneity. Therefore, to test whether or not the 

clonal burst size variations observed correlated with proviral promoter variation, PCR-amplicons 

spanning U3-R were generated (Figure. 4.2A). Sequencing results showed no mutations within the 

SP1 and NFkB binding sites, and that all clones contained parental transcription start sites (Figure. 

4.2B), suggesting burst size variation is not due to promoter sequences. 

 

HIV-1 gene expression relies on a fine balance of unspliced and spliced viral RNAs, as virion 

assembly requires proteins translated from mRNA transcripts across the various splice classes, as 

well as unspliced transcripts to either serve as the genome packaged into virions or as Gag and 

Gag-Pol polyprotein mRNAs (Ocwieja, Sherrill-Mix et al. 2012).  Having determined that burst 

size differences observed here were not due to variation in promoter sequence, the ratio of 

unspliced to spliced HIV-1 cellular RNA among clones was measured. To achieve this, cellular 

RNA extracted from the GFP+ subpool was subjected to polyA purification, and unspliced RNA 

was extracted due to its binding to a biotinylated oligonucleotide complementary to intronic 

sequences (Figure. 4.3A). qPCR quantification of various contigs within the cDNA from total cell, 

polyA+, and unspliced RNA confirmed successful enrichment of the unspliced RNA. Analysis 

revealed that the ratios of unspliced to spliced HIV-1 RNA per GFP+ cell differed among clones 

(Figure. 4.3B).  

 

Based on these ratios, clones were grouped into “high unspliced” and into “low unspliced” clones. 

Burst sizes, or virus release per GFP+ cell, were then compared between the two groups (Figure.  
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4.3C) (p-value=0.001, student t-test). The results revealed that clones with higher 

unspliced:spliced HIV-1 RNA ratios released significantly more virus than “low unspliced” 

clones. These results suggest that HIV-1 RNA splicing differs among integrants and contributes 

to burst size variation among clones. 

 

These preliminary results suggest that transcripts from HIV-1 proviruses integrated at distinct 

genomic locations are differentially spliced. By measuring the unspliced and spliced RNA per 

GFP+ cell, we show that virion production diminishes as the balance of RNAs favors spliced 

variants. This suggests that an over-splicing phenotype may be detrimental to the spread of the 

virus during ongoing replication.  

 

 The data here showed that the amount of HIV-1 RNA produced by each clonal population was 

positively correlated with that clone’s relative abundance in the pools’ cell DNA. However, the 

correlation between the RNA per GFP+ cell and proviral DNA abundance was much lower. This 

is consistent with Chapter 3 results, which showed that clones that rarely express HIV genes can 

support high bursts in virion release during brief proviral activity and indicated that the clone size 

was not a good indicator of the level of HIV expression. Whether or not this also is true in vivo is 

unknown. Clonal expansion of HIV-1 infected cells is an important feature for persistence in 

patients (Wang, Gurule et al. 2018, Liu, Simonetti et al. 2020). Recent evidence suggests that the 

reservoir may not be completely silenced and that cells with ongoing low frequency of expression 

persist (Atindaana, Kissi-Twum et al. , Einkauf, Osborn et al. 2022), and even low-level expressing 

cells can contribute to the rekindling of viral replication when ART is interrupted. Our preliminary 

data shows that low-level expression can be achieved by regulating the balance of spliced and 
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unspliced HIV-1 RNA variants. Therefore, even when HIV-1 DNA is integrated into regions of 

high transcriptional activity, differences in splicing may represent another layer of regulation of 

gene expression that the virus utilizes to achieve a repertoire of expression phenotypes. 

 

Together, these results showed that integrant clones’ GFP+ cells, which were those cells in which 

the HIV-1 promoter was active, released clone-specific amounts of virus. Differences among 

clones were not due the nucleotide sequence of the HIV-1 promoter. However, when the ratios of 

unspliced to total RNAs were compared, the ratios were observed to span about one order of 

magnitude, and clones with high virus release had a significantly higher amount of unspliced RNA 

than clones with low virus release. 

 

In summary, after stable integration of HIV-1 DNA into the host chromosomes, proviruses 

established their own patterns of expression that were comprised of waves of LTR activity and 

inactivity. The majority of daughter cells from clones with proviruses integrated close to the 

histone marks H3K4me3 and H3K27ac were LTR-active (high LTR-active clones). On the other 

hand, only a small fraction of daughter cells from clones whose proviruses were integrated farther 

away from these marks were LTR-active (low LTR-active clones). These patterns of LTR-activity 

differed among clones and once established were transmitted across cell generations. Low LTR-

active clones supported higher viral burst sizes than high LTR-active clones, possibly due in part 

to higher unspliced to spliced HIV RNA ratios in low LTR-active clones than in high LTR-active 

clones. In the presence of Vpr, high LTR-active clones died rapidly but low LTR-active clones 

were favored to persist. A schematic representation of this model is shown in Figure. 4.4. 
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4.3 Future directions 

My dissertation contributes to understanding of the variation in HIV-1 gene expression patterns, 

how the virus’s intrinsic cytotoxicity causes the selection of a subset of clonal populations to 

persist in dividing cell populations, and parameters that influence the response of persistent 

proviruses to latency reversing agents. However, several open questions emerged from these 

findings that remain to be addressed. The following paragraphs outline some of the hypotheses 

that were generated during my studies and how they may be addressed.  

 

4.4 The role of the viral promoter in the stable heritable pattern of gene expression. 

One of the major findings in Chapter 2 was that clonal populations had different percentages of 

LTR-active cells. Over a period of 9 days, the proportion of clonal LTR-active cells remained 

relatively the same despite the observation that cells within the LTR-active (GFP+ cells) and the 

LTR-inactive (GFP-) subpopulations switched between the two LTR-activity states (a 

phenomenon we referred to as “flickering”). Whether flickering is a function of the HIV-1 

promoter is not known. This can be addressed by testing whether this heritable pattern of bimodal 

expression can be observed with other cellular promoters. To achieve this, a barcoded HIV-1 based 

self-inactivating (SIN) lentiviral vector can be designed to incorporate a test promoter upstream of 

the major 5’ splice site and the Gag ORF. Experiments in Chapter 2 will need to be repeated with 

the SIN vector to ascertain if flickering is a function the HIV-1 promoter or is also observed for 

test promoters. 
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4.5 What is the timing of flickering among clones? 

The work presented in this dissertation suggests that latent HIV-1 expression is not completely 

silenced, and clonal populations may exist in an oscillation cycle that consists of waves of LTR 

activity and inactivity (flickering). How flickering is achieved and whether it differs among clones 

is still not known. A possibility is that the asymmetric inheritance of epigenetic marks and or host 

cellular factors can result in the temporal on/off phenotypic switches. Therefore, the on and off 

switches will only be observed once a cell divides. This hypothesis would be consistent with a 

previous study that spontaneous reactivation is linked to the cell cycle (Kok, Schmutz et al. 2018). 

To address this, experiments will be repeated in an adherent cell line such as 293T cells to allow 

for imaging by microscopy. Images of individual cells can then be taken during incubation for 

several cell divisions in an incucyte (Lanigan, Rasmussen et al. 2020). The incucyte technology 

allows for real time imaging of phase contrast and fluorescent samples in a culture medium. By 

observing different integrant clones and comparing the frequency of switching, how flickering 

differs among clones can be addressed. 

 

4.6 Epigenetic silencing of HIV-1 by HDACs may not be limited to class I  

Experiments using J89GFP cells showed that class I HDACs are the most relevant in suppressing 

HIV-1 expression (Keedy, Archin et al. 2009). Hence, this led to suggestions that class-specific 

HDAC inhibitors may be promising candidates for reactivation of latent HIV-1 (Matalon, 

Rasmussen et al. 2011). Here, whether HIV-1 proviral silencing is limited to class I HDACs in 

vitro was investigated by comparing the responsiveness of a polyclonal population of latent cells 

to the pan-HDAC inhibitor SAHA, and to the class I-specific inhibitor entinostat. GFP- subpools 

of cells harboring zip coded proviruses were subjected to SAHA and entinostat treatments for 48 
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hours, at which point a significant increase in reactivation as measured by GFP+, relative to a 

DMSO only control, was observed (Figure. 4.5A).  Unexpectedly, SAHA showed a significantly 

higher frequency of GFP+ cells than entinostat did, but no significant difference in the total amount 

of virus released (Figure. 4.5B) possibly due to relatively fewer viable cells in the SAHA treatment 

at 48 hours (data not shown) and/or the preservation of factors required for maximal HIV-1 

expression by the class I-specific HDAC inhibitor; entinostat (Zaikos, Painter et al. 2018). 

However, the lower frequency of GFP+ cells relative to that observed after treatment with SAHA 

suggests that there may be clone(s) preferentially targeted by SAHA that are not entinostat 

responsive. To further explore if there were differences in clone targeting, zip code libraries 

generated from viral cDNA were compared among the treatment conditions. The results revealed 

that amongst the 10 most abundant zip codes, SAHA reactivated proviral clones 1, 5, and 7 while 

entinostat had little to no effect on these (Figure. 4.5C). Although the effect of SAHA on other 

cellular non-histone factors that affect the reactivation of HIV-1 cannot be ruled out, the results 

suggest that HIV-1 epigenetic silencing might not be limited to class I HDACs.  

 

The promoter of HIV-1 is wrapped around three distinct nucleosomes, Nuc0, Nuc1 and Nuc2, that 

are positioned at -415/-255, +10/+155, and +256/+412 respectively. These nucleosomes can be 

modified by histone modifying enzymes that may affect viral gene expression. To further examine 

whether non-class I HDACs may be involved in the silencing HIV-1 expression, chromatin 

immunoprecipitation experiments using anti HDAC-specific antibodies should be performed on 

untreated and on entinostat and SAHA treated samples to determine which clones (zip codes) are 

associated with the specific HDACs. 
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4.7 The role of EZH2 in flickering 

Enhancer of zeste homolog 2 (EZH2) is the enzymatic catalytic subunit of the polycomb repressive 

complex 2 (PRC2) that can alter downstream target genes expression by trimethylation of Lys-27 

in histone 3 (H3K27me3). EZH2 can also regulate gene expression in ways besides H3K27me3 

(He, Shen et al. 2012, Kim, Lee et al. 2018). In a preliminary experiment to test whether the on to 

off transition can be blocked by the EZH2 inhibitor GSK343, a GFP+ sorted vpr- sub-pool was 

treated with 2 µM GSK343 and compared to a DMSO control after 72 hours. The results revealed 

a more than 2-fold decrease in the on to off transition of GFP+ cells in the inhibitor treated cells 

(Figure. 4.6 A and B). This finding suggests that the on state can be stabilized by the inhibition of 

EZH2. This experiment needs to be repeated to ensure reproducibility. Also, EZH2 knockdown 

experiments should be conducted to ascertain if the observed effect is due to off-target effects of 

GSK343 treatment. 

 

4.8 Conclusions 

To summarize this thesis, my work established a high throughput approach to track and analyze 

the expression properties of thousands of individual proviral clones within polyclonal populations, 

defined expression properties and the integration site landscape of the subpopulation of proviruses 

that is selected to persist in the presence of Vpr, and demonstrated differences in the spectra of 

clonal responses to the latency reversing agents Prostratin and JQ1 when they were applied both 

separately and in combination. Importantly, my work also showed that HIV-1 gene expression 

displays bimodal on/off patterns that differ among clones and may exist in an oscillation cycle. 

The waves of on/off oscillations could be a significant contributor to blips of viremia in some 

virally suppressed patients, and therefore serve as a bet-hedging strategy for the virus. The future 
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work that I have proposed should continue to advance our understanding of HIV-1 expression 

variability and inform studies of HIV-1 persistence. 

 

 

Figure. 4. 1: Correlates of vpr- proviral pool’s expression. Polyclonal proviral populations of vpr- was established 
in Jurkat cells and sorted.  A)  A bar graph of the virus release that was measured in culture supernatant 24 hours 
after about 2 million cells each of the GFP- and GFP+ sorted subpools were cultured. B) Scatterplot of the relative 
abundance (log10) of clones as determined by the zip code abundance cell pool’s DNA on the x axis versus the 
relative abundance (log10) of the zip codes in the total cellular RNA y axis (left panel), and cellular RNA per GFP+ 
cell y axis (right panel).  
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Figure. 4. 2: The intactness of proviral promoters. The promoter region of individual clones was amplified, cloned 
and the PCR inserts were subjected to Sanger sequencing. A) A 1% agarose gel image showing the bands 
corresponding to the 555 bp expected size of the PCR amplicon. The first lane was loaded with a 100 bp DNA ladder, 
and lanes 2-4 were loaded with PCR reactions of E4, 10, and E12 respectively. C) The nucleotide sequences of clones 
E4, E10, and E12. The yellow rectangles indicate the NFkB binding sites, the grey rectangles indicate the SP1 binding 
sites, and the black rectangle indicates the TATA sequence. The numbers on the top of the panel indicates the 
nucleotide position relative to the transcription start site (+1). 
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Figure. 4. 3: HIV-1 RNA splicing among integrant clones.  Cellular RNA was isolated from the polyclonal pool and 
split into two aliquots. One aliquot was subjected to RNA capture to isolate unspliced HIV-1 RNA, and the other 
aliquot was processed as total RNA (unspliced + spliced). A) Heat map of qPCR of the total RNA (left panel) and 
unspliced HIV-1 RNA capture (right panel) samples. The top two squares of both the left and right panels (from top 
to bottom: 5-fold dilution) shows the relative quantities the total HIV-1 RNA transcripts using a R-U5 primer pair 
that amplifies all HIV-1 RNA variants, and the bottom two squares (from top to bottom: 5-fold dilution) of both the 
right and left panels shows the relative quantity of unspliced HIV-1 RNA that was amplified using a primer pair that 
only amplifies unspliced HIV-1 RNA. B) A scatterplot of the ratio of unspliced to spliced RNA among clones. The x 
axis indicates the ratios of replicate 1 and the y axis indicates the ratios of replicate 2. C) A pairwise comparison of 
the clones with high unspliced HIV-1 RNA (rations >=1) and those with low unspliced (ratios <1) (significance test 
was by Unpaired t-test: **=p-value < 0.0001). 



 177 

 

Figure. 4. 4: Model for HIV-1 persistence in vitro. From left to right, after stable integration into the host cells’ 
DNA, integrant clones (Clone 1 and Clone 2) divide into daughter cells. The provirus in Clone 1 is integrated clones 
to the H3K4me3 and H3K27ac marks (indicated by the diamond shape) and most of the daughter cells are 
transcriptionally active (70% LTR-active). Virus release is low among daughter cells of clone 1 due to its low 
unspliced to spliced intracellular RNA ratio. The provirus in clone 2 is farther away from the H3K4me3 and 
H3K27ac marks and most of its daughter cells are transcriptionally inactive (10% LTR-active). The few 
transcriptionally active cells of clone 1 releases high amount of virus due to the high unspliced to spliced 
intracellular viral RNAs levels. In the presence of Vpr, daughter cells of clone 1 die over time, however, clone 2 
persists.  
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Figure. 4. 5: SAHA reactivates proviral-clones that are minimally affected by Entinostat. vpr- pool was exposed to 
entinostat 500nM and 500nM SAHA for 48 hours post-infection by flow cytometry, and virus release was quantified 
using a reverse transcriptase assay and normalized to define p24 levels. (A) Bar graphs showing the frequency of 
GFP+ cells post LRA treatment. (B) The amount of virus released into culture supernatants (C) A heatmap of the 
clonal (zip code) virus release per treated GFP- cell. Numbers at the left of the panel are clone identifiers generated 
by ordering proviral zip codes in decreasing relative abundance, as determined for the GFP- subpool. Every row 
represents a unique cell clone’s response. Only the top 10 most abundant clones are represented in the heatmap. 
The color bar indicates the extent of release per clone based on p24. 
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Figure. 4. 6: The EZH2 inhibitor GSK343 blocks the on to off transition.  GFP+ sorted vpr- subpool was split into 
aliquots. One was subjected to GSK343 treatment and compared to a DMSO control 72 hours post-treatment.  The 
cells were then analyzed by flow cytometry. Flow cytometry plots showing (A) DMSO treated cells and (B) 2 µM 
GSK343 treatment. 
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