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ABSTRACT

CONTROL AND ENHANCEMENT OF SATURATED FLOW-BOILING

THERMAL CONDUCTANCE AND CRISIS WITH POROUS

METASURFACES: HYDRODYNAMIC-STABILITY AND

CAPILLARY-VISCOUS LIMIT THEORIES, DIRECT SIMULATIONS, AND

EXPERIMENTAL VERIFICATION

Flow-boiling heat transfer is used in high heat flux and thermal conductance applications and is

bounded by the boiling crisis, i.e., the critical heat flux (CHF). This is when the vapor generation

in the leading-edge region of the forced liquid flow over the heated surface intensifies, interrupting

the liquid supply to the surface (dryout) resulting in rapid surface temperature rise. The thermal-

hydraulic triggering this phenomenon and its control has been at the center of boiling heat transfer

research. In this study, the flow-boiling crisis mechanism is investigated in the near-field region,

as an extension to the Zuber pool-boiling hydrodynamic instability theory. This is the coupled

interfacial Kelvin-Helmholtz and Rayleigh-Taylor instabilities of downward liquid flow countered

by rising vapor columns arranged in a 2-D periodic unit cell based on the critical wavelength. We

also analyze the far-field region, tracking the liquid-vapor turbulent two-phase flow using CFD with

the large eddy simulations and down to the Kolmogorov scale. The control of the crisis is achieved

with porous metasurfaces (periodic, 3-D multiscale capillary structures). The theoretical analyses

are accompanied by direct numerical simulations and predict the flow-boiling crisis and lead to

introduction of two CHF enhancement regimes, the wavelength modulation and the geometric

modulation regimes, and these predictions are verified experimentally for saturated water flow

boiling.

xix



In the Zuber theory, the critical wavelength marks the onset of dryout and depends on the fluid

properties. This wavelength was previously controlled using modulated porous surface coatings,

increasing the CHF from the Zuber limit to the capillary-length limit. Here, this wavelength mod-

ulation is achieved with the liquid velocity and the relation among the liquid velocity, the critical

wavelength and the CHF is developed and verified with the existing experimental data for plain

surfaces. The leading-edge liquid track shear instability theory of flow-boiling crisis is introduced

and verified by the direct numerical simulations.

To achieve yet higher CHF, the geometry of the Zuber unit cell is modified for flow boiling using

aligned, rectangular and leveed vapor sites designed to reduce shearing of the leading-edge surface

liquid track. This geometric modulation regime results in a very large hydrodynamic CHF. This

unit-cell based surface is realized experimentally with a porous metasurface, i.e., the flow-boiling

canopy wick (FBCW). The FBCW is a periodic, 3-D porous and perforated structure enabling

capillary separation of the liquid and vapor and their direction along low resistance paths. The

porous canopy separates the liquid channel flow from the vapor space beneath it and the canopy

is connected to porous posts delivering liquid to a thin evaporator wick. The vapor generated

on the meniscus flows through the vapor space between the posts and escapes into the channel

through the canopy perforations (vapor flow sites) interacting with the flowing liquid. The FBCW

results in large hydrodynamic CHF and thermal conductance, however, the FBCW internal wick

flow resistance, i.e., the capillary-viscous limit, may become the bottleneck. This capillary-viscous

CHF is predicted by point-wise (direct simulations), volume-averaged (using effective properties),

and resistance-network treatments.

A collaborative-work fabrication (multimold, oven sintered copper particles), optimization and

testing of the FBCW with saturated water at one atm, verifies the wavelength and geometric modu-

lation regimes. The maximum measured CHF of 5.1MW/m2 is within the geometric modulation

regime and controlled by the capillary-viscous limit. The maximum measured thermal conduc-

tance is 0.36MW/m2-K. Both are record values.

xx



CHAPTER 1

Introduction

In this chapter, a brief overview of the boiling heat transfer and its limit, the so-called critical

heat flux and thermal conductance (heat transfer coefficient) are introduced. Attempts to increase

the critical heat flux, in relation to various applications, in particular the current challenges in

thermal management of high heat flux devices, are also discussed. There has also been theoretical

treatments of the flow boiling crisis, suggesting various crisis triggering mechanisms. A historical

perspective on these and the current opportunities for further insight into the crisis and its control

with engineered surface structures are also discussed. The chapter ends presenting the objectives

of this work and the routine of the dissertation.

1.1 Significance of Boiling Heat Transfer

Boiling is the phase change process in which liquid is turned into vapor by the addition of heat

[1]. Pool boiling refers to lower horizontal surface heating of a pool of saturated liquid and under

gravity bubbles rise from the surface and a counterflow liquid replenishes the surface for a steady

heat transfer. There is no net mass flow rate [2]. Flow boiling generally refers to a forced liquid

flow augmenting the phase-density buoyant flow occurring in pool boiling [3]. In the literature,

the tilted heated surface condition is also referred to as flow boiling. Boiling is characterized with

variation of the variation of the surface superheat, which is the surface temperature above the fluid

saturation temperature (which depends on the pressure), with the surface heat flux. Under nucleate

boiling [4], the surface superheat can be rather small (large thermal conductance), which is very
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desirable. So, in general boiling, which uses change in the physical bond between molecules [5] is

more effective that single-phase heat transfer which uses only the sensible heat. One of the oldest

and relevant application is in boilers (which are also a component in power plants) [6].

In gas-liquid two-phase flows, the phase distributions has characteristic topologies called the

flow patterns or flow regimes [7]. Flow patterns can affect key parameters from two-phase flows

(e.g., pressure drop, phasic slip ratio), and are a useful tool in the analysis and diagnostics of two-

phase flows [3], in fact, even the simplest phase distribution can have complex hydrodynamics

[8]. In flow boiling, different from adiabatic (no phase change) two-phase flows, different flow

patterns can occur simultaneously in different portions of the stream, increasing the complexity of

the problem [9]. Vapor is generated at the heated surface and transported downstream by the liquid

inertia, changing the phase distribution along the flow [10].

Due to its inherent complexities, the study of boiling has been mostly empirical [11, 12]. The

use of visualization techniques including high-speed cameras and other imaging techniques (e.g.,

particle image velocimetry, laser induced fluorescence) provide visual evidence to support the

construction of physical models [13, 14, 15, 16]. Also, with the recent advances in computational

capabilities, high-fidelity computational models have been used to simulate and predict the flow

boiling phenomena. A review of the computational treatments of various aspects of flow boiling

is given in [17]. In [18], an extensive review of flow boiling applications using CFD solvers is

presented. Most investigations consider low and moderate pressures, close to the saturated states

(although there are also subcooled boiling studies), and a review on flow boiling at high reduced

pressure is available in [19].

1.2 History of Boiling Crisis Theories

The boiling crisis marks and leads to the dryout of the heated surface, resulting in the sudden rise

in the surface and if not mitigated the meltdown [20]. This occurs at high heat flux and is marked

as the critical heat flux (CHF). The co-occupancy and competition between the liquid and vapor
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phase is dynamically played out (hydrodynamics) as the liquid moves toward the surface while the

vapor escapes from it. The theoretical prediction of the CHF has attracted much attention and also

proven to be rather challenging.

The link between the CHF and the hydrodynamic effects was first suggested in [21]. In [22],

for pool boiling, it was proposed that the interaction between two distinct interfacial instability

mechanisms, namely the Rayleigh-Taylor and the Kelvin-Helmholtz, would create the conditions

for the rising vapor generated at the heated surface to prevent the downward liquid supply, leading

to dryout. This mechanism was further investigated in [23, 24, 25] and it is discussed in further

detail in Section 2.1.

The destabilizing effect of vapor recoil was also suggested as a mechanism responsible for the

boiling crisis [26]. The vapor recoil force consists of a non-uniform pressure acting on the liquid-

vapor interface near the contact line that increases with the evaporation rate, causing the liquid

film to recede, drying the surface. The thickness of the wetting layer reflects the magnitude of

the vapor recoil pressure force. The uncontrollable growth of dry spots underneath the generated

vapor bubbles is proposed as the trigger mechanism for the CHF [27].

Due to the prevalence of boiling heat transfer in engineering applications, the accurate de-

scription of the boiling crisis phenomenon remains a very active research field. In [28], using a

transparent heater (also used in [29]), high-speed imaging is employed to gain new insights on

the surface dryout by monitoring the dry spot thermal behavior. The authors suggest that at a dry

spot becomes irreversible when its temperature surpasses a critical temperature, found from 3-D

conduction simulations of the heater, preventing the liquid supply from ever reaching the dry spot

again. In this model, the liquid film recession caused by the vapor recoil force from neighbor-

ing evaporation sites contributes to the expansion of the irreversible dry spot. The growth of this

irreversible dry spot is uncontrollable and triggers the boiling crisis.

Direct numerical simulation of boiling is often used to generate new insights into the boiling

crisis. The CHF trigger mechanism is investigated using the Lattice Boltzmann Method (LBM) in

[30]. The authors simulate the dynamics of the wet and dry portions of the surface, decomposing
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the wall heat flux into wet and dry components. The wet heat flux component dominates, but as

the dry fraction of the area increases due to the increasing wall superheat, a maximum is reached

which is the CHF. The driving force for the dry area fraction increase is associated with the vapor

recoil force. This mechanism was further investigated in [31] for a large number of vapor sites.

The stochastic characteristic of the vapor nucleation in boiling was incorporated by using statisti-

cal distributions and the boiling crisis was triggered when the number of isolated nucleation sites

reached a maximum, after which any new nucleation site would lead to coalescence and the in-

crease of the nonrewettable dry area. In [32], the boiling mechanism is described by a reduction in

the fluid density using the LBM. The authors found this effect to be more pronounced in concave

corners, in agreement with the previous observations of vapor nucleation inside cavities.

Although the boiling crisis, the focus of this study, is a phenomenological instability governed

by microscopic interfacial instabilities (i.e., Kelvin-Helmholtz and Rayleigh-Taylor), other types

of instabilities can occur in flow boiling. A thorough review on other flow boiling static (e.g.,

flow excursion, flow pattern transition) and dynamic instabilities (e.g., density wave oscillations,

pressure drop oscillations, thermal oscillations) is given in [33]. Recent studies including exper-

iments [34] and physical modeling [35] of flow boiling under subcooled conditions are available

(the boiling crisis is often called departure from nucleate boiling, DNB). A comprehensive review

on the experimental and physical modeling efforts to characterize this phenomenon including the

construction of a flow regime map is given in [36].

In this study, boiling crisis is viewed as the unit-cell vapor-liquid surface conditions and flow

as proposed by Zuber based on the Kelvin-Helmholtz and Rayleigh-Taylor instabilities, and the

goal is to control the crisis by altering the conditions using porous metasurfaces. These porous

metasurfaces generate vapor through meniscus evaporation (not bubble nucleation) and are able to

separate and direct the phases to increase the dryout limit.
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1.3 History of Boiling Enhancements

The physics of the boiling crisis trigger mechanism offers insights into ways of controlling and

enhancing the CHF. There is about a century of boiling heat transfer research [37]. In the last few

decades, there has been active research on enhancing boiling CHF. In [38], these efforts are divided

into four main categories: fluid properties improvement, usually by the addition of nanoparticles;

surface modification with intricate fabrication techniques to alter the heated surface, favoring bub-

ble nucleation or improving the liquid and vapor flow paths; modified channel structures to create

mini/microchannels for instability inhibition; and hybrid techniques, where a combination of the

three techniques is used (e.g., surface coating on microchannels).

Regarding the first category, improvement of fluid properties, despite many studies reaching

an agreement regarding the CHF enhancement by nanofluids, no major consensus exists about the

physical mechanism responsible for this enhancement in both pool and flow boiling configurations.

One feature of this technique is that nano-particles deposit on the heated surface, thus influencing

bubble nucleation, etc. [39], and there is some lingering debate about the criteria for performance

enhancement over the base fluid. Additionally, there are several practical challenges and questions

regarding the long term use of nanofluids in engineering applications [40].

Great interest has been elicited by the second category, surface modification, with several stud-

ies on the CHF and thermal conductance enhancements in recent years. The use of nanoscale

surface coatings with various deposition methods (e.g., electrochemical deposition, chemical va-

por deposition, etc.) for wettability control and nanoscale porous coatings for superheat reduction

is reported in [41]. The authors also mention recent studies using carbon nanotubes and nanowire

coatings to increase nucleation sites for pool boiling.

In [42], the authors analyze flow-boiling CHF enhancement by length scale (namely milli, mi-

cro, and nanoscales). The milliscale consists of the use of pin fins, channel inserts and ribbed

walls with moderate CHF enhancement at the cost of significantly increasing the pressure drop.

At the microscale, the use of porous coatings and foams is reported to increase the flow boiling

heat transfer performance. A review on the use of microscale modulated porous structures, the
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so-called porous metasurfaces, is given in [43]. This capillary, porous structures are employed to

ensure liquid supply to the heated surface, separating the competition between liquid and vapor

flows, thus enhancing the CHF. Additionally, the thermal conductance enhancement is observed

due to the formation of menisci in the porous wick that leads to meniscus evaporation, requiring

smaller superheat. The use of porous metasurfaces for CHF and thermal conductance enhancement

is further discussed in Chapter 4.

The use of microchannels for CHF enhancement follows the miniaturization trend in electron-

ics with the ever increasing heat flux density needs. An analysis of evaporation differences in both

micro and macroscales is given in [44]. The author analyzes various experimental studies and sug-

gests that in a microchannel, the hydraulic diameter is of the same scale as the bubble departure

diameter, indicating that only one bubble can exist in the channel. In [42], suppression methods

of the main two-phase flow instabilities observed in microchannels, namely severe pressure drop

oscillation [45], capable of triggering premature CHF, and mild parallel channel instability, are

discussed. Upstream throttling, downstream expansion, and vapor venting are some of the insta-

bility suppression methods revised by the authors. These were shown to reduce the microchannel

pressure drop.

The most recent advances in flow boiling enhancements with enhanced microchannels, a combi-

nation of microchannels and surface modification techniques, are discussed in [46]. The CHF and

thermal conductance enhancements are achieved by either surface coatings such as porous layers

and nanostructures which increase the heat transfer area and favor bubble nucleation, or modified

flow passages with micro pin fins or porous microchannels which enhance flow distribution, mod-

ifying the two-phase flow pattern. Concerns regarding the durability of enhanced microchannels,

increased pressure drop, and fabrication difficulties have prevented its wide application.

Under reduced gravity, such as space applications, the inertial force is the solely responsible

for controlling bubble growth and establishing the liquid supply. A review of the experimental

methods and flow-boiling CHF enhancement in microgravity with liquid inertia is available in

[47].
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In this work, the inertia of liquid and the use of porous microstructures will be addressed for

saturated water (one atm) flow boiling. These enhancements, however, are not limited to water as

the working fluid and to the near-saturation conditions. A thorough review on CHF enhancement

for a wide range of fluids including refrigerants and synthetic coolants (e.g., R-134a, FC-72) for the

various enhancement techniques (e.g., mini/microchannels, nanofluids, surface coatings) is given

in [48].

1.4 Objective of Thesis

The major objective of this study is to explore means for delaying the flow boiling crisis to achieve

even higher CHF and thermal conductance limits. The first step is to understand the fundamental

forces in the interaction and competition between the liquid and vapor phases leading to the boiling

crisis. This understanding is leveraged to potentialize the contributing factors, leading to significant

performance enhancements. By using direct simulations, the trigger mechanism of leading-edge

surface liquid track destabilization by the vapor flows is postulated in a wavelength modulation

regime controlled by the inlet liquid velocity.

Beyond the wavelength modulation, the control of the liquid and vapor flow paths is investigated

and the phase-change mechanism is altered through the usage of porous metasurfaces which enable

meniscus evaporation. Metasurfaces allow for the control of vapor sites geometry, replacing the

columnar vapor jets with optimally arranged vapor space and venting sites, thus increasing the

CHF. Direct simulations and experimental validations are used to verify the propositions and the

predicted CHF and thermal conductance enhancements.

The document is organized as follows: In Chapter 2, the two-phase flow interfacial instability

is discussed in light of the boiling crisis. The flow-boiling crisis trigger mechanism is presented

as an extension to the current pool boiling theory and the flow of inlet liquid velocity and the

inertial force is clarified. Chapter 3 presents the direct numerical simulation of the flow-boiling

crisis to verify the proposed CHF trigger mechanism and a characteristic wavelength modulation
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regime is identified. In Chapter 4, the CHF and thermal conductance enhancement through the

use of porous metasurfaces is presented and a new multiscale porous metasurface, the flow-boiling

canopy wick, is proposed. Chapter 5 discusses the limitations introduced by the use of the FBCW

and the relevancy of wick effective properties, and Chapter 6 uses direct numerical simulations to

verify said limits and estimate the wick properties. In Chapter 7, a novel, more effective regime

of CHF modulation is proposed based on the vapor sites and their geometric confinement, and

in Chapter 8, direct numerical simulations are performed to verify these enhancements in both

the geometric and confined-geometric modulation regimes. Chapter 9 discusses the fabrication

and testing of the FBCW in a flow-boiling loop. The experimental results are compared to the

numerical results in Chapter 10, showing good agreement and validating the adopted assumptions.

Final remarks and conclusions are summarized in Chapter 11 and extensions to the present work

are suggested in Chapter 12. Appendix A presents an overview on uncertainty propagation for

the measured quantities and Appendix B discusses the visualization of the phase-interactions in

experimental and numerical video recordings.
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CHAPTER 2

Flow-boiling Crisis Hydrodynamics-Stability

Theory: Wavelength Modulation Regime of

Hydrodynamic Critical Heat Flux

In this chapter, the roles of the two-phase flow interfacial instabilities in the boiling crisis are

discussed. Flow-boiling crisis theory is presented as an extension to the pool boiling definition

mentioned in Section 1.2 and a formal physical treatment for the hydrodynamic CHF enhancement

reported in Section 1.3 is presented. A novel mechanism responsible for triggering the flow-boiling

crisis is proposed, the surface liquid-track dryout model, and the role of the flow inlet velocity on

the hydrodynamic CHF modulation is explained.

2.1 Zuber Pool-Boiling CHF Theory and Unit Cell

Horizontal two-phase flow initially arranged in stratified regime is subject to instabilities resulting

from relative motion between the phases [49]. Traditional linear stability analysis considers the

interface between the liquid and vapor (gas) phases to be planar and horizontal with the phases

moving with axial velocities ug and ul, neglecting viscous effects [50]. The balance of gravity,

inertia and surface tension forces are considered with the vapor (less dense) occupying the top

portion of the channel and the liquid (more dense) at the bottom. The full derivation is available

in [50, 51]. The Kelvin-Helmholtz (K-H) instability arises when the relative velocity is larger than
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Figure 2.1: Evolution of interfacial instability on a horizontal stratified liquid-vapor interface and
the Kelvin-Helmholtz instability and wavelength.

some critical value |ug − ul| = uc, this is illustrated in Figure 2.1. The corresponding K-H critical

wavelength is

λKH = λc = 2π

[
σ

g (ρl − ρg)

]1/2
. (2.1)

Viscous force effects on the critical velocity and critical wavelength are considered in [52] for air

and water and found to be negligible.

In a different configuration, if the more dense phase is on top and both phases are at rest (ug =

ul = 0), gravity-induced movement will occur at the interface and the Rayleigh-Taylor (R-T)

instability arises with the critical wavelength (the most dangerous wavelength), this is illustrated

in Figure 2.2

λRT,d = 31/22π

[
σ

g (ρl − ρg)

]1/2
= 31/2λc. (2.2)

Both the K-H and R-T critical wavelengths are related. Both Eqs. (2.1) and (2.2) can be ex-

pressed with the Bond (or Eötvos) number (would become equal to 2π and 31/22π), which is the

ratio of buoyancy and surface tension forces

Boλ =
g (ρl − ρg)λ

2
c

σ
=

Weλ

Fr2λ
, (2.3)

where the Froude and Weber numbers are a ratio of the inertial and gravity forces and a ratio of the
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Figure 2.2: Evolution of the interfacial instability on horizontal liquid-vapor interface and the
formation of the Rayleigh-Taylor instability and wavelength.

inertial and surface tension forces, respectively

Frλ =

[
ρlu

2
l,o

g (ρl − ρg)λc

]1/2
; Weλ =

ρlu
2
l,oλc

σ
. (2.4)

The capillary length lc is defined by the Bond number of unity, Boλ =1, when gravity and

surface tension forces are in equilibrium

lc =

[
σ

g (ρl − ρg)

]1/2
. (2.5)

For saturated water (one atm) it is lc = 2.5mm. The K-H and R-T wavelengths are proportional to

the capillary length.

Different pool-boiling critical heat flux (CHF) mechanisms are summarized in Section 1.2. The

Helmholtz instability mechanism states that the generated bubbles create an unstable columnar

vertical liquid-vapor interface and the CHF occurs when these columns impede the counterflow of

make-up liquid, ceasing the liquid supply. Zuber [22] adopted this mechanism as a basis for his

theory for a flat plate, assuming that vapor jets become unstable at the peak heat flux.

As shown in Figure 2.3, the vapor columns are arranged in a square array with side λc = λRT,d
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from Eq. (2.2), corresponding to the most dangerous R-T waveforms, and column diameter dg =

aλc, where a = 1/2. The wavelength of the square arrangement proposed by Zuber was later

corrected by [24]. The CHF is then calculated as the heat removed from this rising vapor columns

qCHF = ρgvg,Z∆hlg

(
Ag

A

)
Z

, (2.6)

and the vapor velocity is found from K-H wavelength

vg,Z =

(
2πσ

λKHρg

)1/2

, (2.7)

with the area ratio (
Ag

A

)
Z

=
πa2λ2

c

4λ2
c

. (2.8)

Substituting this velocity and area ratio into Eq. (2.6) results in the pool-boiling CHF

qCHF = ρg∆hlg

(
2π3a4σ

λKHρg

)1/2

, (2.9)

with λKH = λRT,d = πdg. Substituting this into Eq. (2.6) we find the Zuber CHF

qCHF,Z =
π

24
ρg∆hlg

[
σ (ρl − ρg) g

ρ2g

]1/4
. (2.10)

The wavelength originally adopted by Zuber corresponds to a Bond number Boλ = 81 and

for saturated water at one atm, qCHF,Z = 1.1MW/m2. A slightly higher value of qCHF,Z =

1.25MW/m2 is encountered by using the wavelength discussed in [24].

The work from Liter et al. [53] expanded on this innate dependence on the characteristic wave-

length by proposing and testing the use of a porous metasurface to modulate the critical wave-

length. The rationale is that the introduction of a geometrically defined wavelength supersedes the

dependence on R-T instabilities. The pool-boiling hydrodynamic CHF can be enhanced according
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Figure 2.3: Spatial distribution of vapor columns, with counter flowing liquid, on a horizontal flat
plate in the Zuber critical heat flux model. This is the Zuber unit cell.

to

qCHF,h =
π

8
∆hlg

(
σρg
λc

)1/2

, (2.11)

where λc ≤ λRT,d is the modulated wavelength. The smaller wavelength corresponds to smaller

vapor columns, allowing for a larger vapor velocity when the K-H instability is triggered.

The qCHF,h enhancement achieved by the wavelength modulation is similar to the pool-boiling

heater-size effect. Measured qCHF,h over the qCHF,Z have been reported using progressively smaller

heaters, and the smallest heater size is considered to be the capillary length lc [23, 54].

2.2 Flow-Boiling CHF Theories

Differing from the pool boiling where the pressure gradient and the liquid momentum are in the

gravity direction (z direction), the forced, axial inertial component of flow boiling breaks the sym-

metry of the counter, columnar two-phase flow of the Zuber unit cell shown in Figure 2.3. The

smallest axial flow fundamentally alters the boundary conditions. Figure 2.4 illustrates this transi-

tion from pool to flow boiling, using the Zuber unit cell as the basis. The four relevant forces that

can affect the two-phase interface are the gravitational force Fg, surface tension force Fσ, inertial
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force Fu, and viscous force Fµ. Their expressions per unit area are as follows

Fg

A
= g (ρl − ρg)λc,

Fσ

A
= σ

λc
,

Fu

A
= ρlu

2
l,o,

Fµ

A
=

µul,o

λc
,

(2.12)

they are also illustrated in Figure 2.4. The dimensionless numbers can be derived from different

ratios of these forces, for instance the Weber and Froude numbers, given in Eq. (2.4), are defined as

the ratio of surface tension and inertial forces, and gravitation and inertial forces, respectively. The

Bond number is the ratio of gravity and surface tension forces, as shows Eq. (2.3). As mentioned

earlier, the viscous forces are neglected in the linear stability analysis, but they are considered in

the Reynolds number, the ratio of inertial and viscous forces

Reλ = ρlu
2
l,o

λc

µul,o

=
ρlul,oλc

µ
. (2.13)

Traditionally, due to the innate complexities of the problem, authors have resorted to empirical

correlations in the prediction of the flow-boiling CHF. Although the correlations can provide useful

results, they cannot be used outside the limits of their experiments, so an investigation of the

physical mechanisms responsible triggering the CHF is more desirable.

Determining the liquid supply mechanism in flow boiling is essential in defining the mecha-

nisms responsible for the boiling crises. Four different mechanisms have been proposed and are

widely accepted [47], namely, boundary-layer separation model [55], bubble-crowding model [56],

sublayer dryout model [57], and interfacial lift-off model [58, 59]. Of those, only the boundary-

layer separation model and the interfacial lift-off model were conceived for horizontal flow. In the

boundary-layer separation dryout model [55], the flow-boiling crisis is treated as a purely hydro-

dynamic phenomenon, analogous to single-phase flow with gas injection at the permeable heated

surface: the generated vapor decreases the liquid velocity gradient adjacent to the surface, what

causes this gradient to gradually diminish and eventually the separation of the liquid layer and dry-

out. A general expression for the CHF is given in [60], where the CHF is related to the two-phase

friction factor flg and a constant C dependant on the vapor quality and the degree of subcooling
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qCHF,h =
Cρlul∆hlg

flg
. (2.14)

Figure 2.4: Schematic representation of the liquid- and vapor-phase flow distribution in the transi-
tion from (i) pool boiling to (ii) flow boiling for the 2-D interfacial lift-off model [58, 59] (narrow
channel). The models are based on the Zuber unit cell, and the dominant forces governing the CHF
are the buoyancy, surface tension, inertial, and viscous.

The interfacial lift-off model [58, 59] shown in Figure 2.4 postulates that CHF occurs when

the momentum of the generated vapor produced in small portions of the surface called the wetting

fronts, responsible for providing liquid to the heated surface, overcomes the interfacial pressure

force, lifting the liquid away from the surface. The model states that the liquid supply mechanism

occurs from the top at the wetting fronts, placed in the Zuber unit cell in a moving frame of

reference [61].

In order to perform said balance, it employs three submodels. (i) A separated-flow model to

resolve the flow velocities and thicknesses of liquid and vapor layers in the channel. (ii) A hydrody-

namic stability model which employs the results from the previous model to predict the interfacial

shape and the critical wavelength of the vapor layer. (iii) A CHF trigger mechanism model, de-

termined considering both the critical wavelength of the vapor and the Helmholtz wavelength in

the wetting front [61]. This is identical to the Zuber formulation, where the surface is modeled as

square unit cells containing vapor jets surrounded by liquid, with the jet diameter half the critical

vapor wavelength from the second submodel, dg = λc/2. The implementation of this model for
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saturated water (one atm) is discussed in [62, 63].

The interfacial lift-off model is based on experimental measurements in a narrow channel (W <

λc) with a single row of vapor jets. Figure 2.4 schematically illustrates the liquid and vapor flows

in a narrow channel for pool and flow boiling conditions. The vapor expansion occupies the entire

bottom portion of the channel, diverting the liquid upward and preventing the formation of a surface

liquid track and axial liquid supply. Instead, liquid is supplied perpendicularly from the and limited

to the wetting fronts. The critical vapor wavelength λc corresponds to the vapor momentum lifting

the interface, interrupting the liquid supply.

The axial velocities uf (f = g or l for vapor and liquid) are found from the 2-D separated-flow

submodel and employed in the following submodel (hydrodynamic stability theory) to determine

the critical wavelength λc. The generated vapor ascending velocity and the liquid make-up velocity

are found from the third submodel. Similar to Zuber CHF model, a second critical wavelength is

found from the interaction between rising columnar vapor jets and descending liquid at the wetting

fronts [61]. The effect of the axial flow on the wetting fronts mimics the behavior of a moving

wall generating said columnar vapor jets – the same rationale present in Zuber analysis, but with a

moving frame of reference.

Similar to the pool boiling qCHF,h of Eq. (2.11), the interfacial lift-off theory [58, 59, 61] of

flow-boiling dryout results in an inverse dependency on the critical wavelength λc

qCHF,h = ρg∆hlg
π

8

(
σ

λc

)1/2


(

ρl+ρg
ρlρg

)1/2
1 + ρg

ρl

π
(16−π)

 , (2.15)

where λc is found from the 2-D separated flow model and interfacial instability submodels [61]

λc = 2π

ρ′lρ′g (ug − ul)
2

2σ
(
ρ′l + ρ′g

) +


[
ρ′lρ

′
g (ug − ul)

2

2σ
(
ρ′l + ρ′g

) ]2 + (ρl − ρg) g cos(ϕ)

σ


1/2


−1

, (2.16)
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where ρ′f = ρf tanh
−1(κHf ) is the modified phase density. The liquid and vapor phase velocities

are calculated as

ug =
qx

ρgδ (cp,l∆Tsub +∆hlg)
, (2.17)

ul =
ul,oH

H − δ
− qx

ρl(H − δ)(cp,l∆Tsub +∆hlg)
, (2.18)

where δ is the thickness of the vapor layer, from the separated flow model, and x is the axial

location. The last term on the right of Eq. (2.15) is from the ascending vapor velocity and is related

to the Helmholtz instability

vg,H − vl,H =

(
2πσ

λH

)1/2(
ρl + ρg
ρlρg

)1/2

. (2.19)

The continuity equation gives

vl,H =
ρg
ρl

(
π

16− π

)
vg,H . (2.20)

The relationship between qCHF,h and the critical interfacial wavelength given in Eq. (2.15)

for flow boiling in the interfacial lift-off model is functionally identical to Eq. (2.11), derived in

[53] for pool boiling, discussed in Section 2.1. This wavelength modulation, achieved experimen-

tally through porous metasurface with a periodic structural modulation of length λc supersedes

the dependence only on the thermophysical properties given by the Rayleigh-Taylor wavelength,

Eq. (2.3), allowing for CHF enhancement beyond the Zuber limit for plain surface [53].

The interfacial lift-off theory identifies a similar dependency of the qCHF,h on the interfacial

wavelength, obtained from the stability analysis of the 2-D two-phase flow using the separated

flow model. The forced flow ul,o alters the characteristic wavelength λc, enhancing the qCHF,h

similar to that achieved by λc modulation in pool boiling [53].

Both Eqs. (2.11) and (2.12) have an identical λc dependence as shown in Figure 2.5. In [53],

a non-uniform porous coating was used with pentane as the fluid to modulate the λc and their

experimental results (adjusted for saturated water properties at one atm) are shown in Figure 2.5,

with good agreement to Eq. (2.11).
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Figure 2.5: Wavelength modulation of pool and flow-boiling dryout heat flux based on the Zuber
unit-cell model. The water-adjusted pool-boiling experimental results of [53] using a modulated
porous coating are also shown.

While Figure 2.5 shows the flow boiling qCHF,h is equivalent to the surface wavelength mod-

ulation of pool boiling, we expect the anisotropic liquid inertia ul,o to affect the dryout crisis

differently, and here we suggest a leading-edge surface liquid track instability guided by direct

numerical simulation results, which are discussed in detail in Chapter 3. In Figure 2.6, this transi-

tion of the two-phase flow distribution from the pool (i) to flow boiling (ii), under a wide-channel

(Wch > λc) treatment is rendered and the fundamental forces are once again outlined. The Zuber

vapor columns of pool boiling are deflected in the flow direction, while a surface liquid track is

formed in the leading-edge region and meanders around the vapor columns. This surface liquid

track provides the axial liquid supply to the heated surface. This contrasts with the liquid supply in

the interfacial lift-off theory with the submodel based on a narrow channel, where the liquid supply

is from the top at the wetting fronts, triggering a R-T instability.

The two-phase flow rendered in Figure 2.6 is hydrodynamically stable, stratified with the less

dense phase on top, with the surface liquid track formed in the leading-edge region and beneath

the vapor domain. As the vapor accelerates downstream, however, the interface relative velocity

reaches a critical value, triggering the Kelvin-Helmholtz instability. This mechanism is dubbed

the leading-edge surface liquid track instability and proposes the dryout is reached when the vapor
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shear causes the surface liquid track to shear break with the K-H instability downstream. The

wide-channel condition Wch > λc allows for the lateral periodic treatment and formation of the

liquid track, fundamentally altering the dryout mechanism. This is guided by direct numerical

simulation of flow boiling using the Zuber unit cell as the basis presented in Chapter 3, and existing

experimental results.

Figure 2.6: Schematic representation of the liquid- and vapor-phase flow distribution in the tran-
sition from (i) pool boiling to (ii) flow boiling for the 3-D DNS leading-edge surface liquid track
model (wide channel). The models are based on the Zuber unit cell, and the dominant forces gov-
erning the CHF are the buoyancy, surface tension, inertial, and viscous.

2.3 Wavelength-Modulation Regime Based on Surface Liquid

Track

As presented in Figure 2.5, the CHF enhancement achieved in flow boiling due to the forced axial

flow component can also achieved through the usage of modulated capillary structures that sepa-

rate the liquid and vapor flows, therefore we call the enhancement under this regime wavelength

modulation regime (WMR) since the enhancement is entirely attributed to the liquid inertia ability

to alter the natural wavelength scale.

This analysis assumes a fixed Zuber-type unit cell for the vapor inlets. This is a good assump-
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Table 2.1: Physical properties of saturated water (one atm) [64].

ρl, kg/m3 ρg, kg/m3 µl, µPa s µg, µPa s
958 0.58 279 12.3

Tlg, ◦C ∆hlg, kJ/kg σ, mN/m
100 2257 58.9

tion, as it provides a lower limit that is equal to the Zuber CHF at very low velocities, promoting a

continuous transition from pool to flow boiling. Of course, the very concept of flow boiling breaks

the radial symmetry assumed in the Zuber model and the ensuing phase distribution.

As discussed in Section 2.2, Eq. (2.16) from the interfacial lift-off model gives the dependency

of the critical wavelength λc on the velocity of the liquid-phase ul, given by Eq. (2.18). Ac-

cording to Eq. (2.16), buoyancy and surface tension forces are balanced to determine the critical

wavelength. At high velocities, when the gravity force effect is negligible, i.e., ρ′lρ
′
g(ug−ul)

2

2σ(ρ′l+ρ′g)
>>[

(ρl−ρg)g cos(ϕ)

σ

]1/2
, this becomes

λc =
2πσ(ρ′l + ρ′g)

ρ′lρ
′
g(ug − ul)2

≈ 2πσ

ρ′g(ug − ul)2
, (2.21)

suggesting a Weber number relationship, or dominance of the surface tension component. The

value of threshold relative velocity for which Eq. (2.21) is valid for the saturated water (one atm)

properties, given in Table 2.1, is ug − ul ≥ 6.37m/s.

In the interfacial lift-off submodel, the vapor momentum is determined by the balance between

buoyancy and surface tension, Figure 2.4, i.e., the Weber number and Froude number squared

(which is the Bond number). This treatment, similar to that used by Zuber for pool boiling, does

not include the liquid inertia, which further prevents the vapor from displacing the liquid.

For flow boiling, the contribution of the forced axial flow cannot be neglected, as in Figure 2.6

the surface liquid supply depends on the axial flow. The forced liquid flow penetrates downstream

and through the vapor columns, based on the modulated Zuber unit cell, ensuring the irrigation

of the heated surface. This effect, however, is resisted by the viscous force. This modulation
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is responsible for the qCHF,h enhancement over the qCHF,Z and is attributed to ul,o, as shown in

Figure 2.5.

The surface vapor columns disturb the surface liquid track and this disturbance depends on the

inertia of the forced liquid flow and the inertia of the escaping vapor columns, adjacent to the

surface. So, when including these inertiae, the effect of liquid viscosity, which are not included

in the K-H and R-T stability analysis, needs to be considered in the surface liquid track fluid

mechanics. As outlined in Figure 2.6, it is the continuous surface liquid track that irrigates the

heated surface, and its interruption leads to the flow-boiling dryout.

The four fundamental forces at play must be considered. Since the Bond number accounts for

the ratio of gravity and the surface tension forces, and the Reynolds number accounts for the ratio

of inertial and the viscous forces, these two dimensionless groups are suited for this analysis. Both

inertial and gravity forces contribute to the liquid supply by establishing the surface liquid track

that is responsible for axial liquid supply, and for providing the liquid flow against the escaping

vapor flow in the perpendicular make-up liquid supply. For this reason, these effects are combined

by multiplying the Bond number and the Reynolds number of the liquid phase. This product is

assumed to be a constant. This assumption is justified in Chapter 3 with the DNS results.

Weλ

Fr2λ
Reλ = BoλReλ =

g(ρl − ρg)λ
2
c

σ

ρlul,oλc

µl

= C2. (2.22)

This relation between the critical wavelength and the inlet velocity is of the form λc ≈ u
−1/3
l,o .

From this relation, when the inertia is large, represented by a high inlet liquid velocity ul,o, a

smaller critical wavelength, and in turn a smaller Bond number is encountered, offsetting the high

Reynolds number.

Rewriting Eq. (2.22) and replacing the wavelength from Eq. (2.11), we have

qCHF,h =
π

8
∆hlg(σρg)

1/2

[
g(ρl − ρg)ρlul,o

C2σµl

]1/6
. (2.23)
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Using the capillary length lc, the dimensionless qCHF,h becomes

qCHF,h

ρ
1/6
g ∆hlg[σg(ρl − ρg)]1/4

=
π

8C1/3
Re

1/6
λ . (2.24)

This is comparable to the dimensionless Zuber CHF, Eq. (2.9), i.e.,

π

8C1/3

u
1/6
l,o,min

ν
1/6
l

[
σ

g(ρl − ρg)

]1/12
=

π
24
ρg∆hlg

[
σ(ρl−ρg)g

ρ2g

]1/4
ρ
1/6
g ∆hlg[σg(ρl − ρg)]1/4

. (2.25)

Solving for the liquid inlet velocity, the minimum ul,o giving to qCHF,Z , we find ul,o,min =

C2 νl
729lc

. Similarly, comparing Eq. (2.24) to the CHF for flow boiling given by Eq. (2.11), for

λc = lc, i.e., qCHF,c we have

π

8C1/3

u
1/6
l,o,max

ν
1/6
l

[
σ

g(ρl − ρg)

]1/12
=

π
8
∆hlg(σρg)

1/2
[
g(ρl−ρg)

σ

]1/12
ρ
1/6
g ∆hlg[σg(ρl − ρg)]1/4

. (2.26)

solving once again for liquid the inlet velocity, now the maximum ul,o corresponding to qCHF,c

is ul,o,max = C2 νl
lc

. The verification of the proposed functional relationship for the wavelength-

modulation regime requires CFD simulations to match the hydrodynamic CHF to the inlet velocity.

The value for the C constant and the solution to Eqs. (2.25) and (2.26) will also be determined.

Figure 2.7 shows the variations of the qCHF,h and the critical wavelength with respect to the

inlet velocity for the interfacial lift-off theory, Eqs. (2.12) and (2.13), and the surface liquid-track

dryout models, Eqs. (2.22) and (2.23), for saturated water (one atm) with properties listed in Ta-

ble 2.1. The dashed lines mark the minimum velocity limit, when the critical wavelength is the

Zuber wavelength λc,Z and corresponding to the qCHF,Z, and the maximum velocity limit, when the

critical wavelength is the capillary length lc and corresponding to the qCHF,c. These two velocities,

ul,o,min and ul,o,max, mark the wavelength-modulation regime.
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Figure 2.7: Variations of (a) hydrodynamic CHF and (b) characteristic wavelength with inlet ve-
locity for saturated water (one atm) in the wavelength-modulation regime. Relations from the
interfacial lift-off and leading-edge surface liquid track models are shown.

2.4 Summary

The flow-boiling crisis theory was presented as an extension of the pool-boiling Zuber analysis.

The roles of the four fundamental forces were explained and a novel flow-boiling CHF trigger

mechanism was proposed based on first principles. The key assumption of the product of the Bond

(ratio of gravity and surface tension forces) and Reynolds (ratio of inertial and viscous forces)

numbers being constant given in Eq. (2.22) will be expanded in Chapter 3.

23



CHAPTER 3

Direct Numerical Simulation of Flow Boiling Crisis

based on Zuber Unit Cell: Verification of

Wavelength Modulation Regime

In this chapter, the direct numerical simulation (DNS) of the flow-boiling crisis is performed in or-

der to verify the surface-liquid track dryout CHF trigger mechanism proposed in Section 2.3 within

the so-called Wavelength Modulation Regime [53, 61], where the vapor-flow shear destabilizes the

leading-edge surface liquid track, causing its dryout. Here, DNS refers to the flow boiling and not

what is conventionally used in the single-phase turbulent flow simulations where no modeling is

used and the entire turbulence spectrum is resolved.

As shown in Figure 2.5, the wavelength modulation by inlet velocity in flow boiling and by

porous metasurface in pool boiling are identical, so the critical wavelength λc for a given flow-

boiling CHF qCHF,h can be found from Eq. (2.11). An inlet velocity is selected and the simulation

is run until a steady-state, leading-edge surface-liquid track is reached. This velocity is reduced

until dryout is observed. At this point, the prescribed velocity is determined to be corresponding

to the modulated wavelength λc and CHF qCHF,h.

The CFD domain is illustrated in Figure 3.1. The inlet liquid velocity ul,o is prescribed upstream

and on the heated metasurface (z = 0) the vapor and liquid velocities are prescribed for a given

heat flux. The lateral (x-z plane) periodicity is used, with shear-free top surface (z = Hch) and

continuous flow condition at the outlet downstream. Saturated water (one atm) is assumed. The
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Figure 3.1: Adopted CFD domain showing the different boundary conditions.

related two-phase fluid mechanics (transient, 3-D Navier-Stokes equations) are solved numerically

using the code ANSYS Fluent [65]. The treatment of turbulence is with the Large Eddy Simula-

tions, discussed in detail in Section 3.3. As mentioned earlier, the unit-cell geometric parameters

are related to heat flux according to Eq. (2.11), which has been used for the pool boiling, however,

the forced liquid flow ul,o can also modulate the critical wavelength. The computational domain

contains two axial and two lateral unit cells, with lateral periodicity. A leading and a trailing-edge

region are added for more realistic upstream and downstream flow conditions. The vapor-column

velocity and the countering liquid flow are related to heat flux through

vg,o =
qA

ρg∆hlgAg

, vl,o =
qA

ρg∆hlg (A− Ag)
, (3.1)
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where A is the unit-cell heated surface area and Ag the vapor column area. As an example, for

saturated water at one atm (properties in Table 2.1) and q = 1.75MW/m2, give vg,o = 8.84m/s

and vl,o = 0.95mm/s. As expected, the vapor velocity is about four orders-of-magnitude larger

than the liquid.

An important distinction is that, in the channel, it is assumed that the two-phase flow is under

saturated liquid-vapor condition (no evaporation or condensation), and the predicted results are

compared with the saturated water boiling experiments. No phase change is included in the two-

phase flow simulations, therefore the empirical models for evaporation and condensation are not

used. Again, for the case of the plain surface, the evaporation and the return of liquid to the surface

are based on the Zuber unit cell model/theory as surface boundary conditions under saturated

liquid-vapor condition.

3.1 Dimensionless numbers

The liquid and vapor inertial forces are scaled with their respective viscosities in the Reynolds

number for the liquid, given in Eq. (2.13), and vapor phases. As mentioned earlier, the role of the

liquid-vapor interfacial tension is presented by the Weber number using the liquid inertia. For the

role of gravity (buoyancy), the Froude number using the liquid inertia is used in Eq. (2.4). The

compressibility limit of the vapor is addressed with the Mach number using the vapor speed of

sound ua (for Mach number smaller than 0.3, the compressibility effects are neglected). The Zuber

unit-cell size presented by wavelength λc is used for the length scale. In addition to Eqs. (2.4)

and (2.13), the vapor Reynolds number and Mach number [66] are defined as

Reg =
ρgvg,oλc

µg

, Mag,per =
vg,per
ua

. (3.2)

The range of these dimensionless numbers are summarized in Table 3.1 for the range of liquid

velocity ul,o, critical heat flux, and the Zuber unit-cell characteristic wavelength λc.

For the high velocity regime, using the values from Table 3.1, the constant C from Eq. (2.22)
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Table 3.1: CFD condition and dimensionless numbers for different velocity regimes in the wave-
length modulation regime.

Velocity regime q, MW/m2 ul,o, m/s λc, mm

Low 1.35 0.05–0.25 17.7
Moderate 1.75 0.25–1 9.4

High 3 1–3 2.98

Velocity regime Rel Reg Mag

Low 3× 103–15× 103 5.7× 103 0.015
Moderate 7.9× 103–32× 103 3.9× 103 0.02

High 10× 103–30× 103 2.1× 103 0.03

Velocity regime Frλ Weλ Boλ

Low 0.1–0.6 0.7–18 50
Moderate 0.8–3.3 9.6–153 14

High 5.8–17.5 49439 1.4

is found to be C ≈ 200. With this value, the limits of the wavelength modulation regime can be

calculated: the minimum velocity is ul,o,min = C2 νl
729lc

= 6mm/s and the maximum velocity is

ul,o,max = C2 νl
lc
= 5m/s.

3.2 Treatment of Liquid-Vapor Interface: Volume of Fluid

(VOF) Method

In the finite-volume method, the domain is discretized in the form of small volumes for which the

conservation laws are solved [67]. The relevant physical quantities such as temperature, velocity,

and pressure are stored in the nodes located at the center of each volume. In two-phase flow

modeling, correctly identifying the region of the domain occupied by each phase and accurately

capturing the interface is a key requirement. Interface tracking methods introduce an additional

variable that differentiates between the phases and is advected by the flow through the general

equation
∂

∂t
(f) +∇ · (f ũg) = 0. (3.3)
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where f is the variable containing information about the phase. In the level-set method [68], the

interface is defined as the zero level set of a distance function f = φ(x, t) from that interface. It

can be expressed as

φ(x, t) =


d, primary phase

0, interface

−d, secondary phase

. (3.4)

where d is the distance from the interface. The level-set equation is then

∂

∂t
(φ) +∇ · (φũg) = 0. (3.5)

Another widely employed method is the volume of fluid (VOF) method [69], which tracks the

fraction αi occupied by the primary phase in the finite volume, attributing a value of αi = 1 when

the volume is completely filled by the primary phase, αi = 0 when it is completely absent, and

the corresponding volume fraction αi = Vi/V when both the primary and secondary phases are

present. It can be expressed as

αi(x, t) =


1, primary phase

Vi/V, interface

0, secondary phase

, (3.6)

an additional constraint is imposed to ensure conservation

n∑
i=1

αi = 1, (3.7)

where i = l, g is an index representing the phase.

Due to its mass conservation characteristics, the VOF method is preferred over the level-set

method, although authors have employed a combination of both [70]. In the VOF treatment for
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two-phase flow, single continuity and momentum conservation equations are used with an addi-

tional equation for the phase identifier α

∂

∂t
(αρg) +∇ · (αρgũg) = 0. (3.8)

The phasic physical properties are interpolated according to the volume fraction, for example the

fluid density and viscosity are calculated as follows

ρf = αρg + (1− α)ρl, (3.9)

µf = αµg + (1− α)µl. (3.10)

Near the interface, special interpolation functions are used to improve the accuracy of the cap-

tured interface. The geometric reconstruction scheme uses a piecewise-linear approach (piecewise-

linear interface calculation, PLIC) [71, 72], assuming a linear slope for the interface between the

two phases.

3.3 Large Eddy Simulation (LES)

For a more accurate calculation of the two-phase flow turbulence, especially the flow adjacent to the

heated metasurface and the state of the surface liquid track, the CFD simulations were conducted

using the LES [73]. In the LES, the large turbulent eddies are resolved directly, while the small

(i.e., subgrid) eddies are modeled. The momentum and mass are transported mostly by the large

eddies which are significantly affected by the geometry and boundary conditions, while the small

eddies tend to be more isotropic, and the conventional turbulent models are more suited for their

prediction.

A filter is applied to the Navier-Stokes equations, effectively cutting off eddies smaller than the

grid size
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ϕ̃(x) =

∫
∆V

ϕ(x′)G(x,x′)dx′, (3.11)

where ∆V is the fluid domain and G the filter function that determines the scale of the resolved

eddies. In ANSYS Fluent [65], the finite-volume discretization provides the filtering operation for

the LES as

ϕ̃(x) =
1

v

∫
V

ϕ(x′)G(x,x′)dx′, (3.12)

where V is the computational cell volume. The filter function is then

G(x,x′) =


1
V
,x′ ∈ v

0, otherwise
. (3.13)

These filtered Navier-Stokes equations are

∂ρf
∂t

+
∂

∂xi

(ρf ũf,i) = 0, (3.14)

∂

∂t
(ρf ũf,i) +

∂

∂xj

(ρf ũf,iũf,j) =
∂σij

∂xj

− ∂p̃

∂xj

− ∂τij
∂xj

, (3.15)

where σij is the viscosity stress tensor component and τij is the subgrid-scale stress component.

The viscosity stress and the subgrid-scale stress tensors are given as

σij =

[
µf

(
∂ũf,i

∂xj

+
∂ũf,j

∂xi

)]
− 2

3
µf

∂ũf,l

∂xl

δij, (3.16)

τij = ρf ¯uf,iuf,j − ρf ūf,iūf,j. (3.17)

The subgrid-scale resulting from the filtering operation requires modeling. As in Reynolds-

averaged Navier-Stokes (RANS) equations, the Boussinesq hypothesis is employed [74]

τij −
1

3
τkkδij = −2µf,tS̄ij. (3.18)
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To generate a time-independent inlet condition, a random 2-D vortex is considered. With this

approach, a perturbation is added on a specified mean velocity profile via a fluctuating vorticity

field (i.e., two-dimensional in the plane normal to the streamwise direction).

The strain tensor is defined as

S̄ij =
1

2

(
∂ūf,i

∂xj

+
∂ūf,j

∂xi

)
. (3.19)

In the Wall-Adapting Local Eddy-Viscosity (WALE) [75] the eddy viscosity is modeled by

µf,t = ρfL
2
s

(
Sd
ijS

d
ij

)3/2
(SijSij)

5/2 +
(
Sd
ijS

d
ij

)5/4 , (3.20)

where Ls is the mixing length for the subgrid scale

Ls = min
(
κvK∆z, CwV

1/3
)
, (3.21)

where κvK is the von Karman constant, Cw = 0.325, V 1/3 is the local grid scale and

Sd
ij =

1

2

[(
∂ūf,i

∂xj

)2

+

(
∂ūf,j

∂xi

)2
]
− 1

3
δij

(
∂ūf,k

∂xk

)2

. (3.22)

The interfacial force term in the momentum conservation equation is given by the continuum sur-

face force (CSF) model as

fs = σ
ρfκg∇α

1
2
(ρl + ρg)

, (3.23)

where κg = ∇ · (∇α
α
) is the interface normal defined as the gradient of the volume fraction.

In order to compute turbulent quantities, a decomposition is required and the velocity resolved

by the grid can be decomposed into mean and fluctuation quantities [74]

ūf = ũf − u′
f , (3.24)
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where ũf is the filtered velocity field, ūf is the mean velocity field averaged over a period of time

∆t and u′
f is the fluctuation velocity field. The turbulence kinetic energy resolved by the grid is

calculated as

Ēf,t =
1

2

(
ū′2
f + v̄′2f + w̄′2

f

)
. (3.25)

The unresolved portion of the turbulent kinetic energy is the subgrid component, in the WALE

model [75], this portion of the turbulent kinetic energy is calculated as

Ēf,t,sgs =

(
µf,t

CwρfLs

)2

. (3.26)

The total kinetic energy is, then

Ēf,t,total = Ēf,t + Ēf,t,sgs. (3.27)

When Ēf,t

Ēf,t,total
≥ 0.8, the mesh is well suited for the problem. For Figure 3.2 and similar results,

the ratio is 0.96.

Figure 3.2 shows the dimensionless turbulence spectra for q = 1.75MW/m2 on plain surface.

The Kolmogorov −5/3 power is shown as a blue dashed line in the inertial subrange. The sub-

grid turbulence kinetic energy decay is highlighted in gray. In the subgrid modeling range, for

wavenumbers larger than the filter length, i.e., in the dissipation subrange, the spectrum follows

the −3 power of the dissipation scale observed experimentally for bubbly flows [76, 77]. This is

reasonable since the overall observation is that turbulence originates from eddies formed at the

liquid-vapor interface and the smallest eddies would be encountered in the small vapor inclusions

that detach from the escaping vapor stream. The highest wavenumber which can be resolved by

the simulation corresponds to twice the grid size and is denoted as

κf,∆x =
2π

2Ls

. (3.28)
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Figure 3.2: Turbulence kinetic energy spectra in the axial midplane for (a) plain surface q =
1.75MW/m2 and ul,o = 0.5m/s. The Kolmogorov inertial subrange −5/3 [74] and the empirical
dissipation range −3 [76, 77] scales are shown. The subgrid turbulence kinetic energy is high-
lighted in gray shade.

The maximum wavenumber is related to the Kolmogorov length scale, given as [74]

λf,K =

(
ν3
g

εf,t

)1/4

. (3.29)

These are also marked in Figure 3.2. These and the power-law comparisons in Figure 3.2 support

that the numerically predicted turbulent quantities have the expected theoretical behavior.

A similar trend is encountered with the components of the Reynolds stress tensor, as shows

Figure 3.3. Results were averaged over a similar time frame. Turbulence intensity is expected to

be more pronounced near the channel walls and the liquid-vapor interface. Figure 3.3 shows that

the most intense stresses occur in the vapor phase, indicating the production of turbulence is more

pronounced in the gas phase due to the large inertial force and interfacial shearing.

Alongside the void-fraction, the Q-criterion, a vortex identification method, also shows that

vortices are limited to the vapor phase. The vorticity is

ω = ∇× uf , (3.30)
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Figure 3.3: The distributions of the Reynolds stress tensor components in the axial midplane for
q = 1.75MW/m2 and ul,o = 0.5m/s for saturated water (1 atm). The interface is shown with the
curved solid line.

and its presentation requires the velocity gradient tensor invariants, P , Q, and R. These invariants

are the coefficients of the cubic characteristic polynomial det (∇uf − λI), i.e.,

λ3 + Pλ2 +Qλ+R = 0, (3.31)

where P = −Sii, Q =
P 2−SijSji+ΩijΩji

2
, and R =

−P 3+3PQ−SijSjkSki−3ΩijΩjkΩki

2
. For incompress-

ible flows, the first invariant is P = 0 (since ∇ · uf = 0), so the so-called Q-criterion is derived

based on the second invariant [78], and is

Q =
1

2

(
∥Ω∥2 − ∥S∥2

)
, (3.32)

where S is the symmetric part of the strain rate tensor and Ω is its antisymmetric part (vorticity

tensor). The Q-criterion states that Q > 0 represents a vortex. There are other methods for vortex
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identification available [79], however in this work, Eq. (3.32) is used.

Figure 3.4: (a) Predicted distribution of the instantaneous, constant interfacial shear-flow turbulent
kinetic energy Ēf,t contours in the axial midplane for plain surface for q = 1.75MW/m2, ul,o =
0.5m/s. (b) Contour of constant time-averaged turbulence kinetic energy Ēf,t. Instantaneous
contours of constant (c) invariant Q = 11/s2, and (d) eddy viscosity µf,t. The results are for
saturated water at one atm, and y = 0.

Figures 3.4(a) to (d) show the distributions in the axial midplane (y = 0) of the turbulence

quantities for q = 1.75MW/m2 and ul,o = 0.5m/s. The black line denotes the liquid-vapor

interface. Figures 3.4(a) and (b) show that the turbulence is generated at the liquid-vapor interface

and it is noticeably more intense in the vapor phase, this is in agreement with recent studies of

two-phase LES that show the occurrence of interface-generated turbulent eddies [76, 80, 81]. The

peak in the turbulent kinetic energy Ēf,t is in the vapor phase in the leading-edge region, where
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the incoming liquid flow is severely deflected and broken by the vapor columns. In this region,

the vapor inertia overcomes the surface tension to enter the liquid channel flow. Near the liquid

inlet, the relative liquid-vapor velocity is the largest, because the liquid has not yet accelerated and

the vapor velocity has not changed from its large magnitude prescribed by the heat flux boundary

condition, four-order-of magnitude larger than the liquid.

Figure 3.4(c) shows isosurface of the Q-criterion for Q = 11/s2 superposed on the void fraction

distribution in the axial midplane. All the vortical structures identified by the Q-criterion remain

within the vapor phase. Vortical structures dissipate turbulent kinetic energy [76]. Similarly, the

eddy viscosity distribution is shown in Figure 3.4(d). It is calculated using Eq. (3.18), is propor-

tional to the Reynolds stresses normalized by the mean strain rate. Its peak is observed just beneath

the interface and is compatible with the distribution of the vortices (and the large gradient compo-

nents) occurring mainly within the vapor phase. These analyses of the turbulent quantities were

repeated for all CFD runs with similar trends found regarding the turbulent vortical structure and

distribution.

3.4 Dryout Limit from the DNS

The direct simulations are used to verify the CHF wavelength-modulation regime for the plain

surface, while varying the liquid velocity ul,o. We begin by choosing a CHF and finding λc ac-

cording to Eq. (2.11). Several iterations are required to determine the relation between ul,o and

qCHF,h. In these iterations, either ul,o is varied while q is kept constant or vice-versa (and conse-

quentially unit-cell is changed). The outcome is the ul,o corresponding to qCHF,h calculated using

Eq. (2.11), which depends on the thermophysical properties and the Zuber unit cell, presented by

the wavelength λc. So, the inlet velocity affects the λc, thus altering qCHF,h.

So, for a given q, the λc is determined from Eq. (2.11) and for a plain surface geometry, sim-

ulations are conducted with this wavelength and progressively smaller ul,o to find the ul,o corre-

sponding to the identified surface dryout (within the sensitivity of the practical ul,o or q steps in the

36



simulation).

To determine dryout, the width of liquid track ⟨wl⟩ in the simulated unit-cell based domain of

the heated surface is used. Instantaneous as well as running-time average values are used. The

phase distribution in the x-y plane at elevation z = 0.25mm is used to detect the liquid phase and

a phase marker is used to measure this width. The liquid-phase volume with α < 0.5 has a marker

value of 1, while the vapor-phase is marked with a value of 0. The liquid track width is determined

as the summation of the marked pixels, and presence of vapor reduces ⟨wl⟩. The summation is

done over a rectangular domain (∆x∆y) and is then normalized by the integral length of the liquid

track which is ∆y = λc(3
1/2 − 1/2) (∆x = ∆y/10), as shown in Figure 3.5(a), i.e.,

⟨w∗
l ⟩ =

1

∆x

∆x∑
i

(
1

λc(31/2 − 1/2)

∆y∑
i

f

)
,


f = 0, α ≥ 0.5

f = 1, α < 0.5

. (3.33)

Figure 3.5(b) to (d) show the time variations of the instantaneous and running-time averaged di-

mensionless liquid track width. In order to account for the different velocities and wavelengths, a

dimensionless time, normalized by the fluid transit time is used, i.e.,

t∗ =
tul,o

λc

. (3.34)

The dashed lines denote the running-time average which is averaging over elapsed time t of n steps

¯⟨w∗
l ⟩ =

1

t

∑
n

⟨w∗
l ⟩. (3.35)

When the liquid supply was interrupted for a time period long enough to trigger the rapid rise in the

surface superheat observed in the boiling crisis, dryout occurs. Here, this criterion for the dryout

is when ¯⟨w∗
l ⟩ < 0.1. These are marked in Figure 3.5(b) to (d).

Figure 3.5(a) defines the downstream location in the computational domain where the liquid

track is evaluated for dryout or lack of it. Figures 3.5(b) to (d) show the dimensionless-time
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Figure 3.5: (a) Snapshots showing the liquid track width ⟨wl⟩ at the location marked by the red
strip. Time variations of the normalized liquid track width for (b) q = 1.35MW/m2 and ul,o =
0.05, 0.07 and 0.09m/s, (c) q = 1.75MW/m2 and ul,o = 0.25, 0.5 and 1.0m/s, and (d) q =
3MW/m2 and ul,o = 1, 1.5 and 2.5m/s, respectively. The results are for saturated water at one
atm.

variations of the dimensionless liquid track width ⟨w∗
l ⟩, for different heat fluxes with progressively

smaller inlet liquid velocities. In Figure 3.5(b), the heat flux is q = 1.35MW/m2, corresponding

to λc = 17.7mm [Eq. (2.11)], and ul,o = 0.05, 0.07 and 0.09m/s. The running-time average from

Eq. (3.35) is shown with broken lines. The surface dryout criterion of ⟨w∗
l ⟩ ≤ 0.1, marked by the

red horizontal line, appears to present the breakup/interruption of the liquid track. Based on this,

the dryout is marked for ul,o = 0.05m/s, since the running mean is consistently below this dryout

criterion. Figure 3.5(c) is for q = 1.75MW/m2, corresponding to λc = 9.4mm, and ul,o = 0.25,

0.5 and 1.0m/s. Again, dryout is observed for the lowest velocity, i.e., 0.25m/s. Figure 3.5(d)

shows the liquid track width variations for q = 3MW/m2, corresponding to λc = 2.98mm, and
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ul,o = 1, 1.5 and 2.5m/s. Dryout is identified to occur when the liquid velocity is ul,o = 1m/s.

The DNS allows for using Zuber pool-boiling surface unit-cell assumption and then adding the

forced flow ul,o. The case of ul,o = 0 is not realized, but liquid velocities as small as 5 cm/s can

be simulated without major computational time challenges. We will further discuss this in the next

section.

Figure 3.6 shows the snapshots of the phase distributions for the nine flow-boiling conditions

shown in Figure 3.5(b) to (d). The liquid-vapor interface is green and the surface liquid track is

blue.

Figure 3.6: Snapshots of phase distribution and the liquid track for the nine DNS conditions,
namely: q = 1.35MW/m2 and ul,o = 0.05, 0.07 and 0.09m/s, q = 1.75MW/m2 and ul,o = 0.25,
0.5 and 1.0m/s, and q = 3MW/m2 and ul,o = 1, 1.5 and 2.5m/s, respectively. Velocities marked
in red indicate cases for which dryout was observed. The results are for saturated water at one atm.
The full video is available in the supplementary materials.
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3.5 Temporal and spatial resolution convergence

The finest grid size investigated was ∆xi = 0.15mm. Increasingly coarser grid sizes were eval-

uated and the value of ∆xi = 0.25mm was selected since it presented an error of 1.9% at a rea-

sonable computational cost. Although at a reduced computational cost, coarser grid sizes (∆xi =

0.40 and 0.50mm) resulted in inaccurate measurements (error too high). The adopted mesh with

non-uniform grid size is shown in Figure 3.7. The aforementioned grid size corresponds to the

region of the domain surrounding the heater.

Figure 3.7: Side and top views of the CFD domain and the non-uniform squared grid. Boundary
conditions are labeled.

As an example, Table 3.2 summarizes the variations of the running-time averaged liquid track

⟨w̄∗
l ⟩, defined by Eq. (3.35), with respect to progressively coarser grid size, for q = 1.75MW/m2

and ul,o = 1m/s for saturated water at one atm. The mesh convergence is further discussed in

[82].

The simulation time step restriction is based on the convection term, namely the Courant-

Friedrichs-Lewy (CFL) condition [83], which states that the Courant number should be less than

Comax = 0.25

Co = ∆t

(
ũf

∆x
+

ṽf
∆y

+
w̃f

∆z

)
≤ Comax. (3.36)
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Table 3.2: Variation of running-time averaged dimensionless liquid track for q = 1.75MW/m2

and ul,o = 1m/s.

∆xi (mm) ⟨w̄∗
l ⟩

|⟨w̄∗
l ⟩−⟨w̄∗

l ⟩(∆xi=0.15)|
⟨w̄∗

l ⟩(∆xi=0.15)
(%)

0.15 0.303 0.0
0.25 0.309 1.9
0.40 0.343 13.2
0.50 0.376 24.1

The time step was selected to satisfy the CFL condition which, combined with the grid size,

should result in Co ≤ 0.25. The adopted time step is ∆t = 0.25 µs.

3.6 Summary

The CFD and the modeling used in the DNS of the flow boiling crisis within the wavelength

modulation regime was presented. Relevant dimensionless numbers which represent the scaling of

the four fundamental forces (inertial, viscous, gravity, and surface tension) and their ranges were

listed and used to determine the constant adopted in the leading-edge surface liquid track crisis

model. The velocity corresponding to the hydrodynamic CHF qCHF,h, where the vapor-flow shear

destabilizes the leading-edge surface liquid track and causes dryout, was encountered from the

DNS for low, medium, and high velocities.
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CHAPTER 4

Proposed Porous Metasurface for Enhanced

Flow-Boiling Critical Heat Flux and Thermal

Conductance: Flow Boiling Canopy Wick

In this chapter, the use of porous metasurfaces for the boiling CHF and thermal conductance en-

hancement is described. A brief overview of the history of its usage for both pool- and flow-boiling

applications is presented, culminating in the latest porous metasurface, the flow-boiling canopy

wick, proposed in this work.

4.1 Evolution of Porous Metasurfaces for CHF Enhancement

Metasurfaces are unit-cell based, generally 3-D surface structures designed and fabricated for a

targeted function. For example, in electromagnetic and sound wave applications they have sub-

wavelength features capable of modulating the surface transmission, absorption and refection from

phenomenon of interest [84, 85, 86].

The capillary, porous metasurfaces are employed in phase-change systems to provide contin-

uous liquid supply to the heated surface, preventing dryout, while simultaneously removing the

competition between liquid and vapor flows, known to trigger the hydrodynamic limit in the boil-

ing crisis. Furthermore, due to capillary action a curved liquid meniscus is formed in the porous

wick, leading to meniscus evaporation in place of ebullition. This meniscus evaporation requires
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Figure 4.1: An evolution of porous metasurfaces for enhanced CHF [43], updated with the flow-
boiling canopy wick metasurface [62, 89]. The porous coatings are made of sintered copper par-
ticles. The corresponding qCHF in the three enhancement regimes, wavelength-modulation, geo-
metric modulation, and confined-geometric modulation, are also shown.

smaller superheat due to the high-conductivity solid particles, reducing the phase-change thermal

resistance [43].

The evolution of boiling porous metasurfaces for enhancing the CHF is shown in Figure 4.1,

employing capillary evaporator wicks. The baseline of comparison is the pool-boiling CHF theory

by [22]. As summarized in Section 2.1, at the CHF, the rising vapor jets arranged in a square array

would prevent the liquid supply to the heated surface, initiating the boiling crisis. Initial attempts

employed uniform porous coatings to increase the CHF over the plain surface [87]. The liquid

imbibition of the wick close to the wall ensured a delayed dryout condition, allowing for higher

hydrodynamic CHF to be reached. The hydrodynamic aspects were also investigated in [88]. The

authors attributed the 2-fold CHF enhancement over the plain surface to the changes in the critical

R-T wavelength. The surface superheat reduction was also observed in [88], thinner wicks, using

sintered particles with smaller diameter, resulted in a lower superheat, indicating the dominance

of conduction across the layer, based on an effective thermal conductivity and an average coating

thickness.

43



The first porous metasurface sub-wavelength modulation of the interfacial pool boiling critical

wavelength was suggested and tested in [53], reducing the superheat and enhancing the CHF using

sintered copper particles in the form of modulated conical structures designed to drive liquid to-

wards the heated surface while allowing for escaping vapor to rise through otherwise empty spaces.

In [90], it was shown that the wavelength modulation is the main cause for CHF enhancement, with

the wick parameters (porosity, permeability) having little effect. The manufacturing process of the

modulated porous coating (compaction pressure, sintering temperature) was also investigated in

[91]. As discussed in Sections 2.1 and 2.2, the CHF enhancement over the plain surface (up to

3-fold for n-pentane) was due to the modulation of the critical wavelength achieved by the spacing

between the sintered conical structures.

In the studies [87, 53, 88], boiling was still the dominant phase-change mechanism. With the

aim of promoting meniscus evaporation, the 3-D capillary structures for phase separation using

columnar and lateral arteries have been designed for irrigation and evaporative cooling of con-

centrated heat sources for round heat pipes [92] and vapor chambers [93]. In [94], the authors

used a thin (single-layer) evaporator wick to reduce the thermal resistance, in accordance to the

observations from [88]. This thin evaporator wick allowed for the formation of the liquid meniscus

at a low enough hydraulic resistance. The liquid supply was handled by columnar arteries that

collected the condensate and directed it to the heated surface at minimal viscous pressure drop.

The reduction in thermal resistance was attributed to meniscus recession: at higher heat fluxes, the

liquid consumption increases, increasing the filtration velocity and pressure drop in the wick. The

meniscus recedes to accommodate the needed capillary pressure, reducing also the path from the

heater to the liquid-vapor interface where meniscus evaporation takes place [94]. This physical

mechanism will be further discussed in Section 5.2.

In [95, 96], the concept of hybrid wicks is further extended with the use of lateral arteries

for the liquid transport. Optimal liquid supply and heat transfer have different requirements that

cannot be easily met simultaneously. Thick transport wicks require high permeabilities and use

large particles (low hydraulic resistance), while thin evaporating wicks require smaller particles
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(low thermal resistance) with high pressure drop. The solution was to separate the liquid supply

and heat transfer functions. The liquid supply structure is located on top of the liquid spreading

layer to continuously deliver liquid to multiple spots, thus preventing dryout at high heat flux. The

generated vapor escapes through the spacing in between transport structures.

Figure 4.1 shows the schematic of metasurfaces and their physical images, as well as the CHF

enhancement compared to the Zuber qCHF,Z . Also shown in Figure 4.1, is the recent work on rais-

ing qCHF,h by preventing the onset of Kelvin-Helmholtz instabilities with the flow-boiling canopy

wick (FBCW), a 3-D (and multiscale) porous metasurface that modulates vapor-escape sites (va-

por perforations) [82, 62]. The shaded areas at the bottom correspond to the measured enhance-

ment achieved in the wavelength modulation discussed Chapter 3, and geometric modulation and

geometric-confined modulation regimes discussed in Chapters 7 and 8.

4.2 Flow-Boiling Canopy Wick

In flow boiling, the incoming liquid flow is disturbed by the generated vapor, which hinders the

axial liquid supply. The vapor-flow shear destabilizes the leading-edge surface liquid track, causing

the dryout. The Flow-Boiling Canopy Wick (FBCW) builds upon the groundwork laid by its

predecessors illustrated in Figure 4.1 and the core concepts of these porous metasurfaces for the

CHF enhancement are combined in this 3-D, multiscale wick. The capillary wick separates the

liquid and vapor phases and directs the liquid from the liquid channel to the thin evaporator wick

with high capillary pressure capability and this reduces the thermal resistance. It allows for a

vapor space in between the liquid transport arteries over the evaporator for achieving large thermal

conductance and vapor escape sites (perforations) directing the vapor into the liquid channel. Its

three main components are the evaporator, posts, and perforated canopy. They are illustrated in

Figure 4.2.

All three porous components, canopy wick, posts, and thin evaporator wick, coordinately direct

the liquid towards the heated surface. Liquid is assumed to be saturated in the channel and canopy
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and post wicks. The thin wick evaporator is responsible for spreading and evaporating the liquid

with low resistance (thermal and hydraulic), generating saturated vapor. The posts separate the

evaporator and the canopy and form the vapor space. They are the columnar arteries responsible

for supplying liquid to the thin evaporator wick at a reduced hydraulic resistance. The axial and

lateral post spacing play a major role in the viscous pressure drops in the thin evaporator wick, since

the average distance between the liquid supply points controls the characteristic length travelled

by the fluid particle in the evaporator wick.

The perforated canopy is where the vapor wavelength modulation occurs, since it separates the

phases and controls the vapor sites entering the liquid channel at regularly spaced perforations. It

also separates the liquid stream from the vapor space and promotes the capillary suction of the

liquid track into the wicking system. The vapor escaping through the perforations mixes with the

liquid above the canopy, what creates a two-phase hydrodynamic-stability controlled CHF above

the canopy. The primary instability is related to the leading-edge liquid track which supplies

the liquid to canopy which directs it to the evaporator (monolayer) through the posts. At high

heat flux, the accumulated vapor flowing above this liquid track causes a shear instability. Below

the canopy, the capillary-viscous controlled CHF governs the liquid permeation, evaporation and

vapor venting. The addition of levees to the side of the perforations further stabilizes the liquid

track through its geometric-confinement. This directs the vapor over the liquid track and into the

channel flow, away from the canopy where the surface liquid track initiates the liquid supply.

The high velocity of the liquid being wicked across the canopy and posts leads to high Péclet

number, resulting in negligible upstream thermal conduction [53]. At the thin wick evaporator, the

sintered particles contribute to an increased effective thermal conductivity, reducing the thermal

resistance [63]. The thin wick evaporator has an optimal permeability and capillary pressure and

spreads the liquid supplied through the posts. The aim is to create and maintain a vapor space

for steady and uniform film evaporation over the heated surface, while allowing for uninterrupted

liquid supply represented by the leading-edge liquid track. In the channel, vapor-shear will eventu-

ally destabilize the surface-liquid track and trigger the CHF, however, the design of the optimized
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perforation arrangement (geometry and pitch) in the FBCW allows for an additional modulation

regime, the Geometric Modulation Regime (GMR), discussed in Chapter 7, far more effective than

the WMR discussed in Section 2.3.

Figure 4.2: Schematic illustration of the flow-boiling canopy wick.

As mentioned earlier, levees are introduced around the perforations to protect the leading-edge

liquid track (and increase the dryout limit) from the axial vapor acceleration which combined with

the liquid permeation toward the evaporator lead to thinning of the liquid track and its instability.

The modulation due to this confinement effect is called Confined-Geometric Modulation Regime

(C-GMR), and is discussed in Chapters 7 and 8.

By eliminating the competition between the phases close to the heated surface and allowing

for a continuous supply of the liquid through its capillary structure, the FBCW aims to control

and enhance the CHF and the thermal conductance. The liquid flow path from the channel to

the heated surface goes through the canopy, posts, and evaporator layer, and each component has
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its associated pressure drop. Furthermore, the vapor escape through the perforations causes an

additional pressure drop that must also be accounted for by the capillary wick. The combined

pressure drops cannot exceed the maximum capillary pressure pc,max, i.e.,

∑
∆pi = ∆pe +∆ppo +∆pca +∆pper,g ≤ pc,max, (4.1)

The maximum total pressure drop allowed corresponds to the capillary-viscous heat flux limit

qCHF,c−v (CHF controlled by the evaporator maximum capillary pressure). These pressure drops

are illustrated in Figure 4.3.

Figure 4.3: Schematic representation of viscous and inertial pressure drop components along the
liquid and vapor paths in the wick side.

The modeling for each pressure drop component and the maximum capillary pressure is pre-

sented in Chapter 5 for different evaporator layer wick configurations.

4.3 FBCW Unit Cell

As discussed in Section 4.2, the capillary-viscous limit is the heat flux for which Eq. (4.1) is

satisfied. It depends on the maximum capillary pressure which occurs in the thin evaporator wick,

and the summation of liquid and vapor pressure drops in the 3-D canopy wick. The FBCW unit
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cell is illustrated in Figure 4.4.

Figure 4.4: The FBCW unit cell showing the geometric parameters of the channel and the wick.

The FBCW is the ensemble of three wicks:

Perforated canopy wick: perforated porous layer which separates the inertia-dominated two-

phase flow above it from the capillary-dominated, separated liquid and gas flows. The periodic

perforation slots allow for the vapor venting and formation of the leading-edge liquid track. Per-

foration width Wper and length Lper, as well as the number of perforations Aper are designed to

minimize the escaping vapor pressure drop ∆pper,g.

Post wicks: arranged as anisotropic unit cell and between the perforations, with their lateral

spacing limited by the perforation width. The parameters are the post diameter Dp, post spacing

∆p,x and ∆p,y, the number of posts along the perforation Np,x and perpendicular to the flow Np,y,

and the perforation width Wper. The perforation width is limited by the capillary length, given by

Eq. (2.5). The perforation length accounts for two posts along the perforation and an additional

post between each perforation, resulting in

Lper = Np,x∆p,x + (Np,x − 1)Dp. (4.2)
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Table 4.1: The FBCW geometric parameters written in terms of the post diameter Dp, post spacing
∆p,x, the number of posts along the perforation Np,x, and the perforation width Wper.

Wc = 2(Wper +Dp) Abase = WcLc

Lc = Lper +Dp Aper = WperLper

lw = (L′
p −Dp)/3 Aca = Abase − Aper

Wl = 2Dp +Wper Apo = Np,xπD
2
p/4

lper = Dp

Thin evaporator wick: ideally a single layer of close-packed, sintered spherical diameter parti-

cles covering the heated surface and allowing for evaporation. It has an effective conductivity that

along with the wick small thickness results in large thermal conductance. The evaporator wick unit

cell is centered around the post with an equivalent diameter

L′
p =

[
4

π
(Wper +Dp) (∆p +Dp)

]1/2
. (4.3)

Table 4.1 brings a summary of relevant FBCW unit cell geometric parameters.

4.4 Summary

The FBCW was introduced and its mechanisms for the control of liquid and vapor flows, for

preventing the boiling crisis, as well as enhancing the thermal conductance, were explained. A

brief overview of the evolution of the use of porous metasurfaces for the CHF enhancement was

presented, highlighting relevant physical parameters and mechanisms that allow for greater en-

hancement.
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CHAPTER 5

The Porous-Metasurface Capillary-Viscous Critical

Heat Flux and Thermal Conductance

In this chapter, the limitations associated with the FBCW are discussed. The flow-boiling crisis

mechanism changes under the FBCW are discussed. The theory of capillary-viscous critical heat

flux qCHF,c−v is derived based on the volume-averaged wick processes and properties.

5.1 CHF Limits

Regarding the boiling crisis, coatings reduce the surface superheat Ts − Tlg by either assisting in

increasing the nucleation sites or in creating film evaporation across thin, permeable coatings. They

also enhance the capillary-viscous CHF, qCHF,c−v, governed by the liquid-vapor hydrodynamic

instability or by the capillary-viscous limit of liquid flow through porous bodies. The 3-D wick

separates the liquid and vapor phases, therefore, reducing the liquid-vapor counter-flow resistance

adjacent to the surface. Both the hydrodynamic and capillary limits can cause liquid choking and

lead to CHF. The liquid-choking limit is predicted to occur first (the lower of the two limits),

with increasing surface heat flux q. The vapor escape paths are more readily accommodated. The

departing bubbles and imbibing liquid compete at the heated surface, leading the dryout at high

heat flux, such as the hydrodynamic CHF qCHF,h.

In saturated flow boiling, after a threshold in liquid velocity, this qCHF,h becomes greater than

the corresponding pool-boiling limit. This is because the axial liquid inertia can more effectively
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counter the deflected departing bubbles (or vapor columns in the boiling crisis hydrodynamic sta-

bility theory). It is given by Eq. (2.23) according to the leading-edge surface liquid track dryout

model discussed in Section 2.3

Other than the hydrodynamic and capillary-viscous CHF, other events can limit heat transfer,

they are:

Vapor kinetic theory limit, qmax: the theoretical upper limit of the vapor mass flux (one-dimensional

molecular or thermal flow) due to evaporation. The maximum theoretical heat flux is defined as

[97]

qmax = ρg∆hlg

(
kBTlg

2πM

)1/2

, (5.1)

where kB is the Boltzmann constant and M is the molar mass.

Vapor choking limit, qCHF,ch: the vapor from the monolayer wick surface flows through the vapor

space and to the perforations, and this reduction in flow cross-section area increases the velocity

from vg,m to vg,per and can reach the sonic limit. The choking limit is [98]

qCHF,ch = cd
Aper

Am

∆hlg

[
γρgpg

(
2

γ + 1

)(γ+1)/(γ−1)
]1/2

, (5.2)

where cd is the discharge coefficient, γ the heat capacity ratio, and pg the vapor pressure in the

evaporator wick.

Vapor compressibility limit, qCHF,Ma: our analysis assumes incompressible flows, so the vapor

Mach number Mag,per is kept below 0.3 [99]. So, we use the vapor compressibility limit which is

more restrictive compared to the vapor choking limit. The compressibility limit is calculated as

qCHF,Ma = ρg∆hlg
Aper

Ae

uaMag,per, (5.3)

where ua is the vapor speed of sound.

Liquid superheat limit, qCHF,sh: the liquid inside the monolayer wick is superheated (∆Tsh) and

when this superheat exceeds a maximum ∆Tsh,max, then bubbles are formed in the wick and hin-
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der the liquid flow and cause dryout. The superheating limit is calculated with volume-averaged

evaporator wick properties as follows

qCHF,sh =
⟨k⟩e
⟨δ⟩e

∆Tsh,max =
G

A
∆Tsh,max, (5.4)

where the maximum critical superheat ∆Tsh,max is determined by the critical nucleation site radius

as

∆Tsh,max =
Tlg

∆hlgρg

(
2σ

rc
− pc,max

)
. (5.5)

For a single layer evaporator wick, with copper particles oxidized for improved wetting, the

adopted rc is in order of 100 nm [95].

The capillary-viscous limit and the hydrodynamic limit are the most relevant. The former will

be discussed in the sequence, and the latter was presented in Chapters 2 and 3. The other limits

were first discussed in previous works [100, 82, 63].

5.2 Capillary-Viscous Critical Heat Flux

5.2.1 Wick Pressure Drop Components

Each wick pressure drop presented in Eq. (4.1) was calculated by employing the Darcy law [101]

∆pi =
µl⟨ul,i⟩Li

Ki

, (5.6)

where ⟨ul⟩ is the filtration velocity, L the path length, i = e, p, ca, and K the permeability. For

low particle Reynolds numbers, Red,p = ρl⟨ul⟩dp/ [µl (1− ϵ)] < 1, the viscous forces dominate

and the Darcy law can be used. At higher particle Reynolds number Red,p, departure from the

Darcean regime is observed due to the contributions from inertial forces in the Forchheimer regime

[101, 102, 103]. The pressure drop across the wick is given as
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∆pi =
µl⟨ul,i⟩Li

Ki

+ C
ρl⟨ul,i⟩2Li

K
1/2
i

. (5.7)

For heat flux up to q = 20MW/m2, it was shown that the inertial forces are negligible [82].

Nonetheless, as will be discussed in Chapter 6, the inertial effects were considered in the numerical

solvers.

For the post and canopy, the average wick permeability is estimated by employing the Carman-

Kozeny relation [101]

Ki =
d2i ϵ

3

180 (1− ϵi)
2 , (5.8)

where ϵ is the wick porosity. The calculation of the permeability for the evaporator wick depends

on the wick configuration (particle arrangement) and the meniscus topology since the cross-section

area available for the liquid to flow through grows thinner away from the posts due to evaporation.

This is illustrated in Figure 5.1.

Figure 5.1: Schematic representation of the radial variations of the liquid film thickness in the
evaporator wick due to the meniscus evaporation. Due to symmetry, half of the post-monolayer
unit cell is shown.

The permeability of the evaporation layer is then

Ke =
µl⟨ul⟩
− dp

dx

, (5.9)

where the pressure gradient dp
dx

is found from numerical simulations, discussed in Chapter 6. The
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average pressure drop in the evaporator layer is found by integrating Eq. (5.9) using an area-

averaged permeability ⟨Ke⟩, according to Figure 5.1

∆pe =
µl⟨ul,e⟩lw
⟨Ke⟩

, (5.10)

where lw is the average wicking length. The local velocity distribution can be found from the

continuity equation and it will be discussed in Chapter 6. The average wick velocity is found from

the heat of evaporation and the heat flux

⟨ul,e⟩ =
qAe

ρl∆hlgAflow

, (5.11)

where Ae = π(L′2
p −D2

p)/4 and Aflow = π⟨δl⟩
(
L′
p +Dp

)
/2. Combining Eqs. (5.10) and (5.11),

we find

∆pe =
µl

ρl∆hlg

[
lw

⟨Ke⟩
4(L′2

p −D2
p)

⟨δl⟩
(
L′
p +Dp

)
/2

]
qCHF,c−v, (5.12)

where lw = (L′
p −Dp)/3 is the wicking length, validated with numerical simulations and experi-

mental results discussed in Chapters 6 and 9.

The vapor pressure drop across the perforation experienced inertial dominance

∆pper,g =
Cρgv

2
g

2
, (5.13)

where vg is the vapor velocity before the perforation, and C the inertial coefficient [104].

5.2.2 Wick Maximum Capillary Pressure

The capillary pressure is the pressure jump across the liquid-vapor interface [101]

pc = pl − pg =
2σ cos θc

rc
, (5.14)

where θc is the contact angle and rc the radius of curvature of the liquid meniscus.
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From Eq. (5.14), it can be seen that in a capillary wick, the radius of curvature of the meniscus

is adjusted to compensate for the existing pressure drops in the wicking path. The liquid anchors to

the solid particles and the meniscus surface is curved to provide increased capillary pressure. The

meniscus topology is determined according to the contact angle and the minimum surface energy

principles. The upper limit of this adjustment corresponds to the maximum capillary pressure

pc,max, after which the wick can no longer support continued capillary action. At this critical radius

of curvature, a meniscus jump occurs indicating no solution or reaching the maximum capillary

pressure. This corresponds to dryout.

In order to verify the meniscus topology, the Surface Evolver (SE) solver is used [105]. The

solver uses the principle of energy minimization to iteratively determine the meniscus topology.

The following energy equation is minimized using the conjugate gradient method

E =

∫
Fedl +

∫∫
σdA+

∫∫∫
(p+ ρgz)dV, (5.15)

where Fe is the tension in the contact line, σ is the surface tension between liquid and vapor, and p

is the pressure. The last term represents the pressure work realized on the fluid by the combination

of the pressure boundary condition and the fluid column. The meniscus curvature is found from

the prescribed pressure boundary condition subject to the surface tension constraint, since the

mean curvature is related to pressure according to Eq. (5.14). Due to the small particle diameters

(order of 10-100 µm), the Bond number is small and the effect of the gravity is negligible. The

mesh creation process for the solid particle and liquid volume, as well as the convergence methods

utilized, are discussed in further detail in [106, 100, 63].

The SE employs dimensionless parameters and variables [105], so the dimensionless capillary

pressure p∗c is prescribed in the code as a boundary condition. After a convergence is achieved by

employing the surface energy minimization algorithm, a new liquid meniscus topology is realized

for the given p∗c . By scanning the p∗c , a direct relationship between the liquid thickness and p∗c

can be established. The maximum capillary pressure corresponds the prescribed p∗c,max, where the

last stable meniscus was realized. Near the maximum capillary pressure, convergence becomes
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challenging and simulations can become lengthy, depending on the mesh refinement level. The

dimensional pc,max corresponding to the prescribed p∗c,max, when the critical radius of curvature is

reached before the meniscus jump, is found according to [106]

pc,max = −
p∗c,maxσ cos θc

dp
, (5.16)

where dp is the particle diameter. The expression from Eq. (5.16) utilizes the particle diameter as

the length scale. It is similar to the Leverett function [107], a scaled capillary pressure,

pc,max = J(s = 0)
σ cos θcZ(θc)

(K/ϵ)1/2
= CJ

σ

(K/ϵ)1/2
, (5.17)

where J(s) is the Leverett function, Z(θc) is the Melrose function, (K/ϵ)1/2 is the length scale,

and CJ = J(s = 0) cos θcZ(θc) = 0.53 is a constant [53].

The variations of the meniscus topology for an ideal one-layer thick evaporator (monolayer)

with the hexagonal packing with the dimensionless capillary pressure, p∗c , is shown in Figure 5.2.

For higher dimensionless capillary pressures, Figure 5.2 shows a smaller curvature radius, until the

critical radius at the maximum capillary pressure, according to Eq. (5.16). The volume-averaged

liquid thickness ⟨δl⟩ is also shown, it corresponds to the liquid thickness if the meniscus topology

was flat at a given p∗c .

5.2.3 Capillary-Viscous Limit

The capillary-viscous limit qCHF,c−v is found by solving Eq. (4.1). Similar to Eq. (5.12), all pres-

sure drop components can be related to the heat flux q. The canopy and post liquid filtration

velocities are, respectively

⟨vl,ca⟩ =
q

ρl∆hlg

Abase

Aca

, (5.18)

⟨vl,po⟩ =
q

ρg∆hlg

Abase

Apo

. (5.19)
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Figure 5.2: Illustration of the liquid meniscus topology with different p∗c for saturated water (one
atm) and copper particles in ideal monolayer packing (hexagonal arrangement, dp = 50 µm).
Perspective and side views are shown.

The same can be done for the vapor velocity before the perforation

⟨vg,o⟩ =
q

ρl∆hlg

. (5.20)

The expression from Eq. (4.1) can then be rewritten as

µl

ρl∆hlg

[
lw

⟨Ke⟩
4(L′2

p −D2
p)

⟨δl⟩
(
L′
p +Dp

)
/2

]
qCHF,c−v +

µlHp

Kp

qCHF,c−v

ρl∆hlg

Abase

Apo

+

µlHca

Kp

qCHF,c−v

ρl∆hlg

Abase

Aca

+
Cρg
2

q2CHF,c−v

ρ2g∆h2
lg

= pc,max,

(5.21)

the canopy pressure drop term can be neglected since numerical results show it is orders of magni-

tude smaller than the others Chapter 6. Rearranging Eq. (5.21), we find a quadratic expression for

the capillary-viscous limit

58



C

2ρg∆h2
lg

q2CHF,c−v +
µl

ρl∆hlg

[
lw

⟨Ke⟩
4(L′2

p −D2
p)

⟨δl⟩
(
L′
p +Dp

)
/2

+
Hp

KpD2
p

]
qCHF,c−v = pc,max. (5.22)

The final expression from Eq. (5.22) is solved numerically and analytically in Chapter 6 and the

results are compared to experimental results in Chapter 10.

5.2.4 FBCW Thermal Conductance

As observed in [94], the thermal conductance of thin evaporator wicks depends on the wick effec-

tive thermal conductivity ⟨k⟩e and the meniscus liquid height ⟨δl⟩e, i.e.,

G

A
=

⟨k⟩e
⟨δl⟩e

=
q

Ts − Tlg

. (5.23)

The heat is conducted through the thin evaporator wick with its pores occupied by liquid. The

meniscus adjusts its topology according to the capillary pressure. At high heat flux, additional

liquid supply is required due to the increased evaporation rate. The filtration velocity in the trans-

port arteries and the corresponding viscous pressure drop are also increased, leading to a higher

capillary pressure requirement, according to Eq. (4.1). The meniscus then recedes to provide the

increased capillary pressure, leading to a reduction in the heat path from the heater to the meniscus

evaporation, effectively reducing the thermal resistance. Additionally, due to meniscus evapora-

tion, the liquid film thickness is thinner away from the posts, which also reduces the conduction

path and the thermal resistance. Figure 5.1 illustrates the meniscus recession and the film thinning

due to evaporation. The effective thermal conductivity calculation is discussed in Chapter 6.

5.3 Summary

The FBCW porous metasurface was discussed in detail. The wick-controlled capillary-viscous

critical heat flux qCHF,c−v was derived based on the pressure drop from the 3-D multiscale wick
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and its unit-cell geometry. The mechanism for thermal conductance enhancement was discussed.

The other critical heat flux limits occurring in flow boiling were also presented.
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CHAPTER 6

Direct Numerical Simulation of Capillary-Viscous

Flow and Heat Transfer in Flow-boiling Canopy

Wick

In this chapter, the DNS and modeling of the FBCW are presented. Both the 3-D CFD and 1-

D network transport models are used for the prediction of the liquid and vapor flows. The wick

properties (volume-averaged properties such as the permeability, capillary pressure, and effective

thermal conductivity) are found from the bulk relationships or from direct (pointwise) numerical

simulation. The capillary pressure and wick permeability are related to the capillary-viscous limit

and the effective thermal conductivity is related to both the superheat limit and the wick thermal

conductance.

6.1 Wick Effective Properties

As discussed in Section 5.2, the calculation of pressure drop and thermal resistance in the evap-

orator wick requires knowledge of the wick effective (volume-averaged) properties, namely the

permeability, capillary pressure, and thermal conductivity. The properties in the liquid spreading

wick deviate from the bulk porous media values such as the Carman-Kozeny relation for perme-

ability [101] and the Hadley correlation for thermal conductivity [108], due to the changes in the

liquid content.
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6.1.1 Maximum Capillary Pressure

The ideal FBCW sintered, spherical particle evaporator wick, uses a single layer of unit-cell hexag-

onal packing on top of the heated surface, as depicted in Figure 5.2, for a particle of diameter de.

The close packing of the monolayer without heterogeneity is rather impossible. The simplest het-

erogeneity model has a particle vacancy at the center of the unit cell, as illustrated in the SEM

micrograph of Figure 6.1 for a typical sintered monolayer wick (de = 50 µm).

Figure 6.1: SEM image of the sintered monolayer wick indicating vacancy defects (hetero-
geneities). The idealized hexagonal packing arrangement with a vacancy is highlighted.

The maximum capillary pressure pc,max for a given evaporation layer packing is calculated us-

ing the SE solver. As discussed in Section 5.2.2, a dimensionless capillary pressure pc is prescribed

as the boundary condition and then Eq. (5.15) is minimized using the conjugate gradient method by

changing the meniscus curvature. The maximum capillary pressure for the ideally-packed mono-

layer wick with de = 50 µm is found to be pc,max = 16.2 kPa. This high value is desirable since it

allows for very high qCHF,c-v, but could not be achieved in experiments due to the presence of het-

erogeneities such as the ones illustrated in Figure 6.1. The vacancy defects significantly reduced
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the maximum capillary pressure compared to the ideal packing, because the liquid meniscus is

stretched over a large length between the anchoring contact line points, reducing the principal radii

of curvature. For the modeled monolayer with the same particle size and with a vacancy defect,

the computed maximum capillary pressure is pc,max = 2.32 kPa, which is significantly lower than

that for the ideal wick.

As a solution, the use of a bimodal bilayer evaporator with larger particles (de = 100 µm) in the

second layer is proposed. The larger particles from secondary layer can occupy the vacancy defect

spacings, providing a new anchoring point for the liquid meniscus. For the ideal bimodal bilayer

wick, three meniscus-anchoring regimes exist, namely (i) liquid above the first layer, with the

meniscus anchored only to the large particles; (ii) liquid receding and transitioning from the second

to the first layer, anchoring to both large and small particles; (iii) liquid below the second layer,

with the meniscus anchored only to the small particles. The regime (i) occurs in the flooded wicks

and leads to a low capillary pressure, whereas regime (iii) leads to the maximum capillary pressure

in the bimodal bilayer wick. Regime (ii) corresponds to the meniscus jump, a discontinuity in the

capillary pressure curve observed in [100, 95].

The SE simulations are repeated for the bimodal bilayer wick with the larger particles occupying

the vacancies. The predicted pc,max = 2.92 kPa shows the bilayer wick slightly compensates for the

defect capillary pressure reduction. In the case of vacancies in the second layer, its functionality

is nullified: if the vacancies in the first and second layers align, the same pc,max = 2.32 kPa is

observed; if the vacancies do not align, regime (iii) is observed and the pc,max = 2.92 kPa is

encountered elsewhere in the meniscus, where the first layer vacancy is located.

Figure 6.2 shows the SE snapshots for different evaporator layer wick configurations described

above. The variations of the capillary pressure with the average liquid thickness scaled with the

wick particle diameter ⟨δl⟩/de are shown graphically. The blue curves show the monolayer wick

results and the orange curves show the bimodal bilayer wick. Square symbols show results for the

ideal wick and the circle symbols show the results for the first-layer vacancy defect. The maximum

capillary pressures for all cases are highlighted. The critical radius of curvature is reached at around
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⟨δl⟩/de = 0.45 for the ideal monolayer wick and ⟨δl⟩/de = 0.5 for the other wicks.

Figure 6.2: Snapshots of different evaporator layer wicks from SE. Variations of maximum capil-
lary pressure pc,max with the average liquid thickness ⟨δl⟩ scaled with the particle diameter de.

6.1.2 Permeability

The meniscus topology predicted by the SE simulation is exported for each capillary pressure

pc and the corresponding average liquid meniscus thickness ⟨δl⟩. The meniscus topology files

are loaded into Ansys Fluent [109] and the volume mesh of the liquid meniscus is created. The

evaporator wick effective permeability is calculated from Eq. (5.9). The pressure gradient dp/dx

is prescribed and the 3-D continuity and momentum conservation equations are solved and the

average velocity is calculated to find the effective permeability. The no-slip boundary condition

64



is used at the interface between the liquid and the copper substrate and the liquid and the copper

particles. A free shear condition is used at the liquid meniscus.

Figure 6.3 shows the variations of the evaporator wick effective permeability Ke in unit of Darcy

(µm2) with respect to the average liquid thickness scaled with the wick smaller particle diameter

⟨δl⟩/de. The snapshots of the CFD mesh showing the liquid meniscus domain and the copper par-

ticles are also shown. The blue curves show the monolayer wick results and the orange curves

are for the bimodal bilayer wick. The square symbols show results for the ideal packing wick and

the circle symbols show the results for the first-layer vacancy defect. The numerical results show

the monolayer wick with vacancy defect has the highest average permeability of Ke = 4.7 µm2,

followed by the bimodal bilayer wick with first-layer vacancy having Ke = 4.5 µm2. Although

the two effective permeabilities are comparable, the bimodal bilayer wick larger maximum capil-

lary pressure overcompensates the discrepancy, making it the option capable of reaching a higher

qCHF,c-v.

Figure 6.3: Variations of permeability with scaled (using the smaller particle diameter de = 50 µm)
averaged liquid thickness for the monolayer and bimodal bilayer with ideal packing and vacancy
defect in the first layer. The bilayer allows for larger liquid thickness and larger permeability.
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6.1.3 Thermal Conductivity

The mechanism for effective thermal conductivity and reduced conduction path is presented in Sec-

tion 5.2.4. Here, the SE liquid meniscus topology is once again exported. It is then loaded into the

Star-CCM+ [110] code using symmetry (1/12th geometry) with mesh size of 0.02de. The bound-

ary conditions are prescribed temperature Ts at the base of the particle and the liquid, prescribed

temperature Tlg on the meniscus, and adiabatic surface elsewhere. The solid-liquid interfacial cou-

pling uses the conjugate heat transfer. The bulk effective thermal conductivity from the correlation

in [108] is also shown. The effective thermal conductivity is higher at lower capillary pressures

(larger average meniscus thickness), and the heat flows mainly within the particle. The monolayer

effective thermal conductivity is about ten folds larger than that of liquid water, greatly increas-

ing the thermal conductance to 0.25 kW/m2-K. Thermal conductance based on the experimental

results from the flow-boiling tests described in Chapter 9 are discussed in Chapter 10.

Figure 6.4: Variations of the effective thermal conductivity with the average meniscus thickness
scaled by the particle diameter de = 50 µm. Snapshot of temperature distribution in the particle
and liquid are shown in the detail with the copper-water interface marked with a dashed line.

6.2 Capillary Network Model

In the FBCW, the liquid supply to the evaporator wick passes through the posts. These liquid

transport arteries are regularly spaced to minimize the distance travelled by the fluid particle in
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the evaporator wick, minimizing the viscous pressure drop. For that reason, the evaporator wick

unit cell is centered around the post with dimensions (Dp +∆p,x)× (Dp +Wper), as illustrated in

Figure 6.5. The equivalent radial unit cell with equivalent diameter L′
p given by Eq. (4.3) is also

shown. This transformation reduces the problem geometry from 2-D rectangular to 1-D radial.

Figure 6.5: Evaporator wick rectangular unit cell centered around the post with diameter Dp shown
on the left. The equivalent radial unit cell with diameter L′

p is shown on the right.

In order to calculate the pressure drop in the evaporator wick, a 1-D capillary network transport

model is used. The nodal velocity distribution in the evaporator wick can be found by performing

a mass flow rate balance around the node

Ṁl,i+1 − Ṁl,i = Ṁlg, (6.1)

where i is the node index ranging from i = 0 at r = L′
p/2 to i = N at r = Dp/2, and the source

term is due to the meniscus evaporation, written as

Ṁlg =
qA∆r

∆hlg

, (6.2)

where q is the heat flux, assumed to be uniform, and A∆r = π(r2i − r2i+1) is the annular area. The
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mass flow rate term can be written as

Ṁl,i = ρlul,iAr,i = ρlul,i2πri⟨δl⟩i, (6.3)

where Ar,i = 2πri⟨δl⟩i is the flow cross-section area at face i. Using the definition from Eqs. (6.2)

and (6.3), Eq. (6.1) can be rewritten as

ρlul,i+12πri+1⟨δl⟩i+1 − ρlul,i2πri⟨δl⟩i =
q

∆hlg

π(r2i − r2i+1), (6.4)

rearranging the terms, the velocity at face i+ 1 can be found as

ul,i+1 =
q

ρl∆hlg

(r2i − r2i+1)

2ri+1⟨δl⟩i+1

+
ri⟨δl⟩i

ri+1⟨δl⟩i+1

ul,i. (6.5)

The velocity boundary condition at i = 0 is ul,i = 0 since ri = L′
p/2 is the edge of the unit cell.

The pressure reference is placed at ri = L′
p/2, pl,i = 0. Figure 6.6 schematically illustrates the

nodal network model, spanning the region from Dp/2 to L′
p/2.

Figure 6.6: Schematic representation of the evaporator wick transport network model. The network
model considers the radial equivalent unit cell. The orange region marks the copper substrate and
the blue region is the liquid.

The nodal pressure distribution is found from Eq. (5.6),
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pi+1 = pi +
µl⟨ul,i⟩(ri − ri+1)

Ke,i

, (6.6)

where the node velocity is ⟨ul,i⟩ = (ul,i + ul,i+1)/2. The meniscus thickness ⟨δl⟩i is related to the

capillary pressure, and it can be found by performing a data regression on the SE simulation data

shown in Figure 6.2. Similarly, the evaporator wick local permeability and thermal conductivity

are found after performing the data regression on the SE simulation meniscus topology data shown

in Figures 6.3 and 6.4. The overall pressure drop in the evaporator wick is then

∆pe = pi=N − pi=0. (6.7)

Both the canopy and the post viscous pressure drops are calculated and included into the net-

work model with Eq. (5.6). The respective filtration velocities are calculated using Eqs. (5.18)

and (5.19). The escaping vapor inertial pressure drop is also included using Eqs. (5.13) and (5.20).

All pressure drops are combined and compared to the maximum capillary pressure, Eq. (4.1), to

calculate the numerical capillary-viscous limit qCHF,c-v.

The network model pressure drop results are compared with 3-D CFD results for the unit cell,

for heat flux q = 5MW/m2. In Ansys Fluent [109], the mass and momentum conservation equa-

tions are solved. The porous media is represented in each component by the source term

Si = −
(
µ

K
ui + C

ρ|u|
2

ui

)
, (6.8)

where the C = 1.8(1 − ϵ)/(ϵ3dp) is the inertial resistance coefficient. This source term includes

the inertial contribution in the Forchheimer regime, Eq. (5.7).

The simulations require an exceptionally fine mesh in the evaporator due to its small thickness

(order of 100 µm). The pressure distribution is shown in Figure 6.7, with a snapshot indicating the

pressure and velocity distributions and streamlines, for a unit cell centered around the post. The

CFD wick unit cell is 1/6th of the FBCW perforation unit cell [(Dp+∆p,x)× (Dp+Wper) = 2×3

mm2, Hca = 0.75mm thick canopy and Hp = 1.3mm long post with Dp = 1.5mm]. The CFD
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pressure drop results agree well with the resistance network model results. The evaporator pressure

drop component dominates (attributable to the lower permeability and liquid flow cross-section

area) with ∆pe = 1619Pa, followed by the post, ∆pp = 263Pa, and canopy, ∆pca = 95Pa.

Figure 6.7: Snapshot of wick unit cell computational fluid dynamics simulation indicating pressure
contour and velocity streamlines inside the wick unit cell for q = 5MW/m2. Canopy, posts, and
evaporator wick pressure drop components are highlighted.

Figure 6.8: Variations of the capillary-viscous CHF with the total pressure drop, for four different
evaporator wick designs which affect the maximum capillary pressure. Results for saturated water
at one atm.

Figure 6.8 shows the variations of the capillary-viscous CHF with the overall pressure drop

(maximum capillary pressure) for different multilayer wick designs. Results for the blue curve have
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been experimentally verified in [89] for a bimodal bilayer wick with particles sized de = 50 and

100 µm with a pc,max = 2.32 kPa and the current capillary-viscous CHF is qCHF,c-v= 4.6MW/m2.

The orange and green lines are design variations corresponding to de = 30 and 60 µm and de =

100 and 200 µm. The wick with smaller particles (pc,max = 3.86 kPa) results in a CHF reduction to

qCHF,c-v = 2.1MW/m2, while the large particles wick provides an enhancement despite the lower

pc,max, i.e., qCHF,c-v = 5.5MW/m2 (pc,max = 1.15 kPa). A large enhancement is obtained when

using a thicker evaporator layer (3 layers de = 50 µm and one layer de = 100 µm): qCHF,c-v =

6.3MW/m2, however, this will decrease the thermal conductance.

Under low heat flux, the meniscus is nearly planar and liquid nearly fill the evaporator wick. So,

the average meniscus thickness is larger for the the thick evaporator wick, design 4, which is made

of 3 small-particle layers (dp = 50 µm) and a single-layer secondary wick (dp = 100 µm). Using

the average superheat found from the network model, the thermal conductance at the capillary-

viscous limit are calculated. The best CHF and thermal conductance enhancement can be found by

defining a dimensionless figure of merit Zm which compares the CHF enhancement over the plain

surface and the thermal conductance with a pure copper substrate

Zm =
qCHF,c-v

qCHF,Z

(G/A)FBCW

(G/A)Cu

, (6.9)

where qCHF,c-v is the capillary-viscous limit, qCHF,Z = 1.1MW/m2 (saturated water at one atm)

is the Zuber limit for plain-surface pool boiling, (G/A)FBCW is the thermal conductance for each

of the four proposed bimodal multilayer evaporator wick designs, and (G/A)Cu = kCu/lCu =

0.4MW/m2-K is the thermal conductance for a lCu = 1mm thick copper wall. Design 1 presents

the best figure of merit Zm,1 = 2.84, followed by design 2 with Zm,2 = 2 and design 3 with

Zm,3 = 1.88. Design 4 is the worst with Zm,4 = 1.14.

The corresponding pressure drops from the network model for the different bimodal multilayer

evaporator wick designs shown in Figure 6.8 are listed in Table 6.1. Further details are available

in [89].
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Table 6.1: Pressure drop components for the different evaporator wick designs. The corresponding
qCHF,c-v and G/A are also listed.

Design de, µm qCHF,c-v , MW/m2 G/A, MW/m2-K

1 50,100 5.0 0.25
2 30,60 2.1 0.42
3 100,200 5.5 0.15
4 50(3),100 6.3 0.08

Design ∆pe, kPa ∆pp, kPa ∆pca, kPa

1 1.93 0.15 0.04
2 3.67 0.08 0.03
3 0.58 0.22 0.05
4 1.63 0.29 0.06

Design ∆pper,g , kPa
∑

∆pi, kPa pc,max, kPa

1 0.20 2.32 2.32
2 0.08 3.86 3.86
3 0.28 1.14 1.14
4 0.34 2.32 2.32

6.3 Summary

The predicted wick effective properties were presented as a function of the average meniscus thick-

ness in the evaporator wick. Different evaporator wick designs, namely a monolayer evaporator

and a bimodal bilayer evaporator, were presented for the ideal and defective wick cases. The wick

liquid flow transport network model for predicting the nodal pressure and velocity distributions in

the evaporator wick was derived and used to determine the overall evaporator wick viscous pres-

sure drop and capillary-viscous critical heat flux qCHF,c-v. The 1-D liquid flow network model

results were compared with the 3-D CFD fluid flow results and good agreement was found.

72



CHAPTER 7

Beyond the Wavelength Modulation Regime:

Proposed Geometric Modulation Regime

In this chapter, a novel regime of CHF modulation is proposed based on the geometry and spatial

arrangement of vapor sites. Further CHF enhancements achieved through geometric-confinement

stabilizing of the surface liquid track is also discussed.

7.1 Vapor-Site Geometric-Modulation Regime

In the Wavelength Modulation Regime, Section 2.3, the effects of the liquid velocity on the post-

ponement of the boiling crisis and enhancing the hydrodynamic CHF qCHF,h were discussed. The

leading-edge surface liquid track dryout model expands on the Zuber unit-cell theory for the pool-

boiling CHF [22] by including the effects of inertial and viscous forces on the axial liquid supply

to the surface. This modulation is limited to the range of velocities given by Eqs. (2.25) and (2.26)

ul,o,min = 6mm/s ≤ ul,o ≤ ul,o,max = 5m/s, corresponding to the Zuber pool-boiling limit and

the capillary limit (λc = lc) for saturated water (one atm), and the CHF enhancement is limited to

qCHF,h = 3.3MW/m2 at ul,o,max, as shows Figure 2.7.

Here, the effects of the geometry and spatial arrangement of the vapor columns emanating from

the surface on the CHF enhancement are considered. In the Zuber theory [22], these vapor sites are

assumed to be circular and in a periodic square, staggered arrangement, as shown in Figure 2.3.

In flow boiling, the surface liquid track meanders around these vapor sites, which can break its
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streamwise continuous surface coverage. As discussed in Chapters 2 and 3, the liquid supply may

be exclusively from this axial flow in flow boiling, so the alignment of these vapor sites can be

extremely relevant. The staggered configuration shown in Figure 7.1(a) leads to a reduced path

wl,o between vapor sites for the surface liquid track wl,o = (21/2 − 1)λc/2. By aligning the vapor

sites, as in Figure 7.1(b), the liquid path increases to wl,o = λc/2. This alignment of the liquid

flow path and the arrangement of vapor sites is expected to prevent dryout, i.e., requiring additional

vapor-flow shear to fully destabilize the leading-edge surface liquid track.

Figure 7.1: Schematic representation of vapor site arrangements: circular vapor inlets with stag-
gered and inline arrangements, and rectangular vapor inlets with inline arrangements (perforated
canopy). Liquid flow path for the different arrangements is also shown.

The circular vapor sites geometry can also be modified. Figure 7.1(c) proposes rectangular

perforations with an aspect ratio Lper:Wper, the liquid track available is wl,o = λc − Wper. The

high aspect ratio helps direct the vapor downstream, preventing its lateral expansion and limiting

vapor shearing of the liquid track.

In order to verify these, the CFD simulations described in Chapter 3 is repeated for the different

vapor site configurations (geometry and arrangement) for q = 1.75MW/m2 and ul,o = 0.25m/s,

a condition for which dryout was observed for the circular, staggered arrangement.

Figure 7.2(a) renders CFD snapshots of these vapor escape sites (also referred to as surface

perforations), following the Zuber unit-cell model, arranged in staggered and inline packing.

Figure 7.2(b) shows the time variations of the dimensionless surface liquid track width ⟨w∗
l ⟩,

Eq. (3.33), for up to four times the fluid transit time to = ul,o/λc, Eq. (3.34). Dryout is clearly
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observed for the staggered arrangement. The inline arrangement presents an increase in CHF over

the staggered, but less so than the inline rectangular vapor sites. Although the inline circular va-

por site arrangement does initially establish a clear path for the liquid flow, this path encounters

the hindering lateral expansion of vapor, which counters any possible CHF enhancements at this

velocity.

The rectangular vapor site geometry (will be referred to perforation in the porous metasurface

discussions) was originally proposed in [62, 63, 89]. With this geometry, the neighboring vapor

slots do not coalesce immediately close to the surface (z = 0), due to prevention of the lateral

expansion of emerging vapor streams. This rectangular perforation geometry is preferred over

square-aligned circular perforations because it allows for the formation of a continuous liquid

track in the region between perforations.

Figure 7.2: (a) Schematic representation of vapor sites and surface liquid track snapshots in hexag-
onal arrangement, aligned with the inlet flow direction, and with rectangular perforations. Red
label indicates dryout. The full video is available in the supplementary materials. (b) Time vari-
ations of liquid track width at different axial locations for q = 1.75MW/m2, ul,o = 0.25m/s for
saturated water (one atm).
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7.2 Vapor Shearing of Liquid Track

For the conditions of Figure 7.2, in the case of inline rectangular vapor inlet arrangement, no

dryout is observed and the leading-edge surface liquid track, represented by the dimensionless

liquid track width ⟨w∗
l ⟩. Further downstream, the surface liquid track continues underneath the

flowing vapor. This flow configuration can be approximated by the case of two uniform streams

in relative horizontal motion separated by a horizontal interface [49], as illustrates Figure 7.3(a).

This is the Kelvin-Helmholtz interfacial instability problem.

Figure 7.3: (a) Rectangular vapor slots aligned with the flow direction. (b) Variations of interfacial
vapor wavelength with Kelvin-Helmholtz CHF for λc = 4.5mm. The axial K-H marginal stability
is highlighted.
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Since the lighter fluid is on top, this condition is stable, but a critical relative velocity is found

for this flow configuration. It can be calculated according to [49]

|ug − ul| =

{
2

ρ∗gρ
∗
l

[
σg(ρ∗l − ρ∗g)

ρ∗l + ρ∗g

]1/2}1/2

, (7.1)

where ρ∗f = ρf/(ρl + ρg) and for saturated water (one atm) with properties in Table 2.1 ug − ul =

9m/s. From Eq. (7.1), we can infer the acceleration of vapor will eventually trigger the K-H

instability. The axial interfacial wavelength corresponding to the critical relative velocity is found

as [49]

λKH =
π(ug − ul)

2

g

ρ∗l ρ
∗
g

(ρl − ρg)
. (7.2)

For the liquid-vapor saturated water (one atm) interfaces, using the critical velocity from

Eq. (7.1), we find λKH = 15.7mm. The relative velocity depends on the heat flux, so a func-

tional relationship of type qCHF,h ≈ λ
1/2
KH is found by rewriting the vapor velocity as a function of

the heat flux

ug =
qAevap

ρg∆hlgλ2
c

, (7.3)

where λc is the perforation characteristic wavelength. At the critical relative velocity given in

Eq. (7.1), the heat flux corresponds to the hydrodynamic CHF limit qCHF,h. Combining and rear-

ranging Eqs. (7.1) to (7.3), we find

qCHF,h =

{[
λKH

π

(ρ∗l − ρ∗g)

ρ∗gρ
∗
l

g

]1/2
+ ul

}
ρg∆hlg

Aevap

λ2
c . (7.4)

For the given λx = 15.7mm, the maximum heat flux for marginal stability is q = 5MW/m2.

The relationship from Eq. (7.4) is graphically shown in Figure 7.3(b) for constant λc = 4.5mm

(used in the FBCW).
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7.3 Geometric-Confined Liquid Track: Confined-Geometric

Modulation Regime

At high heat flux, the rectangular perforation geometry and the liquid inertia may not be enough

to prevent the vapor lateral expansion destabilizing the liquid track. One natural idea is to further

enhance the geometric confinement effects described in Section 7.2 by further delaying the merging

of neighboring vapor streams.

The addition of levees is schematically shown in Figure 7.4(a). Two snapshots at locations

above the surface, z = 0.25 and 2 mm, show the vapor penetration is considerably reduced in

the intralevee spacings (i.e., aqueducts), it was first proposed in [62]. The liquid track is shielded

from the expanding vapor since a significantly smaller fraction of the vapor diverts towards the

liquid track to disturb it. A secondary effect of the addition of levees is the liquid anchoring, due

to the no-slip effect, the levees anchor the liquid, further stabilizing it and requiring additional

shearing from the vapor flow to disrupt it. The CFD results show the addition of levees is capable

of suppressing the onset of the K-H instability since the vapor has to penetrate further into the

intralevee subchannel, thus raising the hydrodynamic CHF to over 15MW/m2 [62].

Figure 7.4(b) shows the time variation of the dimensionless area of liquid in the intralevee

channel (spanning −1.25mm ≤ y ≤ 1.25mm by 0mm ≤ z ≤ 3mm) at axial location x =

16mm for different heat flux (q = 5, 10 and 15MW/m2), for ulo = 5m/s. The dimensionless

area is calculated according to

⟨A∗
l ⟩ =

1

∆x

∆x∑
i

1

wlHl

∫ wl

0

∫ Hl

0

fdzdy,


f = 0, α ≥ 0.5

f = 1, α < 0.5

. (7.5)

No dryout is observed even though the heat flux was increased to 15MW/m2 at the same inlet

velocity of ul,o = 0.5m/s. The higher intensity turbulence is still stemming from the interface

as discussed in Section 3.3, but moved further away from the liquid track, at the top portion of

the channel, where the high-velocity vapor deflects the liquid. As mentioned earlier, inside the
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Figure 7.4: (a) Snapshot of C-GMR video and top-view of phase distribution in the axial planes
at elevations z = 0.25 and 2mm for metasurface with levees. The full video is available in the
supplementary materials. (b) Time variation of liquid phase yz area fraction at x = 16mm. q = 5,
10 and 15MW/m2, ul,o = 0.5m/s for saturated water (one atm).

intralevee subchannel, the vapor is at a much lower velocity, so the flow is less turbulent, and the

K-H stability is preserved.

The geometric confinement has a stabilizing effect on the liquid track [111], this can be assured

for a confinement number Co = lc/Dh < 1, where lc is the capillary length and Dh is the intralevee

channel hydraulic diameter [112]. This is illustrated in Figure 7.5(a) and (b), with and without

levees. Addition of the levees to the side of the perforations allows for the liquid confinement

between them, shielding the liquid from the lateral vapor-flow shearing. The walls anchor the

liquid (no velocity slip condition), requiring additional shear from the vapor flow to disturb the
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liquid track. Both the liquid and vapor phases experience the same pressure gradient within the

aqueduct, so there is a measure of local mechanical equilibrium between the phases.

Figure 7.5: Liquid track topology and the surrounding vapor at the channel exit. (a) The case on
no levees leads to smaller CHF due to lateral spreading of the vapor exiting the perforations, and
here the results are for q = 1.5MW/m2. (b) With the levees, the vapor diversion and the levee
wall-stabilize the liquid track. Saturated water (one atm), ul,o = 0.5m/s.

The geometric modulation regime allows for larger CHF enhancement than the wavelength

modulation regime by altering the arrangement of vapor sites. The hydrodynamic CHF enhance-

ment is predicted to be qCHF,h = 5MW/m2 as shows Figure 7.3(c) for ul.o = 0.5m/s and λc =

4.5mm, according to Eq. (7.4). This limit can be surpassed with the addition of levees creat-

ing a new modulation regime that uses the geometry-confinement effect to anchor and protect the

surface-liquid track from the vapor-flow shear destabilization. The surface-liquid track protection

will be verified using CFD simulations up to q = 15MW/m2 in the confined-geometic modulation

80



regime in Chapter 8.

7.4 Summary

The Geometry Modulation Regime was introduced and its mechanism of CHF enhancement by

rearranging the vapor sites was explained. An additional modulation regime using the geometry

confinement effect was proposed to further enhance the hydrodynamic CHF through the addition

of levees to the side of the vapor sites (perforations). The vapor diversion by the levees offers extra

protection to the liquid track from the lateral vapor shear, where the interfacial instability is due to

the relative axial phasic velocities.

81



CHAPTER 8

Direct Numerical Simulation of the Geometric

Modulation Regime

In this chapter, the DNS of the saturated flow boiling in the Geometric Modulation Regime is

performed considering the perforated canopy shown in Figure 7.1(c). The analysis is extended

to the Confined-Geometric Modulation Regime, where the levees are added to the side of the

perforations in the canopy wick.

The CFD analysis discussed in this chapter employs the Reynolds-Averaged Navier-Stokes

(RANS) equations. Using the perforated canopy and later with the addition of levees, the for-

mation and stabilization of the leading-edge surface liquid track is secured. So, the fate of the

escaping and accumulating vapor and its interaction with the liquid track and mixing with the liq-

uid flow becomes the main focus. These interfacial interactions leading to K-H type instabilities

are treated with the widely applied two-equation closure model of turbulence [113], as reported in

the literature for similar flow conditions [114, 115, 116].

Although the analyses discussed in this chapter were performed prior to the ones discussed

in Section 3.3, the good agreement found between the numerical and the experimental results in

Chapter 10 indicates the suitability and accuracy of this model.
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8.1 Treatment of Turbulence: Two-Equation k–ε Model

In order to model flow turbulence, a Reynolds decomposition is performed [74]. The Reynolds

averaging is a type of ensemble averaging suitable for flows that decay in time [117]. The velocity

vector is decomposed into its mean and fluctuation components uf = uf + u′
f , where the mean

velocity uf can vary with time. The Reynolds averaging process introduces the Reynolds stress

tensor to the momentum equation, an unknown which requires modeling to fully close the problem

[118]. The Reynolds-Averaged Navier-Stokes (RANS) equations are written as [119]

∂ρf
∂t

+
∂

∂xi

(ρfuf,i) = 0, (8.1)

∂

∂t
(ρfuf,i) +

∂

∂xi

(ρfuf,iuf,j) = − ∂p

∂xi

+
∂

∂xj

[
µf

(
∂uf,i

∂xj

+
∂uf,j

∂xi

− 2

3
δij

∂uf,k

∂xk

)]
+

∂

∂xj

(
−ρfu′

f,iu
′
f,j

)
+ fs,i,

(8.2)

where −ρfu′
f,iu

′
f,j are the Reynolds stresses. As mentioned earlier, these stresses require additional

modeling for the complete closure of the problem. Different closure models have been proposed

based on different assumptions regarding the turbulence length scale [117]. The two-equation k–ε

model [120] introduces two additional conservation equations for the turbulent kinetic energy Ef,t,

defined as [74]

Ef,t =
1

2

(
ū′2
f + v̄′2f + w̄′2

f

)
, (8.3)

and the turbulence dissipation rate εf,t defined as [74]

εf,t = νf
∂u′

f,i

∂xk

∂u′
f,j

∂xk

. (8.4)

Their transport equations are given as
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∂ (ρfEf,t)

∂t
+

∂ (ρfuf,iEf,t)

∂xi

= −ρfu′
f,iu

′
f,j

∂uf,i

∂xj

− ρfεf,t +
∂

∂xj

[(
µf +

µf,t

σ1

)
∂Ef,t

∂xj

]
, (8.5)

∂ (ρfεf,t)

∂t
+
∂ (ρfuf,iεf,t)

∂xi

= −ρfu′
f,iu

′
f,j

∂uf,i

∂xj

C1,ε
εf,t
Ef,t

−C2,ερf
ε2f,t
Ef,t

+
∂

∂xj

[(
µf +

µf,t

σ2

)
∂εf,t
∂xj

]
,

(8.6)

where C1,ε = 1.44, C2,ε = 1.92, σ1 = 1.0 and σ2 = 1.3 are constants adjusted based on ex-

perimental data. The Reynolds stress tensor, the correlation of fluctuation velocities, is calculated

as

u′
f,iu

′
f,j =

2

3
Ef,tδij − νf,t

(
∂uf,i

∂xj

+
∂uf,j

∂xi

)
, (8.7)

where νf,t is the eddy viscosity, calculated in the k-ε model as

νf,t =
CµE

2

f,t

εf,t
, (8.8)

where the coefficient Cµ is a function of the mean strain S and rotation Ω rates in the realizable

k–ε model [114].

The k–ε closure model assumes isotropy of turbulence, that is, all normal stresses are equal

(
u′
f

)2
=
(
v′f
)2

=
(
w′

f

)2
. (8.9)

The unsteady form of the RANS equations with the two-equation k–ε closure model presented

above relies on modeling of the Reynolds stresses to fully resolve the turbulence across the entire

spectrum of wavelengths. Different turbulence treatments such as LES, discussed in Section 3.3,

resolve large scale eddies while restricting modelling to small, subgrid scale eddies only. Improved

accuracy is achieved with LES, but the use of unsteady RANS with an appropriate grid can provide
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comparable results [121, 122].

8.1.1 Wall Treatment

A non-uniform structured mesh is employed to facilitate convergence. Size independence on the

key parameters was discussed in Section 3.5. Near the walls, a different set of turbulence models is

deployed to include the turbulence decay and the presence of the laminar sublayer. The so-called

wall model. The two equation k–ε model utilizes a velocity scale based on the turbulent kinetic

energy in the first node from the wall Ef,t,p. It is given as [120]

U∗ =
uf,pC

1/4
µ E

1/2
f,t,p

τw/ρf
, (8.10)

where uf,p is the velocity in the first node from the wall, Cµ is the coefficient given by Eq. (8.8)

and τw is the wall shear stress. The dimensionless length perpendicular to the surface is

y∗ =
ρfC

1/4
µ E

1/2
f,t,pyp

µf

, (8.11)

where yp is the distance from the first node to the wall. The relation between Eqs. (8.10) and (8.11)

is called the law-of-the-wall, and it is given as

U∗ =
1

κvK

ln (9.793y∗) , (8.12)

where κvK = 0.4187 is the von Karman constant. The expression from Eq. (8.12) is valid for

30 < y∗ < 300. The boundary condition for the turbulent kinetic energy imposed at the wall is

∂Ef,t

∂xn

= 0, (8.13)

where xn is the direction normal to the wall. The production and dissipation rates of turbulent

kinetic energy in the volume adjacent to the wall are assumed to be equal. They are calculated as
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Pf,t,p = −ρfu′
f,iu

′
f,j

∂uf,i

∂xj

=
τ 2w

κvKρfE
1/2
f,t,pyp

, (8.14)

εf,t,p =
C

3/4
µ E

3/2
f,t,p

κvKyp
. (8.15)

Near the wall, Eq. (8.6) is not solved, and the dissipation rate of turbulent kinetic energy is

calculated from Eq. (8.15) instead.

In the LES model, a similar approach is used, but the adopted distance from the wall y+ is based

on the wall shear

y+ =
ρfuτy

µf

, (8.16)

where the friction velocity uτ is

uτ =
τw
ρf

1/2

. (8.17)

The velocity in the near-wall region is scaled according to

u+
f =

uf

uτ

. (8.18)

In the viscous sublayer, also called laminar sublayer, the region where y+ < 5, the viscous

stresses dominate (low-Reynolds models). The law-of-the-wall in this region gives

u+
f = y+, (8.19)

a linear relation. For large y+, y+ > 30, the Reynolds shear stress dominate (high-Reynolds

models) and Eq. (8.12) is used. This region is called the inertial sublayer or the log-layer. The

region between the laminar sublayer and the log-layer, corresponding to 5 < y+ < 30 is called the

buffer layer is difficult to model and in general should be avoided. These regions are illustrated in
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Figure 8.1.

Figure 8.1: Schematic representation of the turbulent sublayers in the near wall region.

The Fluent solver [109] combines the linear and logarithmic relations to generate a solution for

the buffer layer using the following expression [123]

u+
f = eΓu+

laminar + e1/Γu+
turbulent, (8.20)

where the blending function is [123]

Γ = −0.01(y+)4

1 + 5y+
. (8.21)

8.2 CFD Simulation of the FBCW

While aspects of the two-phase hydrodynamics above and below the canopy are intertwined, they

can be separated to introduce independent control of the CHF. The lateral vapor perforations in-

troduces instabilities (lateral interfacial shearing) that greatly affect the leading-edge liquid track.
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Figure 8.2: The 2x6 perforations canopy wick simulated (CFD) for the channel two-phase flow,
showing the boundary conditions (irrigation of the wick and vapor escaping from the perforations).

Similarly, for longer heaters (additional axial perforations) it affects the liquid track dryout (axial

interfacial shearing by progressive downstream increase of the vapor mass flow rate). To minimize

the lateral size effect, two lateral perforations with lateral periodic boundary conditions are used

in the CFD simulations, shown in Figure 8.2. In order to include a large enough heater length,

comparable to the experiments discussed in Chapter 9, six axial perforations are used with the

continuity exit condition.

The solver Ansys Fluent [109] is used with the following options: fluid-fluid; transient, incom-

pressible, isothermal, turbulent flow (realizable k–ε model, discussed in Section 8.1), first order

implicit time, explicit VOF [69] with geometric reconstruction, discussed in Section 3.2. Saturated

water properties from Table 2.1 are used.

The 2x6 perforations canopy wick simulated (CFD) for both the wick liquid flow and the chan-

nel two-phase flow hydrodynamics is shown in Figure 8.3. The CFD simulations include the

volume-averaged properties discussed in Section 6.1. The boundary conditions for the 3-D wick

flow simulations and a typical flow traced by the streamlines, shown in Figure 8.3. The pressure
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Figure 8.3: The 2x6 perforations canopy wick simulated (CFD) for the wick liquid flow, showing
the boundary conditions (irrigation from the channel flow and evaporation on the evaporator wick).
Typical streamlines for the liquid flow through the perforated canopy, posts, and evaporator wick
are also shown.

drop from the 1-D network model is compared with these 3-D results and good agreement is found.

Since the evaporator wick properties vary locally with the meniscus thickness (which depends on

heat flux), more accurate results are expected from the point-wise numerical treatment discussed

in Section 6.2, where the variation of the meniscus thickness is tracked and a variable local perme-

ability is used. However overall, the 1-D network and the 3-D CFD results suffice to predict the

wick liquid flow with acceptable accuracy.

The hydrodynamics of the two-phase flow above the canopy involves the vapor escape from the

perforations and subsequently merging with the liquid stream. The leading-edge liquid track, the

portion of the liquid stream that flows in contact with the perforated canopy, is responsible for the

axial liquid supply to the heated surface. The competition between the liquid and vapor streams

increases further downstream leading to the eventual breakup of this leading-edge liquid track,

which then results in dryout. This breakup of the liquid track is observed in the CFD simulations

and is due to vapor-liquid interfacial shearing stability (Kelvin-Helmholtz).

The confined-geometric modulation regime discussed in Section 7.3 is also investigated under

the same CFD condition. The surface of the levees are subject to the no-slip condition, and the

levee height and width are Hl = 3mm and ll = 1mm, respectively. Using larger height does not

alter the results. Close to the surface, the vapor stream is restricted to the intralevee channel, while

the liquid is confined to the aqueduct. Phase interaction is restricted by the vapor penetration into
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the aqueducts between the levees. Figure 8.4 shows the axial variations of the liquid track height

in the aqueduct for q = 15MW/m2 and different liquid velocities. The dryout of the liquid track

at the exit of the FBCW, x = 39mm, is observed for the threshold velocity, ul,o = 0.05m/s

Figure 8.4: Axial variations (at y = 1mm. marked with dashed line) of the liquid track height for
different inlet velocities for t = 66ms and q = 15MW/m2. Local dryout occurs for the lowest
velocity and also shown by snapshots of the phase distribution of the intralevee flow. Saturated
water (one atm).

Figure 8.5 shows a snapshot of the phase distributions above the canopy wick from the CFD

simulations with 2x6 perforations FBCW. The vapor exits the canopy wick perforation tending to

destabilize the leading-edge liquid track between perforations, however, levees help stabilize the

liquid track. The snapshots of the phase distributions along selected axial and lateral locations

are also shown. The hydrodynamic control of the boiling crises with the FBCW capillary surface

structure allows for the thermal control at high heat flux and also allows for insights into the boiling

phenomena. The CFD simulation results indicate that the geometrically constrained vapor escape

successfully preserves the stability of the liquid tracks while ensuring the continued axial liquid

supply to wick. In Chapter 10, the results will be compared with the experimental results from the

flow-boiling loop described in Chapter 9.
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Figure 8.5: Phase distribution above and below the canopy wick for the 2x6 perforations FBCW
with levees. Snapshots of phase distribution along axial and lateral locations are shown to illustrate
the surface liquid track.

8.3 Summary

The DNS of the geometric modulation regime was presented using the RANS equations with

the k–ε turbulence model. In the confined-geometric modulation regime, the levees stabilizing

effect on the liquid track is two-fold: shielding the liquid in the intralevee aqueduct by preventing

phase interaction in the region near the perforated canopy, and anchoring the liquid to the no-slip

walls, requiring additional vapor-shearing to trigger K-H instability. The CFD results for the phase

distributions and the liquid track will be compared with experimental results from Chapter 9 in

Chapter 10.
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CHAPTER 9

Saturated Water Flow-boiling Experiment with

Fabricated Canopy Wick

In this chapter, the fabrication and flow-boiling testing of the FBCW are presented. The numerical

results from Chapters 6 and 8 are compared and validated with the experimental results obtained in

these tests. The fabrication steps (particle selection, sintering, etc.) and the experimental setup (ex-

perimental apparatus and test procedure and recording) are described. Further details are available

in [89, 124].

9.1 FBCW Fabrication

Figure 9.1 shows the FBCW fabrication steps, using spherical copper particles sintered in graphite

molds in a furnace [53]. Three different particle diameters were used, namely 50 µm (50–53 µm),

100 µm (100–106 µm), and 150 µm (150–160 µm). All sintering processes were completed in two

hours under Ar gas at 900◦C in a tube furnace. First, the smallest particles were sintered on a

polished copper plate, Figure 9.1(a) to form the first layer of the evaporator wick, Figure 9.1(b).

The particles from the second layer of 100 µm particles were then sintered on top of the first to

form the bimodal bilayer evaporator wick, Figure 9.1(c). Graphite molds were used to form the

posts, Figure 9.1(d), and the canopy. It was subsequently sintered on top of the posts, Figure 9.1(e).

The addition of levees is illustrated in Figure 9.1(f). Additional details on the fabrication are given

in [124].
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Figure 9.1: Steps in the flow-boiling canopy wick fabrication. (a) Plain copper surface sintered;
(b) monolayer; (c) bimodal bilayer evaporator; (d) addition of posts; (e) canopy; (f) levees. The
FBCW comprises spherical copper particles sintered in graphite. The particle size for the mono-
layer/bilayer evaporator, posts, and perforated canopy are progressively larger to allow capillary
liquid flow toward the evaporator.

The plain surface is a copper substrate, Figure 9.1(a). It is mechanically polished using abra-

sive paper and the surface was cleaned with a combination of ethanol, acetone, and water. The

monolayer is a single layer of 50 µm spherical copper particles sintered on the plain surface, Fig-

ure 9.1(b). The particles are deposited by employing the Langmuir-Blodgett Film method [125]:

it consists of floating the particles in a film of water, that is then drained to allow the particles to

be deposited on top of the substrate in a single layer that is then sintered, Figure 9.2(a). A second

100 µm particle layer is then deposited on top of the monolayer for the bimodal bilayer evaporator,

Figure 9.1(c). The sintering process is repeated for the 100 µm copper particles layer above the

monolayer, forming the bimodal wick.

The posts are fabricated by 100 µm or 150 µm copper particles, Figure 9.1(d). The fabrication

steps are illustrated in Figure 9.2(b): the post graphite molds are filled with the copper particles

and the evaporator is placed on top of the post graphite mold, this is followed by the sintering and

removal of the graphite mold. The graphite mold is machined to allow for the required number of

posts (Np,x and Np,y) and pitch ∆p,x and ∆p,y). In the canopy, 150 µm copper particles are used,

Figure 9.1(e). The particles are placed in the canopy graphite mold and the posts are placed on
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top of it (upside down), followed by sintering, as shown in Figure 9.2(c). For the levees, 150 µm

copper particles are used. They are sintered in a separate graphite mold and then positioned on top

of the FBCW canopy, as shows Figure 9.2(d).

Figure 9.2: The progressive steps in the flow-boiling canopy wick fabrication. (a) Evaporator wick;
(b) posts; (c) canopy; and (d) levees.

9.2 Experimental Setup

Figure 9.3 illustrates the test section setup. The test channel is made of aluminum with cross-

section Ach = 20 × 36mm2 and a transparent glass windows was used to visualize and record

the boiling phenomenon. Cartridge heaters are inserted in the machined copper block and two

thermocouples are employed for the temperature gradient measurement in the copper block, as

shows Figure 9.3(a). The heat flux is calculated based on the conduction method
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q =
kCu (TCu,1 − TCu,2)

L12

(9.1)

where TCu,i is the temperature measured by the thermocouple in the copper block and L12 is the

distance between the two thermocouples.

The copper substrate is affixed to the jig made of low thermal conductivity k = 0.25W/m-K

polyether ether ketone (PEEK) with epoxy. The connection part between the jig and the test chan-

nel is sealed with an O-ring. Thermal interface material (TIM, kTIM = 12W/m-K) is applied

between the conduction heater and substrate to reduce the thermal contact resistance. The con-

tact between the substrate and the heater block is adjusted by the z-aligner. The spring damper

alleviated any thermal expansion of the conduction heater during the experiment.

Figure 9.3(b) shows the copper substrate with a surface area of 28× 39 mm2 and a thickness of

2.5mm. Three K-type thermocouples are inserted in holes machined in the substrate at a distance

Ls = 1.9mm below the surface. The relevant dimensions of the thermocouple holes are high-

lighted in Figure 9.3(b). The surface temperature Ts,i at the same three axial locations is calculated

based on the thermocouple measurements To,i according to

Ts,i = To,i −
q

kCu

Ls. (9.2)

The surface superheat uses the average surface temperature

∆Ts = ⟨Ts⟩ − Tlg =
1

3

∑
i

Ts,i − Tlg, (9.3)

the surface superheat ∆Ts is use in the calculation of the thermal conductance G/A, given in

Eq. (5.22).

The propagation of uncertainties for the relevant test quantities is presented in Appendix A.

The maximum error for heat flux measurements is less than 5% and for thermal conductance

measurements it is less than 20%.

Figure 9.4 illustrates the flow-boiling loop operating with deionized water as the working fluid.
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Figure 9.3: (a) Schematic of the test section with the copper block and cartridge heaters; (b) Top
and side views of the substrate with dimensions. The locations of the three K-type thermocouples
employed to calculate the surface temperature are also indicated. Snapshot of flow-boiling record-
ing with the porous metasurface is also shown.
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The experiments are conducted under pressure of one atm and 0–17 kpagage. For the majority

of cases, a liquid mass flow rate of 250 kg/m2-s is used with small liquid inlet subcooling (3–

9◦C). The liquid from the reservoir passes through the flowmeter, preheater and test channel with

one transparent (glass) sidewall for visualization, subsequently passing through the condenser and

returning to the reservoir.

The liquid flow rate is measured with a turbine flow sensor (GMP, NURITECH) and the flow

is controlled with the aid of a centrifugal pump and a needle valve for finer control. During the

experiment, a preheater (13 kW) and a (PID) controller (TZ4ST, Autonics) control the fluid inlet

temperature. A K-type thermocouple and pressure gauge (PX01C1-300GV, Omega) measure the

temperature and pressure at both the channel inlet and outlet. A PI controller is used to control

the power from the cartridge heaters (12 kW total) in the copper block. The heat flux is deter-

mined according to Eq. (9.1). The data acquisition system (34970a, Agilent) collects the flow rate,

temperature, pressure, and heat flux at 1 s intervals. Additional details on the flow-boiling loop

components, test section, and measurement devices are given in [124].

Figure 9.4: Schematic representation of the flow-boiling loop highlighting the main components.
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Before the start of a test, the apparatus is operated for one hour with no load in the degassing

process. After degassing, the heater is turned on and increasingly powered to the test heat flux in

steps through the PID controller. The heat flux and the surface temperature are maintained under

a steady-state for five minutes at each step. The data for each step is averaged over two minutes.

When the temperature of the surface increases abruptly, indicating the boiling crisis is reached, the

power of the heater is turned off and the test surface and the heater are separated by the z-aligner

to prevent damage to the system. Additional details on the test setup are given in [124].

Figure 9.5: Various flow-boiling canopy wick designs (a) No canopy; (b) Low-density perforation
canopy wick with 4× 6 perforations; (c) High-density perforation canopy wick with 7× 6 perfo-
rations; (d) Low-density perforation canopy wick with levees.
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Table 9.1: Geometric parameters of the varied flow-boiling canopy wick designs. For the case with
levees: Hl = 5mm and ll = 1mm.

Design
Hp

(mm)
Dp

(mm)
∆p,x

(mm)
∆p,y

(mm)
∆p,y-e

(mm)
Hca

(mm)
∆per,y

(mm)
Wper

(mm)
Wper

(mm)

No canopy 1.3 1.5 0.5 1.5 0.75 1 4.5 1.5 4.5
FBCW low-density
perforation 1.3 1.5 0.5 1.5 0.75 1 4.5 1.5 4.5

FBCW high-density
perforation 1.3 1.5 0.5 1.5 0.75 1 1.5 1.5 4.5

FBCW with levees 1.3 1.5 0.5 1.5 0.75 1 4.5 1.5 4.5

9.3 FBCW Designs

Figure 9.5 illustrates the FBCW design variations employed in the experiments. In the first de-

sign, no canopy was, only the sintered evaporator wick and posts on top of the copper plate [Fig-

ure 9.5(a)]. The canopy was added in the full FBCW with the 4 × 6 perforations [(low density),

Figure 9.5(b)]. The high-density perforation comprised 7× 6 perforations [Figure 9.5(c)]. Finally,

the FBCW with levees is shown, using the low-density perforation configuration, since the lateral

inter-perforation spacing of the high-density configuration does not allow the addition of levees

[∆per,y < 2ll, Figure 9.5(d)]. The levees diverted the vapor away from the liquid track above the

canopy, allowing for a higher hydrodynamic dryout limit [62].

Specification of geometric parameters listed in Figure 9.5 are given in Table 9.1 for all four

designs.

9.4 Summary

The FBCW fabrication process was presented alongside the flow-loop used to test the CHF and

thermal conductance enhancements achieved with the porous metasurface. The flow-loop compo-

nents are listed and the test routine is described. Experimental results are presented in the sequence

in Chapter 10 and compared to numerical results from Chapters 6 and 8.
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CHAPTER 10

Results and Discussions

In this chapter, the experimental and numerical results for the CHF and thermal conductance in

the wavelength and geometry modulation regimes (including confined-geometric regime) using

the FBCW porous metasurface are presented. The phase distributions from the experiments and

simulations are presented and compared. In Appendix B, these videos are described in details,

including timestamps identifying events within the videos.

10.1 Liquid and Vapor Flows and Phase Distribution

The FBCW premise is to allow for orderly thin meniscus evaporation over a thin wick with ensured

vapor space above the evaporator wick and lateral liquid supply through the wick. The experimen-

tal results are for saturated water (one atm) with a liquid velocity of ul,o = 0.25m/s. From the

visualization videography, the snapshot in Figure 10.1(a) indicates that this liquid flows through

the porous posts to the evaporator wick, where it is evaporated. The thin evaporator wick and

the vapor space above it leads to a large thermal conductance (heat transfer coefficient), allow-

ing reaching dryout limits beyond that recorded for the plain surface. The full video is shown in

Appendix B.2.1 and discussed with the relevant timestamps highlighted.

A corresponding higher liquid supply to the posts is needed to reach these higher dryout limits.

The perforated canopy allows for the separation of vapor space from the liquid, flowing through

the channel while allowing the vapor to escape steadily, as shows Figure 10.1(b). By controlling

the perforation spacing and preventing the escaping vapor from shear destabilizing the liquid track,
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the hydrodynamic CHF is enhanced beyond the plain-surface results. The levees further facilitate

this control due to the confinement of the escaping vapor, securing the liquid track in the aqueduct,

as shown in Figure 10.1(c).

Figure 10.1: Video snapshots of the experiment indicating (a) vapor generation in the vapor space
(below the canopy), and vapor escape through the perforations; (b) without levees; (c) with levees.
The results are for saturated water (one atm), q = 2.5MW/m2, and ul,o = 0.25m/s.

A direct comparison between the topology observed in the experimental results for q =

2.2MW/m2 and ul,o = 0.25m/s with the CFD results for q = 2.5MW/m2 and the same inlet

velocity is shown in Figure 10.2. The results are for saturated water (one atm). A general agree-

ment exists between the experiments and numerical predictions. The FBCW includes the levees.

The full video is shown in Appendix B.2.2 and discussed with the relevant timestamps highlighted.

The flows above and within the FBCW are separately shown in Figure 10.2. The predicted and

observed/recorded flow behaviors are in good agreement and both show the effect of geometric

confinement of the canopy surface liquid tracks. In both cases, the levees successfully prevent the

vapor-flow shearing destabilizing the surface liquid track, removing the otherwise hydrodynamic

limit. The liquid-vapor interface in the midplane (y = 0mm), represented by the constant void

fraction αg = 0.5, is clearly shown in detail in the CFD snapshot. Under this condition, the wick-
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Figure 10.2: Comparison of experiments (q = 2.2MW/m2) and computational fluid dynamics
simulations (q = 2.5MW/m2) snapshots of the flow-boiling canopy wick with levees. The vapor
formation in the vapor space (below the canopy) and vapor escape from the canopy (through the
perforation among the levees) are evident. The observed and simulated liquid flow through the
wick is also presented. The results are for saturated water (one atm) with ul,o = 0.25m/s.

imposed limit, i.e., the capillary-viscous dryout limit, is the bottleneck and controls the dryout.

10.2 Capillary-Viscous and Hydrodynamic Limits

Figure 10.3 shows the variations of the measured surface superheat ⟨Ts⟩−Tlg (x axis) with the heat

flux (y axis) from experiments, and also the variations of the predicted heat flux with the overall

wick pressure drop
∑

∆pi for different FBCW designs for saturated water (one atm).

The experimental results on the left include the plain surface results including the CHF, which

is qCHF,h = 1.9MW/m2, marked by the black triangle. The error bars for the heat flux and surface

superheat measurements correspond to the propagated uncertainty presented in Appendix A. The

blue symbols correspond to different designs of the monolayer evaporator wick. The geometric

parameters of the post wick were also varied, including the post particle diameter dp = 100 and

150 µm and post height Hp = 1.3 and 2.6mm. The highest measured CHF is qCHF,c-v, recorded

with the short height and large particle (reduced viscous pressure drop) post design. This is a

capillary-viscous limit, controlled by the maximum monolayer capillary pressure, which is lower
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than the ideal value predicted in Section 6.1.1.

To the right of Figure 10.3 are the overall pressure drop (canopy, posts, evaporator wick and

vapor escape, from Eqs. (4.1) and (5.22)) and corresponding to a given capillary-viscous limit.

Both upper and lower limits of qCHF,c-v obtained experimentally are predicted by the network

model, corresponding to the lowest and highest post pressure drop configurations: post pressure

drop ∆pp is given by Eq. (5.6), with the permeability found from Eq. (5.8), the short post Hp =

1.3mm with large particles dp = 150 µm leads to the lowest ∆pp.

The orange symbols represent a switch to the bimodal bilayer wick. A capillary-viscous CHF

enhancement of qCHF,c-v = 4.6MW/m2 for the short post design is observed. The increase is

attributable to the larger average liquid layer thickness ⟨δl⟩ discussed in Section 6.1.2 and shown

in Figure 6.3. This limit is in a good agreement with the network model prediction of qCHF,c-v =

5.0MW/m2 for the same wick, Eq. (5.22). The agreement confirms the limit is due to the maxi-

mum capillary pressure (capillary-viscous limit).

To reduce the pressure drop across the perforations, the perforation number was increased,

reducing the related discharge coefficient. The four canopy designs are discussed in Section 9.3

and illustrated in Figure 9.5(c). An incremental increase in the CHF is recorded, raising the limit

to qCHF,c-v = 5.1MW/m2, as expected from the lower total pressure drop. This high perforation

number canopy does not allow for the addition of levees, but it allows for a higher capillary-viscous

limit by reducing the vapor velocity exiting the perforation, therefore, reducing the inertial pressure

drop component.

The green line on the right (predictions) side of Figure 10.3 denotes another feasible improve-

ment to the capillary-viscous limit when the posts lateral spacing ∆p,y is made equal to the per-

foration width and narrower perforations are used with Wper = 1mm. The further reduction of

the perforation width draws the posts closer, therefore, reducing the evaporator pressure drop since

the evaporator wick unit cell is centered around the post, as discussed in Section 6.2. The main

drawback is the increase in the vapor escape pressure drop, ∆pg, which varies with the square of

the heat flux. At lower heat flux, however, this represents less than 10% of the overall pressure
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Figure 10.3: Evolution of the flow-boiling canopy wick design to enhance the heat flux limit. Left:
flow-boiling curve of various FBCW wick designs. Right: variations of capillary-viscous CHF
with the total pressure drop for different FBCW wick designs. The results are for saturated (one
atm) water with a liquid velocity of ul,o = 0.25m/s.

drop in the system. Reducing the perforation width from 1.5 to 1.0mm increases the predicted

capillary-viscous limit to qCHF,c-v = 5.5MW/m2.

Further enhancement can be achieved by utilizing a thicker evaporator wick with smaller parti-

cles (for optimal liquid transport by reducing the liquid pressure drop, while increasing the thermal

resistance), as illustrated in Figure 6.8 with values listed in Table 6.1. The capillary-viscous limit

with a bimodal quadlayer wick is predicted to have a qCHF,c-v = 6.3MW/m2. This is a noticeable

increase compared with that achieved with the current wick design.

The predicted ideal second-layer packed bimodal bilayer maximum capillary pressure and per-

meability, presented in Figures 6.2 and 6.3, suggest that the CHF can be further increased. This

is indicated with the shaded rectangle on the top right corner of Figure 10.3. The error bars cor-

respond to a maximum of 0.2MW/m2 or 4% of the heat flux, and 1.2◦C of the surface (wick)

superheat. The uncertainty estimates are discussed in Appendix A.
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In order to place the FBCW CHF and thermal conductance enhancements in perspective, Fig-

ure 10.4 shows the evolution of the evaporator, starting with the flow boiling on a plain surface

with the previously mentioned hydrodynamic limit of qCHF,h = 1.9MW/m2. The addition of the

evaporator wick with posts and no canopy, similar to the modulated pool-boiling metasurface from

[53], discussed in Section 4.1, provides a CHF enhancement to qCHF,h = 3.9MW/m2. This is a

hydrodynamic limit since it is lower than the predicted capillary-viscous limit and, in the absence

of the perforated canopy, no effective phase separation is observed near the heated surface and the

boiling crisis is triggered, although with a modulated wavelength λc. The addition of the perfo-

rated canopy changes the boiling crisis limit to the capillary-viscous limit, qCHF,c-v = 4.6MW/m2.

The final modification is the inclusion of the levees (using the lower perforation number design,

listed in Table 9.1). The experimental results show no further CHF enhancement at this point, and

even the thermal conductance, discussed in the sequence, is reduced. This is an indication of a

defective fabricated wick, but the results are still much higher than the plain surface, qCHF,c-v =

4.2MW/m2.

The liquid entrainment among posts without the canopy affects the thermal conductance (heat

transfer coefficient) G/A. Adding the posts and the bimodal bilayer evaporator wick increases

the thermal conductance to G/A = 0.36MW/m2-K. The uncertainty in G/A is derived in Ap-

pendix A, estimate around 20% (Table A.1). The presence of the canopy creates a vapor space

on top of the evaporator, resulting in a significantly smaller thermal resistance [governed by the

thickness of the liquid layer ⟨δl⟩ and the effective thermal conductivity of the evaporator ⟨ke⟩,

Eq. (5.23)], as discussed in Section 5.2.4. This thermal conductance corresponds to an effective

thermal conductivity ⟨ke⟩ = 14W/m-K, with the average liquid layer thickness ⟨δl⟩ = 40 µm,

consistent with the correlation for the bulk thermal conductivity of water-copper particles with a

porosity of ϵ = 0.4 [108] and slightly above the values predicted in Section 6.1.3 and shown in

Figure 6.4.

On top of Figure 10.4, the schematic representation of the evaporation surfaces are shown for the

plain surface, evaporator wick and posts (no canopy), FBCW, and FBCW with levees. Snapshots
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Figure 10.4: The experimental results for variations of heat flux with the superheat for the mono-
layer and bimodal bilayer evaporators. Comparison of experimental results for plain surface and
the enhancements obtained with evaporator layer + posts, and evaporator layer + posts + canopy
(FBCW). Left: flow boiling curve. Right: CFD snapshots of axial phase distribution immediately
above the canopy for FBCW. The video snapshots are also shown on top for the plain and FBCW
experiments. The results are for saturated (one atm) water with liquid velocity of ul,o = 0.25m/s.

of video recordings from experiments for the plain surface, evaporator and posts and the FBCW

with levees are also shown to illustrate the phase distributions in the channel.

The right of Figure 10.4 shows the CFD snapshots of the top view of the surface liquid track

in the central region of the channel (aqueduct for the FBCW with levees) at z = 0.25mm. The x

axis shows the normalized axial coordinate. The dryout surface fraction, or the axial location of

the canopy for which dryout is observed downstream, is marked for different heat flux. The CHF

of qCHF,c-v = 4.6MW/m2 corresponds to a dryout surface fraction of 45%, indicating that at this

location the hydrodynamic dryout has not been reached since the liquid supply in the leading-edge

region is still stable.
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10.3 Summary of Modulation Regimes

Figure 10.5(a) and (b) show the variations of the hydrodynamic CHF with the critical wavelength

λc and inlet velocity ul,o. The three CHF enhancement regimes, namely the wavelength, geometry,

and geometry-confined modulation with levees, are marked, as well as their transitions (bound-

aries).

The wavelength-modulation CHF is given by Eqs. (2.11) and (2.23) and is primarily controlled

by ul,o and presented with the dashed gray line. The inlet velocity reduces the critical wavelength

causing higher vapor velocity and increases the heat flux required to trigger the hydrodynamic

instability. This enhancement is limited by the smallest physically-limited wavelength, i.e., the

capillary length, marked in Figure 10.5(a). The predicted-correlated 1/6 power-law dependency of

the CHF on the inlet velocity is shown in Figure 10.5(b) and is in general agreement with the low

and high-velocity experiments.

The geometry modulation, decoupling the wavelength from the inlet velocity, allows for a larger

enhancement, as shown with the crosshatch regime in Figure 10.5(a). The CFD predictions [62]

and experimental results [89, 126, 127, 128] are also shown. This enhancement is controlled by the

vapor confinement provided by the rectangular perforations, restricting the vapor lateral expansion

and preserving the surface liquid tracks. The orange region in Figure 10.5(b) is bound by the

qCHF -ul,o relation Eq. (2.23) at the bottom, and the K-H instability Eq. (7.4) on the top. The

capillary-viscous metasurface-controlled limit is not shown since it depends on the characteristic

wavelength of the metasurface, which is decoupled from the inlet velocity.

The current results show the limits for the K-H dominated geometry modulation qCHF,h and the

porous metasurface qCHF,c-v are rather close, as confirmed by experiments [124], so no further en-

hancements can be obtained before further improvement to the porous metasurface, i.e., increasing

the qCHF,c-v. After that, to continue increasing the qCHF,h, the use of levees is required, i.e., the

geometric-confined modulation regime, represented by the blue color in Figure 10.5(a), creating

the intralevee spacing which effectively raises CHF to qCHF,h > 10MW/m2. The wick superheat

limit, which marks vapor forming within the evaporation wick is reached there, and is estimated as

107



Figure 10.5: Regime diagram showing the variations of flow-boiling CHF with (a) wavelength and
(b) inlet velocity. The three modulation regimes are highlighted: wavelength modulation, geomet-
ric modulation, and geometric-confined modulation, as well as their boundaries. Experimental data
and CFD data are also shown. Orange circles denote experimental data for geometric modulation
including length scale, inlet velocity and global thermal conductance.

qCHF,sh = 13.3MW/m2 for the current FBCW [89]. The measured FBCW thermal conductance

G/A, which is rather very high, is shown in Figure 10.5, the values are also listed in Table 6.1.

The analysis is supported by the visualization of the phase distribution in the channel for the

various conditions discussed in Chapters 7 and 8. In Appendix B.1, video renderings of the CFD

simulation of the three regimes are shown with an accompanying detailed explanation of the ob-

served events and relevant timestamps (elapsed time snapshots).

10.4 Summary

The comparison between the CFD (DNS) predictions and the experimental results confirms the

validity of CHF enhancement in the various modulation regimes, controlled by the FBCW porous

metasurface. The comparisons also show good agreement between the experiments and the CFD
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predictions, indicating the suitability of the adopted modeling. The flow-boiling crisis trigger

mechanism, i.e., the onset of dryout in the leading-edge surface liquid track, is verified in the

wavelength modulation regime, and the proposed control enhancement of the CHF by geomet-

ric arrangement of vapor escape sites was confirmed. The use of porous metasurfaces and their

design and physical models used to predict the CHF and thermal conductance enhancements are

successfully validated with experimental results.
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CHAPTER 11

Conclusions

The main underlying postulate of this work is replacement of the random surface bubble nucle-

ation and the consequent fate of the bubble, with thin liquid film evaporation in capillary surface

structures. To arrive at this and propose such porous metasurfaces, the flow-boiling crisis hydro-

dynamics is simplified and treated using two-phase flow unit-cell models. This unit cell and its

two-phase flow, including numerical simulations, allow for understanding and engineering of the

surface structure. A particular result of this was the observation of the leading-edge surface liquid

track and its stability. This liquid track is destabilized by the shearing vapor adjacent to surface.

This realization allowed for establishing this new dryout triggering mechanism and using the two-

phase flow fundamentals to simulate and explain it. It also showed and allowed for the proper

control (design) of the surface liquid and vapor sites to delay the surface dryout (boiling crisis).

The capillary surface structure is envisioned and designed to provide these surface liquid and vapor

supplies, while allowing for thin film evaporation underneath it.

In this work, direct simulation of saturated water (one atm) flow boiling crisis leading to sur-

face dryout (CHF), based on the unit-cell, pool boiling hydrodynamic instability theory is used to

develop the flow boiling wavelength modulation by the liquid-flow velocity ul,o. Different from

simplified models available in the literature, here the turbulence-augmented interfacial transport is

considered by employing the LES turbulence treatment. The unit-cell size is related to the critical

wavelength, which in turn is related to the CHF. In the flow boiling DNS, the vapor and liquid ve-

locities on the heated surface are prescribed, according to the Zuber liquid-vapor counter flow with
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columnar vapor jets. The forced flow directs the vapor downstream, breaking the symmetry of the

Zuber unit cell, establishing the axial liquid supply. The results for ul,o > 0 show a leading-edge,

surface liquid track formed on the heated surface leading to an axial, inertial-dominated liquid

supply, in comparison with perpendicular, gravity-dominated liquid supply. This track meanders

between the vapor columns and becomes unstable once the CHF is reached. At this point, dryout

occurs within the first (leading edge) unit cell.

This is called the wavelength-modulation CHF enhancement regime and ranges from a low

ul,o value corresponding to the Zuber pool boiling CHF qCHF,Z = 1.1MW/m2 to the capillarity

limit of about qCHF,c = 3.3MW/m2, where the wavelength reaches the capillarity length based

on the critical Bond number. This predicted range is in good agreement with experiments and a

correlation is proposed based on the product of the Bond and liquid Reynolds numbers relating

the critical wavelength and ul,o. By resolving the small scale turbulent eddies, the effects of the

fundamental forces (inertial, viscous, gravity and surface tension) can be understood, leading to a

novel physical relation between the inlet velocity and the modulated hydrodynamic CHF. This new

relation has qCHF,h proportional to u
1/6
l,o .

The DNS results also show that to reach beyond the wavelength-modulation CHF enhancement

regime, the vapor site geometry should be anisotropic, with rectangular vapor sites aligned with

the flow direction to allow for stable leading-edge liquid tracks. This is called the geometric-

modulation regime and upon optimization of the site geometry using fabricated wicks reaches

the next hydrodynamic limit qCHF,h which is over 10MW/m2, and is made possible by delay-

ing the vapor shearing (Kelvin-Helmholtz) destabilizing the surface liquid tracks. The geometric

confinement of the liquid track by levees placed around the vapor sites prevents the onset of the

Kelvin-Helmholtz instability and further enhances the CHF.

The geometric modulation, including liquid track confinement, is achieved by porous metasur-

faces, which are 3-D porous and perforated wicks such as the flow-boiling canopy wick (FBCW).

The FBCW structure delivers liquid from the liquid tracks formed on a perforated, porous canopy

to porous posts and finally to a thin evaporator wick. The fabricated porous metasurface controls
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the vapor-site geometry with a multicomponent sintered wick structure. The liquid transport arter-

ies and the liquid spreading layer beneath the canopy allow for the formation of a vapor space. The

vapor formed over the evaporator flows between posts and escapes through the perforated canopy,

mixing with the flowing liquid in the channel. The geometric modulation moderates the vapor

lateral expansion, reducing the vapor shearing and allowing the leading-edge surface-liquid track

to remain stable. This effect is more pronounced under the geometric-confined regime where the

levees anchor the liquid track and divert the vapor toward the channel flow.

The capillary network introduces the internal hydrodynamic limit within the porous structure,

the capillary-viscous limit qCHF,c-v. It is controlled by the maximum capillary pressure and the

wick effective (volumetric) properties, which are estimated using surface energy minimization

principles and 3-D numerical solvers. The predicted capillary-viscous limit for saturated (one

atm) water is 5.2MW/m2. Direct numerical simulations of the two-phase flow above and below

the canopy are used to verify the geometry modulation CHF enhancement limited by Kelvin-

Helmholtz instability, including the geometric confinement performed by the levees. The predicted

results are validated with experimental results for the fabricated canopy.
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CHAPTER 12

Future Work

Further studies of the flow-boiling crisis trigger mechanisms in different modulation regimes

(wavelength and geometry) will provide insights and novel physical understanding of the surface

dryout phenomenon. Here, possible extensions of the CHF and thermal conductance enhancement

capabilities of the porous metasurfaces are suggested.

• Investigation of novel wick fabrication methods that enable the verification of the theoretical

monolayer maximum capillary pressure. Currently, the capillary action is the bottleneck of

CHF enhancement due to particle packing defects observed in the sintered evaporator wicks.

• The DNS CFD simulations of the flow-boiling at the low velocity limit and the recovery of

the pool-boiling CHF limit. Verification of the pool-boiling CHF limit as the lower bound of

the wavelength modulation regime will provide the basis for a unified boiling crisis theory

spanning the range of liquid inlet velocity 0 ≤ ul,o ≤ ul,o,max.

• Extension of the analysis for different working fluids and porous materials. Saturated water

is very suitable for capillary flows, due to its high heat of evaporation, surface tension and

thermal conductivity, along with a low viscosity. Different heat dissipation applications may

require inert, synthetic fluids with different physical properties and chemical compatibility

with the wick materials, therefore different optimized porous metasurface for the various

modulation regimes.

• In the channel flow simulations, the perforated canopy surface which is permeable, is treated
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with prescribed liquid suction and vapor injection. The surface is otherwise treated as

smooth, i.e., the roughness of the porous surface is not addressed. This exclusion needs

to be evaluated considering the sintered particle size used in the canopy wick (comparison

with the laminar sublayer thickness.)

• The case of subcooled liquid channel flow would bring in vapor condensation and this should

be addressed, since some subcooling does occur in practice.

• Although not addressed here, surface porous structures when working with not pure water,

are subject to fouling which alters the pore structure. This and similar practical aspects

should be addressed to identify the level of purity required from the working fluid.

• The meniscus analysis is based on the static simulations with the Surface Evolver. So, any

advancing or receding contact angle features is not addressed. Future studies can address

this contact angle dynamics.

• This study used a 45° contact angle, typical of water on copper surface. Future studies can

extend these to more hydrophobic or hydrophilic surfaces.

• The hydrodynamics marginal, linear stability analysis did not include the viscous effects.

These can be included to extend the results and perhaps replace the empirical viscous effect

which was introduced and led to the u
1/6
l,o relation of the hydrodynamics CHF.
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APPENDIX A

Uncertainties in the Flow-Boiling Experimental

Results

The uncertainty sources of a measured parameter X can be defined as systematic (statistical bias)

or random. The systematic uncertainty bX explains uncertainties regarding the measurement in-

strument or method, diminished by calibration procedures. The random uncertainty sX conversely,

justifies random sources [129, 130]. The combined uncertainty of X is then calculated as

u2
X = b2X + s2X (A.1)

where sX is often approximated as the sample standard deviation. When dealing with a derived

parameter R = f(X1, X2, . . . , Xk), its combined uncertainty can be calculated by the uncertainty

propagation method [129]

uR =

[
k∑

j=1

(
∂R

∂Xj

)2

u2
X,j

]1/2
. (A.2)

The uncertainty reported is the expanded uncertainty

UR = KRuR, (A.3)

where Kr is the coverage factor, a number representative of the confidence interval associated with

the reported uncertainty. A confidence interval of 95% is commonly used; for a large number of
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measurements, Kr = 1.96. If the coverage factor is concealed in the manufacturer’s datasheet, a

rectangular distribution is assumed, Kr = 1.73.

The uncertainties for the heat flux and thermal resistance are now derived. The heat flux is

calculated employing the electrical power method as

q = ηe
Q

A
= ηe

∆φ

ARe

, (A.4)

where ηe is the effectiveness of heat absorption, ∆φ is the voltage, Re is the electric resistance,

A is the heater block area.

If the conduction method was used instead, the heat flux would be calculated as

q =
kCu (TCu,2 − TCu,1)

L
, (A.5)

where kCu is the thermal conductivity of copper, L is the distance between the two thermocouples

inside the block and TCu,i is the temperature measured in the block.

By employing Eq. (A.4) (electrical power method), the combined uncertainty expression for the

heat flux is derived

uq =

[(
ηe
2∆φ

ARe

)2

u2
V +

(
ηe
∆φ2

AR2
e

)2

u2
R,e +

(
ηe

∆φ2

A2Re

)2

u2
A

]1/2
, (A.6)

where uA is the uncertainty of the heater block cross-sectional area A = LW , given as

uA =
(
W 2u2

L + L2u2
W

)1/2
, (A.7)

where L and W are the length and width, respectively.

Similarly, by employing Eq. (A.5) (conduction method), the following expression for the com-

bined uncertainty is derived
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uq =

{[
(TCu,2 − TCu,1)

L

]2
u2
k +

(
kCu

L

)2

u2
T +

[
kCu (TCu,2 − TCu,1)

L2

]2
u2
L

}1/2

, (A.8)

where uk is the thermal conductivity uncertainty and uL is the thermocouple distance uncertainty.

Figure A.1: Variations of the copper thermal conductivity with temperature [131].

The thermal conductivity of copper is calculated employing the data in Figure A.1 and the

associated uncertainty is

uk =

[∑
(kCu − k)2

N − (1 +M)

]1/2
, (A.9)

where kCu(T ) is from Figure A.1 data, k(T ) = AT + B is the linear curve fit with N = 42 as the

number of data points and M = 1 is the order of the polynomial fit.

The global conductance G/A is defined as

G

A
=

q

Ts − T lg
=

q

1
3

∑3
i=1

(
To,i − q

kCu
Ls

)
− Tlg

, (A.10)

therefore its combined uncertainty is
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uGA =


 1

3

∑3
i=1 To,i − Tlg

1
3

∑3
i=1

(
To,i − q

kCu
Ls

)
− Tlg

2

u2
q +

 q[
1
3

∑3
i=1

(
To,i − q

kCu
Ls

)
− Tlg

]2


2

u2
T+

+

 q[
1
3

∑3
i=1

(
To,i − q

kCu
Ls

)
− Tlg

]2


2

u2
T,lg


1/2

,

(A.11)

where uT is the uncertainty of the temperature measuring device and uT,lg is the uncertainty of the

saturation temperature, calculated as

uT,lg =

[(
∂Tlg

∂p

)2

u2
p + u2

EOS

]1/2
, (A.12)

where up is the pressure measurement uncertainty, uEOS is the uncertainty of the employed equa-

tion of states. Usually, it is of a higher order than the other two, therefore, it can be safely neglected.

The differential term in Eq. (A.12) can be approximated with the forward differential scheme

∂Tlg

∂p
= lim

∆p→0

Tlg(p+∆p)− Tlg(p)

∆p
. (A.13)

The measured and derived expanded uncertainties are indicated in Table A.1. These heat flux

and temperature uncertainties are marked as error bars in Figures 10.3 and 10.4.

Table A.1: Expanded uncertainties of relevant measured and derived parameters for Kr = 1.96
(95%).

UT (K) Up (kPa) UL (mm) UA (mm2) UT,lg (K)
0.5 2.03 0.20 2140 0.5

U∆φ (V) UR,e (Ω) Uq (MW/m2) Uk (W/m-K) UGA (MW/m2-K)
0.08 0.006 0.08–0.16 1.37 0.08
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APPENDIX B

Visualization of Numerically Simulated and

Experimentally Observed FBCW Results

Visualization of the phase interactions is a very powerful tool in analyzing two-phase flow. The

topology of the phases is identified in video recordings of the FBCW experiments and is used to

decipher the flow regime diagrams to support the analyses. The recorded videos are compared with

the predicted, visualized phasic behavior for verification of the assumptions and condition used in

the DNS.

Here, a series of video recordings from the experiments and the numerical simulations are

presented. Each subsection corresponds to a supplementary video. The text in the subsection

describes the video. Timestamps and description of relevant events are highlighted.

B.1 Modulation Regimes

B.1.1 Wavelength Modulation Regime

The full video is available at this link and also alongside the print version of this work.

Video B.1.1.mp4 shows the Wavelength Modulation Regime (WMR) in flow boiling for sat-

urate water at one atm. Three heat fluxes at different inlet liquid velocities are shown: (a) q =

1.35MW/m2 and ul,o = 0.05, 0.07 and 0.09m/s, (b) q = 1.75MW/m2 and ul,o = 0.25, 0.5 and

1m/s, (c) q = 3MW/m2 and ul,o = 1, 1.5 and 2.5m/s.
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0′0′′ The vapor site configuration for all nine cases can be seen. Dimensions are scaled based on

the largest critical wavelength λc = 17.7mm.

0′6′′ The high heat flux, q = 3MW/m2, videos loop. Dryout is observed for the lowest velocity,

ul,o = 1m/s.

0′26′′ The vapor oscillation passes through the q = 1.75MW/m2 and ul,o = 0.25m/s video but

the surface liquid track does not recover.

0′29′′ No leading-edge surface liquid track is observed for the lowest velocity, ul,o = 0.05m/s,

and low heat flux, q = 0.25MW/m2.

B.1.2 Geometry Modulation Regime

The full video is available at this link and also alongside the print version of this work.

Video B.1.2.mp4 shows the Geometry Modulation Regime (GMR) in flow boiling for saturate

water at one atm. Three vapor site arrangements: staggered circular vapor sites, inline circular

vapor sites, and inline rectangular vapor sites. Heat flux q = 1.75MW/m2 and ul,o = 0.25m/s.

0′0′′ Vapor site configuration for all three cases can be seen.

0′1′′ The liquid track is still observed due to the effect of the liquid flow path for the inline vapor

sites configurations.

0′08′′ After the vapor oscillation passes through two inline configurations, the surface liquid track

is recovered. The liquid track width for the inline rectangular is larger than the inline circular

vapor sites by a three-fold figure.

0′21′′ The otherwise stable liquid track for the circular, inline vapor sites configuration starts to

diminish due to lateral oscillations.
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B.1.3 Confined-Geometry Modulation Regime

The full video is available at this link and also alongside the print version of this work.

Video B.1.3.mp4 shows Confined-Geometry Modulation Regime (C-GMR) in flow boiling for

saturate water at one atm. Heat flux q = 10MW/m2 and ul,o = 0.5m/s.

0′0′′ Vapor site configuration with levees shielding the liquid track in the aqueduct can be seen.

0′1′′ Vapor admitted into the flow channel expands laterally above the canopy height Hl = 3mm

without disturbing the surface liquid track.

0′02′′ Expanding vapor penetrates into the intralevee channel, but does not go beyond z = 2mm.

0′09′′ Vapor penetrates into the intralevee channel in an oscillatory pattern at the edge of the second

row of perforations.

0′13′′ Vapor goes further into the aqueduct but does not reach the liquid track plane (z = 0.25mm).

0′58′′ After another oscillation, vapor recoils, leaving the surface liquid track untouched.

B.2 Flow-Boiling Canopy Wick

B.2.1 Experiment

The full video is available at this link and also alongside the print version of this work.

Video B.2.1.mp4 shows the video recording of the experimental condition in the flow-boiling

loop presented in Chapter 9. Saturated water at one atm, q = 2.1MW/m2 and ul,o = 0.25m/s.

0′0′′ Side view of the FBCW is shown. The evaporator wick cannot be identified in the frame

due to its small thickness. Posts, canopy, and levees can be seen. Vapor escapes through the

perforations and above the levees Hl = 5mm.

0′03′′ The oscillatory vapor pattern observed in the simulations is also seen.

0′08′′ Vapor penetrates into the intralevee channel but does not go beyond z = 4mm.
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B.2.2 Experiments and CFD

The full video is available at this link and also alongside the print version of this work.

Video B.2.2.mp4 shows the comparison of phase distribution from experiments and CFD. Ex-

periments by [124], CFD by [89, 63, 132]. Saturated water, one atm, q = 2.2–2.5MW/m2 and

ul,o = 0.25m/s.

0′0′′ Perspective view of the experiment showing the channel and side view of the canopy wick

are shown. Perspective view of the CFD domain showing the channel and side view of the

canopy wick are shown. Cross-section at y = 0mm (middle of the channel) and x = 13, 26

and 39mm (after 2, 4 and 6 perforations) are also shown.

0′03′′ The oscillatory vapor escaping pattern is observed in both recordings.

0′04′′ Shallow vapor penetration into the intralevee channel is observed for both recordings.

0′12′′ Wavy liquid-vapor interface in the CFD intralevee channel. The height of surface liquid

track reduces axially due to increased vapor-flow shearing. Vapor velocity in the intralevee

channel is reduced due to geometric confinement, postponing K-H instability.

B.2.3 CFD

The full video is available at this link and also alongside the print version of this work.

Video B.2.3.mp4 shows the phase distributions and flows above and below the canopy wick

for the CFD simulated 2x6 perforations FBCW, with snapshots of the phase distributions along

selected axial and lateral locations. Saturated water at one atm, q = 15MW/m2 and ul,o =

0.2m/s.

0′0′′ Perspective view of the CFD domain showing the channel and wick domains is shown.

Cross-section at y = −1 and 1mm and x = 13, 26 and 39mm (after 2, 4 and 6 perfora-

tions) are also shown.
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0′02′′ Vapor disturbance of the surface liquid track in the intralevee channel is more pronounced

due to the high heat flux q = 15MW/m2. Leading-edge region remains unchanged (0mm

< x < 6.5mm).

0′08′′ Leading-edge liquid track height is affected by the vapor but quickly recovers. Downstream,

the interface oscillates but the instability is not triggered due to geometric confinement.

0′21′′ Intralevee surface liquid track thins down severely in the downstream region but does not

dry.

0′25′′ Local dryout in the y = −1mm plane is observed between x = 26 and 30mm.

0′40′′ Local surface liquid track recovers and re-wets the canopy. The cross-sectional views at x =

13, 26 and 39mm show that, although local dryout is observed, the liquid track does not

dryout completely along the liquid path, securing the wetting of the canopy.
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