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Abstract 

 
 Computational modeling of (bio)chemical reactions has been around for decades 

using small gas-phase simulations on the quantum mechanical (QM) and large-scale 

simulations involving explicit solvent with combined quantum mechanical/molecular 

mechanical (QM/MM) techniques. Enzymes are powerful tools developed by nature to 

construct complex molecules that are bioactive. The reactions of enzymes can be difficult 

to study experimentally due to short lived intermediates, such as radicals. Computational 

modeling of reaction pathways of an enzyme, such as one- and two-electron 

mechanisms, and how the enzyme affects the reaction via active site interactions can 

help to guide enzyme redesign to alter the outcome or even chemistry of the enzyme. 

The thesis contained herein seeks to add to the computational tools available to study 

enzymatic and other condensed phase systems to gain insight into their mechanisms and 

the underlying chemical principles governing reactivity.  

 The first goal of this thesis was to develop a new combined constrained density 

functional theory/molecular mechanics (CDFT/MM) tool to study reactions involving 

single-electron transfer (SET) in condensed phases. Specifically, the new CDFT/MM tool 

was tested on two well defined organic electron donors (OEDs). 

Tetrakis(dimethylamino)ethylene (TDAE) and tetrathiafulvene (TTF) are OEDs that have 

been extensively studied by the Murphy group since the 1990s and 2000s. Reactions 

involving TDAE and TTF begin with a SET and result in the formation of indoles and 



 xvii 

benzofuranyl alcohols, respectively. The CDFT/MM tool was able to describe known SET 

transfer processes, to identify known and unknown intermediates, and to replicate well 

defined chemistry.  

 With the CDFT/MM tool being validated, it was then applied during the study of 

mechanisms for the enzyme TropC. TropC is an α-ketoglutarate (αKG) dependent non-

heme iron (NHI) enzyme that catalyzes a ring expansion to produce a seven-membered 

aromatic ring known as a tropolone, which is a scaffold observed in bioactive natural 

products. Initially, three reaction pathways were studied using a QM model to gain insight 

into potential reactions. Results from the QM model revealed that the enzyme preferred 

a one-electron mechanism for production of tropolones. Specifically, radical- and SET-

based mechanisms were determined to be most plausible for TropC. Using the insights 

gained from the QM model, QM/MM modeling of TropC and the three pathways was 

conducted. The new CDFT/MM tool was used to study the viability of a SET within the 

active site of TropC. Following SET from a radical intermediate, a barrierless ring 

expansion was observed with a large reorganization energy. It was subsequently found 

that the SET pathway was potentially viable, and further study of this possibility is merited. 

Based on the data herein the mechanism of TropC is suggested to proceed through a 

one-electron radical-based ring expansion.  
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Chapter I 

Introduction 

 

α-Ketoglutarate-dependent (α-KG) non-heme iron (NHI) enzymes catalyze a breadth of 

reactions, including hydroxylation, halogenation, desaturation, epoxidation, 

epimerization, and skeletal rearrangements.1-5 To achieve these transformations, this 

class of enzymes pairs iron with the cosubstrate α-KG to activate molecular oxygen and 

form a highly reactive iron(IV)-oxo species that is responsible for an initial hydrogen atom 

(H-atom) abstraction. The radical species generated is the divergent point from which a 

plethora of transformations can occur, including rebound hydroxylation, rebound 

halogenation, second H-atom abstraction, H-atom abstraction from tyrosine, skeletal 

rearrangement, and single-electron transfer (SET).1-5 In order to understand and control 

subsequent transformations catalyzed by these enzymes, detailed reaction mechanisms 

are extremely useful. Although consensus mechanisms for many NHI transformations 

exist, the precise mechanism of skeletal rearrangements is not universal and can differ 

among NHI enzymes. In particular for these rearrangements, various mechanisms can 

diverge from the reactive intermediate, leading to considerable uncertainty about the true 

nature of the reaction.1-5 Due to the difficulties in studying radical intermediates and 

processes, computations can be used to elucidate mechanisms by simulating reaction 

paths and provide an atomic level of detail.6 This can be achieved by quantum mechanics 

(QM) or a combined quantum mechanics/molecular mechanics (QM/MM) study and has 
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been used to elucidate the mechanisms of radical-based skeletal rearrangements.7-111.1 

Mechanism of Iron(IV)–Oxo Formation and Reactivity 

 

 
Figure 1.1. Mechanism of iron(IV)–oxo (1.7) formation and initial H-atom abstraction (1.8) intermediates.2,5  

 

The active site resting state of α-KG NHI enzymes is an iron(II) center coordinated by a 

2-Histidine-1-X facial triad of residues, where X is glutamate or aspartate (but a halogen 

for halogenation reactions), and three water molecules (Figure 1.1, 1.1).2,5 Displacement 

of two water molecules occur upon binding of α-KG in a bidentate manner (1.2). The final 

water molecule is displaced once the substrate binds (1.3). After the substrate is bound, 

molecular oxygen coordinates to the iron (1.4). Coupling of molecular oxygen then 

commences the formation of the iron(III)-superoxo species 1.5. Radical addition of the 

terminal oxygen into coordinating carbonyl carbon forms the bridged iron(IV)-peroxy 

species 1.6. Subsequent oxidative decarboxylation forms succinate, CO2, and the highly 

reactive iron(IV)-oxo species 1.7. From 1.7, the aforementioned H-atom abstraction from  
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Figure 1.2. Electronic structure of iron(IV)–oxo species. A) Orbital diagrams of triplet and quintet spin and B) orbital 
overlaps for the σ- and π-channels.14,15 

 

the substrate is performed to form a substrate radical intermediate and an iron(III)-

hydroxy species (1.8). Iron(IV)–oxo species can have a ground triplet state outside of the 

enzyme, such as biomimetic complexes, but have a quintet ground state within the 

enzyme active site (Figure 1.2A).12,13 The iron(IV)-oxo species will abstract an H-atom in 

either a σ- or π-channel, wherein the C–H–Fe angle of approach is the discriminating 

factor (Figure 1.2).14,15 The angle of approach for the σ-channel is 180° and 120° for the 

π-channel (Figure 1.2B).14,15 The reason for these channels is orbital overlap between 

the substrate and either the σ and σ* or π and π* orbitals of the iron(IV)–oxo.14,15  

 

1.2 Skeletal Rearrangements of α-KG NHI Enzymes 

The formation of the substrate radical and iron(III)-hydroxy species is the divergent point 

for α-KG NHI enzymes. From the radical substrate intermediate, skeletal rearrangements 

can commence in two major fashions: direct and indirect. Indirect processes occur 

through rebound hydroxylation16-18 or epoxidation19,20 followed by intramolecular 

nucleophilic attack or condensation.21-24 In the biosynthetic pathway of bicyclomycin (1.9) 
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two α-KG NHI enzymes are responsible formation of the oxygen-bridged intermediate 

1.10 (Figure 1.3).19 From the piperazinedione core intermediate 1.11, BcmE performs a 

hydroxylation to produce the primary alcohol intermediate 1.12. Following further 

hydroxylations by the α-KG NHI enzymes BcmC and BcmG, the trihydoxylated 

intermediate 1.13 is produced. Next, the enzyme BcmB performs an initial desaturation 

to produce the exocyclic alkene intermediate 1.14 and then an epoxidation to form the 

intermediate 1.15. After the epoxide is installed, the internal carbon undergoes 

spontaneous intramolecular attack by the primary hydroxyl installed by BcmE to form a 

new eight-membered, oxygen-bridged ring. Researchers propose the desaturation and 

epoxidation activity BcmB due to mass spectrometry (MS), 1D and 2D nuclear magnetic 

resonance (NMR) spectroscopy, and shunt product formation. Initially, researchers  

 

 
Figure 1.3. Biosynthetic pathway of bicyclomycin (1.9).19 A) Biosynthesis of oxygen bridged intermediate (1.10). B) 
Confirmation of epoxide activity of BcmB. Red reflects changes to structure. Figure displays indirect ring formation via 
nucleophilic attack by hydroxyl group into the epoxide. 
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observed that both BcmC and BcmE accepted 1.11 as a substrate. Due to higher activity 

BmcC was chosen as the preferred enzyme. Following the first hydroxylation by BmC to  

form the tertiary alcohol intermediate 1.16, BcmG produces the dehydroxylated 

intermediate 1.17. BmcB then performs the epoxidation to form 1.18, which was 

confirmed by MS and NMR experiments. However, the researchers were unable to react  

1.18 further with any enzymes. Therefore, BcmE was declared the first enzyme to act on 

1.11 and the researchers were then able to reconstitute the biosynthetic pathway of 

bicyclomycin (1.9). Throughout the correct pathway, researchers reasoned that BcmB 

exhibits multifunctionality (desaturation and epoxidation) due to the detection of 1.14 and 

1.15 by MS.  

In contrast to indirect catalysis, direct catalysis occurs through rearrangement of 

the radical intermediate, such as ring expansion25,26, contraction27,28, or ring 

formation10,29,30 without participation of the iron(III)–hydroxy species.31 These can then be 

terminated by a second H-atom abstraction by the iron(III)-hydroxy species to close the 

cycle. An example of this is the ring formation catalyzed by AndA in the biosynthetic 

pathway of anditomin (Figure 1.4, 1.19).10,32 AndA is a multifunctional α-KG NHI enzyme 

that is responsible for desaturation of preandiloid B (1.20) to form preandiloid C (1.21), 

and then the formation of the bridged ring system of andiconin (Figure 1.4, 1.22). High-

performance liquid chromatography (HPLC) assays confirmed desaturation of 1.20 by 

AndA, as it was detected as a minor product. The major product of the assay was 1.22. 

To confirm 1.21 as an intermediate another assay in which 1.19 was exposed to AndA 

and showed conversion to 1.22 confirmed by MS. To understand the skeletal  
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Figure 1.4. Biosynthetic pathway of anditomin (1.19).10,32 A) Biosynthesis of bridged ring system by AndA. B) Structural 
changes from computational study. Red reflects changes to structure.  

 

rearrangement catalyzed by AndA, researchers turned to quantum mechancial (QM) 

simulations to investigate two pathways that converge. Both pathways were simulated 

beginning from the primary radical intermediate 1.23. Initial C12–C5’ bond formation forms 

the bridged intermediate 1.24, which would then undergo C8–O2 bond cleavage to 

produce the tertiary radical intermediate 1.25. The second pathway would proceed in the 

reverse order, with C8–O2 bond cleavage to form the exo-alkene intermediate 1.26, and 

then C12–C5’ bond formation to form 1.25. Simulations of first pathway produced an initial 

high barrier for C12–C5’ bond formation, followed by a reasonable barrier for C8–O2 bond 
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cleavage. However, barriers for the reverse pathway were both reasonable. This 

indicated that the preferred pathway would be initial C8–O2 bond cleavage and then C12–

C5’ bond formation. Following formation of 1.25, a series of conformational changes were 

simulated to have small barriers to produce the flipped tertiary radical intermediate 1.27. 

From 1.27 C8–C2’ bond formation would result in the formation of the tertiary radical 

intermediate 1.28. Currently the mechanism for reduction of this intermediate to 1.22 is 

unknown, which is the case for other ɑ-KG NHI enzymes.32  

 

 
Figure 1.5. Biosynthetic pathway of paraherquonin (1.29).25 A) Reactions catalyzed by PrhA. B) Radical-based 
mechanism of desaturation and ring expansion for formation of berekelydione (1.30). Red reflects changes to structure. 
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 Ring expansion is another example of direct catalysis catalyzed by ɑ-KG NHI 

enzymes. In the biosynthetic pathway of paraherquonin (1.29), berkeleydione 1.30 is 

formed by the α-KG NHI enzyme PrhA whose function was first described by Abe and 

coworkers in 2016 (Figure 5).25 Beginning from the preaustinoid A1 intermediate 1.31, 

PrhA first performs an H-atom abstraction to form the radical intermediate 1.32, and then 

a second terminating H-atom abstraction to form berkeleyone B (1.33). The enzyme then 

catalyzes the ring expansion of 1.32 to form 1.30. PrhA was identified as the enzyme 

responsible due to production of 1.30 only being detected in the presence of the enzyme. 

Researchers proposed formation of 1.33 first due to detection of the intermediate by 

HPLC and characterization by 1D and 2D NMR experiments. From 1.33, an iron(IV)-oxo  

species can perform an H-atom abstraction to produce the radical intermediate 1.34. 

Radical addition into the double bond results in the cyclopropyl intermediate 1.35. 

Opening of the ring forms a more stable tertiary radical (1.36) and less sterically strained 

system. Termination of the radical by the iron(III)-OH species via a second H-atom 

abstraction results in 1.30. Based on their experimental observations, Abe and coworkers 

proposed PrhA to be a multifunctional α-KG NHI enzyme that performs a desaturation 

and then ring expansion via direct catalysis.  

Direct catalysis can also result in ring contraction, which is a reaction catalyzed by 

the ɑ-KG NHI enzyme AusE (Figure 1.6).27 In the biosynthetic pathway of austinol (1.37), 

AusE performs an initial desaturation of preaustinoid A1 (1.31) to produce preaustinoid 

A2 (1.38) and then ring contraction to form preaustinoid A3 (1.39). Researchers 

determined AusE as the enzyme responsible for formation of 1.39 based on HPLC in vitro 

assays in which 1.38 is only converted to 1.39 in the presence of AusE. Researchers 
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initially proposed an indirect mechanism (rebound hydroxylation, ring contraction via 

elimination of installed hydroxyl group) for AusE,25 however, they more recently proposed 

a direct mechanism based on the discovery of AusE’ in a separate gene cluster33. This 

mechanism involves an initial desaturation followed by H-atom abstraction, ring 

contraction, and then a terminating second H-atom abstraction. Interestingly, the 

sequence identity between AusE’ and PrhA is 92%, which is higher than the sequence 

identity between AusE and PrhA (78%). AusE’ and PrhA also share a common 

intermediate: preaustinoid A1 (1.31). Analysis of the crystal structures for AusE’ and PrhA 

revealed that there are only three differences among residues in the active site and that 

the substrate binds in a different pose than what was initially considered.34 Researchers 

proposed that the residues interact with the 1.31 in a manner that influences the 

conformation within the active site and subsequentially which H-atom is initially 

abstracted. Mutagenesis studies were performed, wherein the residues were exchanged 

to those in the opposite enzyme. This resulted in interconversion of the reactions 

performed by the variant enzymes, where variant PrhA produced preaustinoid A3 (1.39) 

and variant AusE produced berkeleyone B (1.32).  

Although the mechanism for AusE was updated to reflect a direct mechanism 

based on sequence similarity to PrhA and substrate binding, experiments were not 

performed to confirm the feasibility of a radical-based pathway. However, QM/MM studies 

of the PhrA double mutant PrhA-V150L/A232S have suggested that AusE catalyzes the 

ring contraction of preaustinoid A2 (1.38) to preaustinoid A3 (1.39) via a direct 

mechanism.11 Using a model based on the crystal structure, the researchers simulated 

barriers for the first (1.40) and second H-atom abstractions for desaturation to be feasible  
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Figure 1.6. Biosynthetic pathway or preaustinoid A3 (1.39).27 A) Reactions catalyzed by AusE. B) Radical-based 
mechanism of desaturation and ring contraction for formation of preaustinoid A3 (1.39). Red reflects changes to 
structure. 

 

for formation of 1.38 (Figure 1.6B). Next, simulation of the ring contraction step to form 

1.39 was performed, which involves: an initial H-atom abstraction (1.41), cyclopropane 

ring formation (1.42), ring contraction (1.43), and a terminating second H-atom 

abstraction. Barriers for these processes were all reasonable. Based on these 

observations, it was concluded AusE can perform ring contraction via a direct mechanism. 
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1.3 SET Events in α-KG NHI Enzymes 

Another form of direct catalysis involves the use of SET from the substrate to the iron(III)–

OH species, which have been more recently postulated based on experiment35-40 and 

simulation,8,9,41,42 but the process is somewhat elusive due to the short lifetimes of radical 

intermediates and computational limitations.43 Using QM/MM simulations the enzymes 

ScoE8 and Aj_EasH9 revealed SET processes within their mechanisms. ScoE is an ɑ-KG 

NHI enzyme that catalyzes isonitrile formation in (R)-3-isocyanobutanoate (1.44) from the 

(R)-3-((carboxymethyl)-amino)-butanoate precursor (Figure 1.7, 1.45). The next step 

simulated was the decarboxylation step to form the isonitrile group, which involved an 

initial H-atom abstraction. The barrier for initial H-atom abstraction was calculated to be 

feasible. During simulation of the subsequent C–C breakage for decarboxylation, 

researchers observed an atypical proton-coupled electron transfer (PCET), in which an 

electron is transferred to the iron(III)–OH species at the same time as a proton is 

transferred from a nearby arginine. This was confirmed by analysis of the frontier 

molecular orbitals and natural population analysis. The spin density on the iron increased 

from 2.76 e- to 3.67 e-, and the substrate decreased from 0.95 e- to zero. At the  

same time a proton from a nearby arginine was observed to have transferred to the 

iron(III)–OH species. This atypical PCET resulted in the restoration of the iron(II)–OH2 

and formation of the product (1.44).  

 

 
Figure 1.7. Mechanism for biosynthesis of (R)-isocyanobutanoate by ScoE.8 Red reflects changes to structure 
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Simulations of the skeletal rearrangement catalyzed by the ɑ-KG NHI enzyme Aj_EasH 

also revealed a SET event during biosynthesis of the iminium intermediate (1.45) from 

the enamine intermediate (1.46) in the cycloclavine biosynthetic pathway (Figure 1.8, 

1.47).9 Three different mechanisms were originally proposed for Aj_EasH and included 

hydroxylation followed by elimination of water, hydride transfer, or radical-based skeletal 

rearrangement followed by heteroatom-assisted SET.44 However, after crystal structure 

analysis the radical-based skeletal rearrangement pathway was favored due to the 

hydrophobicity of the active site.45 With these observations in mind, Yan and Liu 

performed both QM and QM/MM simulations of this transformation based on the crystal 

structure.9 The QM model (Model A) included the iron(IV)–oxo, 2-His-1-glu facial triad, 

succinate, and the substrate. Initial H-atom abstraction was simulated and produced a 

low barrier for the production of the tertiary radical intermediate 1.48. Next, researchers 

simulated the formation of (+) and (-) forms of 1.45 via radical addition into the double 

bond, which would also produce the transient secondary radical intermediate 1.49. 

Barriers for this process were inaccessible and the products were also overall 

thermodynamically uphill. However, there were large relative changes in the position of 

the substrate that would otherwise be avoided by restrictions of an enzyme active site. 

 To better understand the influence the enzyme environment has on the reaction, 

researchers used two different QM/MM models (Model B/C) based on different substrate 

 

 
Figure 1.8. Mechanism for biosynthesis of the iminium intermediate (1.48) from the cycloclavine (1.50) biosynthetic 
pathway.9 Red reflects changes to structure.  
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bindings. Simulations of H-atom abstraction produced reasonable barriers for both 

models. As was done with Model A, both the (+) and (–) forms of the iminium intermediate 

1.45 were simulated for both Model B and Model C. For both models, formation of (+)-

1.45 was found to be kinetically inaccessible. Also simulated to have a high barrier was 

formation of (–)-1.45 by model C. Only production of (–)-1.45 was found to have a 

reasonable barrier. Both models suggest that the dominant product would be (–)-1.45. 

The barrier for (–)-1.45 in Model B was much lower than any of the other barriers and was 

attributed to a heteroatom-assisted SET from the substrate to the iron. The spin 

decreased from 0.92 e- to 0.02 e- for the tertiary radical intermediate 1.47 and (–)-1.45 

respectively, and the spin on the iron(III)–OH increased from 3.00 e- to 3.91 e-. This was 

the only instance of SET observed between Models B/C and was reasoned as accessible 

due to the shorter distance between the substrate and iron, suggesting a distance 

dependence for SET. 

 From the results of the three models (A/B/C) researchers highlighted that the 

difference in models and their results are from how the substrate interacts with the 

surrounding environment. In Model A, the QM only model, there was a lack of active site 

to maintain substrate positioning, which led to results that conflicted with experimental 

findings. With the enzyme environment modeled by MM, the simulations produced results 

consistent with experimental observations. (–)-1.45 is favored over (+)-1.45 for both 

models and was rationalized due to steric clashing of the cyclopropyl ring with nearby 

active site residues. The barrier for (+)-1.45 in Model B is much larger than (–)-1.45, but 

this is attributed to the shorter distance between the iron and enamine that allows for SET 

to occur. The three models highlighted the importance of including the enzyme 
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environment in simulations in order to be able to capture the influence of active site 

residues on substate binding, which allows for more concrete conclusions to be drawn 

about the mechanisms of the enzymes being simulated.  

 

1.4 Computational Modeling of Reactions Within Enzymes 

Simulations of α-KG NHI enzymes are performed in two major fashions: cluster models 

and solvated enzyme mode:ls.6,46-51 Cluster models differ from the latter in that only the 

active site and residues identified as important are modeled using QM methods. Cluster 

models then partially fix atoms to simulate an enzyme environment, such as to avoid large 

rotational or translational movements. This type of modeling allows for potentially more 

residues to be treated with QM methods and provides a better representation of the active 

site without the full enzyme being present. In contrast, full  

 

 
Figure 1.9. Simple scheme highlighting different regions of a solvated QM/MM model. QM region in green contains 
electronically interesting molecules, such as electron donors or acceptors. MM region (gray) includes all other 
molecules, such as solvent or counterions.  
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enzyme models rely on the use of a combined QM and MM approach. QM is defined for  

the substrate, metals if present, cofactors, and residues identified as important to 

catalysis, and MM for the remaining enzyme and solvent. QM/MM modeling provides a 

way to treat the electronically interesting region using accurate QM methods and the 

remaining environment using MM methods (Figure 1.9). This combination provides the 

accuracy of QM methods and the immense computational time savings available to MM 

methods. 

When accounting for the energies of the QM and MM regions, there exist two 

methods: additive and subtractive.6,52,53 Subtractive coupling first calculates the energy 

of the entire system at the MM level, then the QM energy of the QM region is added, and 

finally, the MM energy of the QM region is subtracted. For additive coupling, the QM 

region is embedded in the MM, and the regions are calculated individually and combined, 

and then the coupling between the two regions is calculated and added. The QM 

embedding is achieved in one of three ways: mechanical, electrostatic, or polarization, of 

which mechanical and electrostatic are most common for biological systems.6,52,53 For 

mechanical embedding, the interactions between the two regions are done on the MM 

level and therefore mechanical embedding is most commonly implemented in the 

subtractive method.53 For electrostatic embedding, the MM charges are part of the QM 

energy calculation. This results in the QM atoms being polarized by the MM atoms, but 

the MM atoms remain the same, and therefore electrostatic embedding is most commonly 

implemented in additive methods.53 Building upon electrostatic embedding, polarization 

embedding allows the MM region to be polarized by the QM region as well.53 Electrostatic 

embedding allows for the QM region to feel the effects of the MM region (solvent and 
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enzyme environment), therefore the work in this chapter will be done using electrostatic 

embedding within an additive method.  

 

1.5 Density Functional Theory 

For QM simulations of reaction pathways and molecular properties the most common 

practice has been to use density functional theory (DFT), which utilizes electron densities 

(𝝆) to obtain the molecular properties54-56 DFT operates within the Born-Oppenheimer 

approximation, in which the nuclei are viewed as fixed compared to the much lighter 

electrons. The energy calculated (𝐸[𝜌]) within DFT can be described by eq 1, where it is 

the sum of kinetic (𝐸𝑇[𝜌]), nuclear-electron attraction (𝐸𝑛𝑒[𝜌]), electron-electron repulsion 

(𝐸𝑒𝑒[𝜌]), and electron-electron interaction energies (𝐸𝑋𝐶[𝜌]). The only unknown term 

within eq 1 is 𝐸𝑋𝐶[𝜌], which describes the exchange and correlation energies, and this 

must be treated approximately using a density functional. DFT functionals use different 

approximations, such as the local (spin) density approximation or generalized gradient 

approximation, to calculate the exchange and correlation energies. The exchange and 

correlation energies can be calculated using a combination of Hartree-Fock and DFT, and 

results in the formation of hybrid functionals. Hybrid functionals BP8657,58 and B3LYP59,60 

were used throughout this thesis. 

 

𝐸[𝜌]  =  𝐸𝑇[𝜌]  + 𝐸𝑛𝑒[𝜌]  + 𝐸𝑒𝑒[𝜌]  + 𝐸𝑋𝐶[𝜌]      eq 1 

 

 However, DFT simulations are restricted to a single electronic state, whereas 

simulations involving SET involves multiple electronic states. To treat SET-initiated 
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reactions, the technique called constrained DFT (CDFT) is potentially useful.61-63 CDFT 

restricts the electron density distribution to ground or SET states, by applying adding an 

additional weighted functional to eq 1. This functional is minimized to satisfy user defined 

constraints. There are a range of constraints64-71 that can be placed on atoms(s) within a 

system. However, for the systems studied within this thesis, only charge, spin, or a 

combination of the two are needed to describe the SET processes. 

 

1.6 Reaction Pathway Modeling 

Computational and theoretical tools based on DFT can give deep, atomistic insight into 

reaction pathways. DFT is commonly used to study mechanisms of molecular systems 

via reaction pathway modeling and achieved via exploration of a potential energy surface 

(PES) is commenced until the relevant structures are located for a single elementary 

step.72 There exist three main methods for optimizing reaction pathways on a PES: 

intrinsic reaction coordinate (IRC), single-ended growing string method (SE-GSM), and 

double-ended growing string method (DE-GSM). The IRC method begins at the transition 

state (TS) structure and optimizes toward the reactant and product structures.73 However, 

this method requires that one obtains the correct TS structure prior to the IRC calculation, 

which is far from trivial. The SE-GSM and DE-GSM methods do not rely on the use of a 

guess TS structure, but instead uses reactant and/or product geometries. SE-GSM will 

start from reactant geometry and grow along a predetermined reaction coordinate until 

the TS is located, and then continue until a stable intermediate is identified. DE-GSM 

operates by using both reactant and product structures and grows towards the TS from 

both directions, which is known as a chain-of-states method.74,75 However, the DE-GSM 
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method is limited by needing to have identified a proper product structure. To this end the 

SE-GSM can be used to explore the many different reaction coordinates. The DE-GSM 

method will be used in both Chapters II and III, where SE-GSM will also be used for 

Chapter III. Chapter IV utilizes a mass-weighted difference of distance method for the 

reaction coordinate. 76,77  

 

1.7 Thesis Overview 

 Chapters II-IV contained within this dissertation cover the development and 

application of a new combined constrained density functional theory and molecular 

mechanics (CDFT/MM) tool to study single-electron transfer (SET) reactions within 

solution and enzymes. Chapter V will be the conclusion and future outlook of the 

dissertation and CDFT/MM tool.  

 

1.7.1 Chapter II Overview 

Chapter II will cover the development and first applications of a new CDFT/MM 

method designed to investigate reactions involving SET. The SET-initiated reactions 

between the organic electron donors (OED) tetrakis(diethylamino)ethylene (TDAE) and 

tetrathiafulvene (TTF) and their respective aryldiazonium salts provided model reactions 

to apply the new CDFT/MM tool. The CDFT/MM tool is applied in the study of the two 

different OED systems in different explicit solvent environments (Figure 1.10). SET occurs 

between the OEDs and aryldiazonium substrates, and results in the loss of N2 and 

cyclization of the substrates. The reactions are modeled using QM/MM models in which 

the OEDs and substrates are in the QM region, and the solvents and counterions are in 
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the MM region. The mechanisms of each system were refined, and the impact of solvent 

was investigated. It was found in both systems that inclusion of the solvent is important 

to accurately model the systems.  

 

 
Figure 1.10. OED systems studied in Chapter II. Both systems under SET-initiated loss of N2 and cyclization.  

 

1.7.2 Chapter III Overview 

Chapter III covers the initial modeling of the unprecedented ring expansion 

catalyzed by the α-ketoglutarate-dependent non-heme iron enzyme TropC.78 TropC 

catalyzes the ring expansion of a nonaromatic six-membered dicarbonyl substrate to the 

aromatic seven-membered tropolone product stipitaldehyde within the biosynthetic 

pathway of stipitatic acid (Figure 1.11). Based on a partial crystal structure, a complete 

3D enzyme model in a solvent explicit environment was constructed. Small active site 

mimics including the substrate, iron, and coordinating ligands were used to investigate a 

series of proposed one- and two-electron mechanisms. Originally, a two-electron 

mechanism of hydroxylation and semipinacol rearrangement mechanism was proposed 

towards the formation of the troplone product. However, one-electron pathways involving 
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a radical based or SET-based rearrangement were also envisioned. Based on 

experiments and computations, the QM models indicate a one-electron based 

mechanism over the originally proposed two-electron mechanism.  

 

 
Figure 1.11. Ring expansion catalyzed by TropC. 

 

1.7.3 Chapter IV Overview 

Chapter IV will expand the modeling of TropC to the QM/MM scale using the model 

constructed in Chapter III. The reaction pathways initially studied in Chapter III are 

discussed in Chapter IV as well. This will include the use of the new CDFT/MM tool to 

study a SET between the substrate and the iron center. Importantly, the effects of the 

solvent and enzyme active site on the ring expansion catalyzed by TropC are also 

analyzed by way of non-covalent interactions (hydrogen bonds, van der Waal 

interactions). It was found that both one- and two-electron pathways are feasible, which 

is consistent with experimental observations. However, the one-electron pathway is 

favored to go through a radical-based ring expansion with the possibility of a SET-based 

ring expansion.  
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Chapter II 

Simulating Electron Transfer Reactions in Solution: Radical-Polar Crossover  

This chapter based on a manuscript entitled, “Simulating Electron Transfer Reactions in 
Solution Radical-Polar Crossover,” Skinner, K. C.; Kammeraad, J. A.; et. al., currently 

under revision for future publication. 
 

Abstract 

Single-electron-transfer (SET) promotes a wide variety of interesting chemical 

transformations, but modeling of SET requires a careful treatment of electronic and 

solvent effects to give meaningful insight. Therefore, a combined constrained density 

functional theory and molecular mechanics (CDFT/MM) tool is introduced herein 

specifically for SET-initiated reactions. Mechanisms for two radical-polar crossover 

reactions involving the organic electron donors tetrakis(dimethylamino)ethylene (TDAE) 

and tetrathiafulvalene (TTF) were studied with the new tool. An unexpected tertiary radical 

intermediate within the TDAE system was identified, relationships between kinetics and 

substitution in the TTF system are explained, and the impact of the solvent environment 

of both the TDAE and TTF systems are examined. Overall, the new method is shown to 

usefully inform mechanistic analysis of SET-initiated reactions, and therefore is 

envisioned to be useful for studying reactions in the condensed phase.  
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2.1 Introduction 

Reactions initiated through single electron transfer (SET) have been used in organic 

synthesis for nearly two centuries. More recently, SET processes have been leveraged 

to achieve novel photocatalytic1-8 and transition-metal-free coupling reactions9 involving 

hypervalent iodide reagents10 and neutral organic electron donors (OEDs).11-13 For all of 

these reactions, SET initiates a subsequent radical addition, scission, atom/group 

transfer, and/or coupling event.14 Although these overarching mechanisms are broadly 

employed, the specific mechanistic details of SET and ensuing transformations can be 

challenging to study due to the short-lived nature of radical intermediates. Understanding 

the kinetics of SET is vital for distinguishing between mechanistic possibilities, leading to 

improvements in chemical and biological synthetic methods.1,15  

To aid in the study of SET-initiated reactions, computational and theoretical tools 

based on density functional theory (DFT) can give deep, atomistic insights. Reaction 

pathway analysis can reveal the kinetics and thermodynamics of transformations 

involving radical intermediates, and Marcus theory can be used to describe the rate of 

electron transfer (ket) for SET processes.16 Quantum mechanical (QM) approaches to 

studying SET processes include deductive and constructive diabatization17 and the 

Nelsen Four-Point method.18,19, In particular, the Nelsen Four-Point method has been 

widely used due to its simplicity and straightforwardness, and operates by obtaining the 

reorganization energies of the donor and acceptor compounds independently. Although 

this has been shown to be successful,26 if it is desired to include the donor and acceptor 

in the same simulation, then an extension of DFT is required. Whereas DFT simulations 

typically simulate a single electronic state, SET necessarily involves more than one 
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electronic state. To treat SET-initiated reactions, constrained DFT (CDFT) is potentially 

useful20,21,22 as the electron density distribution can be used to achieve a desired charge 

or spin state. CDFT has seen substantial developments extend constraints, such as 

oxidation state23, dipole moment24, orbital density25, and others.26-30 CDFT also permits 

evaluation of the electronic coupling31-35, which is needed in Marcus theory estimates of 

the SET rate constant. While CDFT primarily has been used for this purpose, it has not yet 

been widely used36-38 as a tool for SET reaction pathway studies. Instead, CDFT has 

been useful in a range of applications, such as charge transfer39-43, long-range electron 

transfer44,45, magnetic exchange couplings46-48, excited states49,50, and spectroscopy51-53.  

For an accurate description of an SET process, reorganization of the solvent20 

following ET needs to be considered. In particular, solvent molecules prefer different 

orientations before and after ET to accommodate the relocation of charge, so solute-

solvent interactions are essential to SET modeling.20,54,55 To address this CDFT has been 

combined with molecular mechanics (MM) models to study SET of organic 

semiconductors56, metals57, molecular dyads61,58, peptides59,60, and proteins61-63 in 

solution. The same considerations apply to SET-initiated reactions, where molecular 

transformations after ET will be strongly affected by the presence and motion of solvent 

molecules. This consideration motivates the CDFT/MM models described herein, which 

will be shown to have good utility in treating this interesting class of reactions. 

Treating solvent effects surrounding a region where reactions or ET are taking 

place is optimally modeled using quantum mechanics/molecular mechanics (QM/MM) 

techniques.64-67 QM/MM modeling provides a way to treat the electronically interesting 

region using accurate QM methods and the remaining environment using MM methods. 



 29 

This combination provides the accuracy of QM methods and the immense computational 

time savings available to MM methods. To study SET-initiated reactions, the QM 

technique of choice herein is CDFT. Figure 2.1 depicts the difference in treatment of 

electronic states between two organic molecules within a solvent environment. When the 

QM region (surfaces) are treated with DFT, the positive charge (Figure 2.1A, blue surface) 

is located on the molecule with the diazonium group. However, using CDFT can emulate 

SET and the positive charge instead lies on the OED (Figure 2.1B, grey surface). While 

CDFT/MM has been used to study ET processes, studies have not investigated any 

reactions that follow the ET step. Since CDFT/MM should be able to capture the full 

picture of SET-initiated reactions with a realistic solvent model, this modeling strategy will 

be applicable to a variety of synthetically relevant transformations. 

 

 
Figure 2.1. Electronic states of donor (TTF, blue) and acceptor (aryldiazonium, gray) fragments in an explicit solvent 
environment. DFT gives the initial electronic state, whereas CDFT can access a second electronic state with a distinct 
charge distribution. QM region is represented by ball-and-stick and surfaces. Lines represent the MM region.  

 

This chapter looks into two interesting reactions via CDFT/MM, involving OEDs 

tetrakis(dimethylamino)ethylene (TDAE, 2.1) and tetrathiafulvalene (TTF, 2.10) and their 
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respective aryldiazonium salts (2.2a, 2.11a). The mechanisms for reaction are elucidated 

by identifying and characterizing previously unmentioned intermediates. In addition, the 

impact of the solvent environment following SET is also investigated for both OED 

reactions. Overall, this work's detailed, atomistic mechanisms reveal how the solvent 

environment influences the reactions pathways, providing insights for better SET acceptor 

and/or donor design.  

 

2.2 Computational Details 

All 3D images were generated using the Visual Molecular Dynamics software program.68 

 

2.2.1 Model Preparation 

Models for the TDAE and TTF systems were prepared in CHARMM.69 Parameters for the 

OEDs and aryldiazonium salts were obtained from CGenFF70,71 2.3.0 when possible and 

from unrestricted HF72 6-31G*73-78 optimizations otherwise. 40 Å solvent cubes were used 

for each system. Solvent boxes used with periodic boundary conditions and were 

obtained from the CHARMM-GUI79 (water) and Packmol80 (dimethylformamide, DMF). 

DMF solvent box was subjected to an initial 5000 step MM minimization using the 

steepest descent algorithm and the CHARMM3681 force field. The particle mesh Ewald 

method was used to describe long-range electrostatic effects. Next a two-step molecular 

dynamics (MD) simulation was performed with the CHARMM/OpenMM82 interface in 

version c42b1 using periodic boundary conditions, particle mesh Ewald for long range 

electrostatic interactions, a Langevin thermostat (friction coefficient = 5), and a 2 fs 

timestep. The first step of the MD simulation was heating from 10 K to 298 K for 5 ps, and 
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the second was equilibration of the models at 298 K for 20 ps. The OEDs and 

aryldiazonium salts were then solvated using the solvent boxes and all solvent molecules 

within 2.8 Å of heavy atoms were removed. A 5000 step MM minimization was performed 

to using the steepest descent algorithm and the CHARMM36 force field. A force constraint 

of 100.0 kcal/mol Å2 at a distance of 3.5 Å was applied between a sulfur atom of TTF and 

the primary carbon of the aryldiazonium salt to maintain proper orientation.  

 

2.2.2 MD Simulations 

Two-step MD protocols were performed with the CHARMM/OpenMM utilizing the same 

parameters as the DMF solvent box equilibration. The first step was heating from 10 K to 

298 K for 5 ps, and the second was equilibration of the models at 298 K for 50 ps.  

 

2.2.3 Free Energy Surfaces 

Starting from the equilibrated MD models, free energy surfaces15,17 for the TDAE system 

were constructed based on a total of 1000 ps of additional sampling (ten 100 ps 

simulations), where a frame every 1 ps was saved. For each frame, DFT/MM and 

CDFT/MM energy calculations were performed reflecting ground and SET conditions, 

respectively, using the unrestricted B3LYP83,84 density functional and 6-31G* basis set 

totaling 4000 energy calculations (1000 for each state on each surface). Taking the 

difference in energy between the ground and SET states results in the vertical energy 

gap (ΔE, eq 1). Once the vertical energy gap is calculated, the probability distribution for 

electron transfer 𝑃𝐸𝑇(∆𝐸) can be calculated using eq 2. Within the linear response 

approximation, the probability distribution in the form of eq 2 is assumed to be Gaussian 



 32 

and will therefore produce parabolic free energy profiles consistent with Marcus theory.16 

The free energy of electron transfer (𝐺𝐸𝑇(∆𝐸)) can then be calculated using eq 3, which 

results in quadratic Marcus curves. 

 

∆E = ESET-Eground       eq 1 

PET(∆E) = 
1

√2πσ
e

-
(∆E-μ)2

2σ2        eq 2 

GET(∆E) = -kBTln(Px(∆E))      eq 3 

 

Following construction of the curves the lowest energy point was found to be on the 

ground state surface with a value of 1.8 kcal/mol. To have the lowest energy value be set 

to 0.0 kcal/mol, 1.8 kcal/mol was subtracted from all values of GET(∆E). The minima of 

the two curves can be used to calculate reorganization energy (λ), ∆G, and the effective 

barrier for SET transfer (TSSET). 

 

λ = (∆E
SET

 - ∆EGround)/2 eqn 4 

∆G = (∆E
SET

 + ∆EGround)/2 eqn 5 

TSSET=
(λ+∆G )2

4λ
  eqn 6 

Once ∆G was calculated, the values of for the SET were adjusted again adjusted. 

 

2.2.4 QM/MM Details  

The last frame of the equilibrated model was pruned to include all molecules within 18 Å 

of the QM region for the TDAE system, and 12 Å for the TTF system. Atoms past 10 Å 
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from the QM region of the TDAE system, and 7 Å for the TTF system were frozen. The 

QM region was selected to be the OED and corresponding aryldiazonium substrate based 

on bond-forming and breaking events. The MM region contains the relevant solvent and 

a tetrafluoroborate counterion. All simulations and calculations were performed using a 

development version of pDynamo85, which is a Python program designed to perform QM 

and QM/MM simulations. pDynamo is linked to external software packages, such as 

ORCA86, to perform QM energies and gradients. Electrostatic embedding of the MM 

region is used to enable the QM region to be polarized by the MM region. Also, within 

electrostatic embedding, the MM region is affected by the QM charges by way of Coulomb 

interactions. To provide support for CDFT, pDynamo was interfaced with QChem. All 

geometry optimizations were performed using pDynamo, where the QM energies and 

gradients were obtained with QChem 5.087 using the unrestricted B3LYP 6-31G*. All 

reaction path simulations were performed using the growing string method implemented 

in pDynamo. 

 

2.2.5 pDynamo/QChem Interface 

To interface QChem into pDynamo, cclib88 was used to obtain energies, gradients, and 

charges from the QChem outputs. Both pDynamo and QChem calculate the nuclear 

repulsion energy, so the energy computed from QChem was removed during energy 

evaluations. CDFT constraints are automatically applied to user defined atom ranges. 
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2.3 SET-initiated Indole Synthesis 

TDAE (1) is an OED11-13 that initiates radical-polar crossover of aryldiazonium salts 2.2a-

d to form indoles 2.3a-d90 (Figure 2.2). Whereas TDAE is one of many OED reagents, it 

is expected to show the general principles and features of SET-initiated reactions, making 

it an interesting case for CDFT/MM modeling. In the first step of the proposed 

mechanism90, SET occurs from 2.1 to 2.2a to induce loss of N2 and form the aryl radical 

intermediate 2.4. Next, 5-exo-trig cyclization generates primary radical 2.6. After 

cyclization, dissociation of bromine leads to indoline intermediate 2.7, which can then 

tautomerize to form product 2.3a. Although these proposed steps all appear plausible, 

limited information is available about the mechanistic details of the reaction. Toward a 

more thorough mechanistic understanding, the entire reaction pathway was examined  

 

 
Figure 2.2. Overview of TDAE (1) system. A) Transformation studied by Murphy and coworkers89 involving 1 and the 
aryldiazonium salts 2.2a-d. B) Previously proposed mechanism for SET-initiated formation of indole 2.3a. 
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using CDFT/MM. Two aspects of anticipated interest are the synchronicity of the SET-

initiated loss of N2 and the fate of the bromine atom.  

Results from CDFT/MM for the mechanism of indole synthesis are illustrated in 

Figure 2.3. CDFT/MM simulates SET from TDAE (1) to the substrate (2a) by forcing one 

electron to move in an overall singlet spin multiplicity. The process was computed to be 

thermodynamically favorable by -24.9 kcal/mol (Figure 2.3). This result does not 

immediately seem consistent with known expectation for reversible electron transfer 

involving TDAE.11 To understand the role that solvent environment plays on the SET 

process, MD sampling was performed to construct the free energy curves in Figure 2.4. 

According to equations 4-7, this data gives ∆G of 16.9 kcal/mol, λ of 43.8 kcal/mol, and 

an effective barrier (TSSET) of 21.0 kcal/mol for SET. These results are counter to what is  

 

 
Figure 2.3. QM/MM reaction profile of the TDAE system showing overall thermodynamic favorability for tertiary radical 
(2.8) formation. Energies are in parentheses are relative to the reaction step, and all energies are in kcal/mol. QM 
region contained TDAE and substrate, but only transformations for substrate are shown for clarity. Gray dashed line 
represents removal of N2 from our model. All simulations and calculations were performed at B3LYP 6-
31G*/CHARMM36 in a DMF solvent environment. 
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expected for this system, as it suggests SET is not feasible. Likely, this is the case 

because the force fields for the MD sampling do not capture the substrate-solvent 

interactions accurately, and reparameterization of the force fields is needed to address 

this issue. 

After SET, CDFT/MM indicated that N2 did not immediately dissociate (Figure 2.3), 

instead, 2a changed geometry to the aryldiazenyl radical intermediate 2a’, and that TDAE 

(1) converted into the expected twisted11 form (5). Intermediate 2a’ possesses a 

decreased C–N–N angle from 179.1° to 125.7°, and increased C–N and N–N bond 

lengths from 1.36 Å to 1.45 Å and 1.13 Å to 1.19 Å, respectively. These geometric 

changes reflect the presence of an additional electron on the external nitrogen of the N2 

group. Analysis of the spins of the two nitrogen atoms shows an increase from zero to 

0.143 e- and -0.716 e- for the internal and external nitrogen atoms, respectively. Taken 

with the increase in bond length, this indicates a change to a double bond between the  

 

 
Figure 2.4. Free energy profiles obtained from MD simulations. Black is the ground state MD sampling and red is the 
SET MD sampling. Current subset of results indicates an unfavorable SET. Ground state simulations performed with 
TDAE (2.1) and substrate (2.2a) MM parameters. SET simulations performed with TDAE·+ (2.3) and aryldiazenyl radical 
MM parameters obtained from HF 6-31G*. Simulations were performed at using CHARMM36 in a DMF solvent 
environment and single points were taken at B3LYP 6-31G*/CHARMM36. 
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nitrogen atoms. This poises the substrate to undergo loss of N2 through homolysis of the 

C–N bond, by providing an N-centered radical that will be a part of the N–N triple bond. 

To finish activation of the substrate and form aryl radical intermediate 4, dissociation of 

N2 occurs with a barrier of 9.4 kcal/mol (TS1). This barrier is in agreement with 

experimental barriers falling between 9.8 kcal/mol to 11.2 kcal/mol.90-92 The formation of 

4 is isoelectronic due to being uphill by only 0.2 kcal/mol. Since the nitrogen gas will 

bubble out of solution, this step is effectively irreversible and was removed from further 

simulations (4 to 4’).  

The CDFT/MM model was then used to examine 5-exo-trig cyclization to form the 

putative primary radical intermediate 2.6. This intermediate, however, was found to be 

unstable, and instead a 1,2-bromo shift led to tertiary radical intermediate 2.8 (Figure 2.3). 

This is a deviation from the experimental hypothesis, as the 1,2-bromo shift was not 

suggested as part of the mechanism. However, formation of intermediate 2.8 is likely 

driven by the delocalization of the radical across the aromatic ring, making this discovered 

step appear reasonable. Analysis of the geometric structures and spin states along the 

reaction path provided insights into the barrier and thermodynamics of this step.  

To understand the pathway towards formation of intermediate 2.8, it should first be 

recognized that the significantly downhill energy of reaction, -58.7 kcal/mol, provides a 

strong driving force. There is a barrier, however, of 12.4 kcal/mol, which reflects the 

energetic cost for obtaining a more reactive conformer of the substrate, in which aryl ring 

and alkene portions of the substrate are rotated to properly align them for C–C bond 

formation (Figure 2.5, TS2). Up until reaching the TS geometry, the spin on the aryl radical 

carbon is 1.0 e-, meaning no changes in bonding occurred during the rotation. Following 
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Figure 2.5.Energy profile from CDFT/MM GSM simulation for the cyclization step. 3D structures are the aryl radical (4’), 
TS (TS2), primary radical (6), 1,2-bromo shift (9), and tertiary radical (8) intermediates. QM region contained TDAE 
and substrate, but only transformations for substrate are shown for clarity. Green and orange reflect negative and 
positive spins respectively. Spins for selected atoms referenced in text are in parentheses. 2D structures highlight the 
transformation from the 4’ to 8. All energies are in kcal/mol. Simulations were performed using B3LYP 6-
31G*/CHARMM36 in a DMF solvent environment. 

 

the TS, a transient structure analogous to 2.6 of Figure 2.2 was located, with a spin of 1.1 

e- on the external carbon. This intermediate immediately undergoes a 1,2-bromo shift 

(2.9) to give 2.8. At this point, delocalization of benzylic radical within the ring provides 

significant electronic stabilization of the radical and the product of this step (2.4’ to 2.8) is 

reached.  

Following formation of tertiary radical intermediate 2.8, bromine extraction and 

tautomerization to the corresponding indole 2.3a are the expected next steps. These 

steps were found to be favorable by -26.2 and -40.0 kcal mol, respectively (full details of 

these steps, performed using a QM model, are in section 2.7.2). The full, simulated 

reaction mechanism is provided in Figure 2.6, which illustrates an update to the  
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Figure 2.6. Proposed mechanism for formation of indole 2.3a based on CDFT/MM results. The highlighted regions 
(boxes) show the formation of the aryldiazenyl radical intermediate 2.2a’ after initial SET and a new tertiary radical 
intermediate (2.8) that is formed following a transient primary radical intermediate (2.6). 

 

mechanism proposed in Figure 2.2. Specifically, the mode of activation by SET (2.2a’) 

and introducing the pathway 2.4’ to 2.8 as an unexpected concerted, asynchronous step 

for ring closure are detailed. 

 

2.4 SET-initiated Alcohol Synthesis 

Tetrathifulvalene (TTF, 2.10) initiates radical-polar crossover reactions between the 

aryldiazonium salts 2.11a-c and water to produce 2,3-dihydrobenzofuranyl alcohol 

products (2.17b-c, Figure 2.7).93 Like the TDAE system, the proposed mechanism begins 

by SET-initiated loss of N2 from 2.10 to 2.11 to produce oxidized TTF (2.12) and an aryl 

radical intermediate (2.13).94 2.13 undergoes 5-exo-trig cyclization to give a primary 

radical intermediate (2.14). At this step the mechanism diverges from the TDAE pathway, 

and a radical coupling between 2.12 and 2.14 occurs to form a sulfonium intermediate 

(2.15). Rather than termination of the radical via a radical leaving group (bromine radical 

in TDAE system), a two-electron elimination and regeneration of 2.10 would be needed 

to be in line with experimental observations of catalytic TTF.94 To achieve this, it was 

proposed that an intramolecular cyclization occurs to form an oxocarbenium intermediate  

2.16, which would then undergo SN1 solvolysis to form the alcohol product, 2.17. 

However, formation of the sulfonium intermediate 2.15a and not the alcohol 2.17a were 

observed, which was ascribed to the instability of a putative primary carbocation. To better  
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Figure 2 7. Overview of TTF (2.10) system. A) Transformation studied by Murphy94 and coworkers involving 2.10 and 
the aryldiazonium salts 2.11a-c. B) Previously proposed mechanisms for SET-initiated formation of sulfonium 
intermediate 2.15a and the secondary and tertiary 2,3-dihydrobenzofuranyl alcohols 2.17b and 2.17c. 

 

understand this mechanism, CDFT/MM was therefore applied to the elementary steps 

leading to the formation of 2,3-dihydrobenzofuranyl alcohol products. 

Simulations of the reaction mechanism began from substrate 2.11a (Figure 2.8). 

After SET, 2.12 and an aryldiazenyl radical (2.11a’) intermediate were formed, similar to 

the activation pathway for the TDAE reaction (Figure 2.3). SET activates the substrate for 

loss of N2 by not only decreasing the C–N–N bond angle from 178.8° to 127.1°, but also 

lengthening the C–N bond from 1.36 Å to 1.44 Å, and the N–N bond from 1.13 Å to 1.19 

Å. This step was also calculated to be strongly thermodynamically favored by -32.2 

kcal/mol. After activation the aryl radical intermediate (2.13a) forms through loss of N2 

with a barrier of 11.5 kcal/mol (TS3), with an overall energetic cost of 6.4 kcal/mol. As 

with the reaction of Figure 2.3, this barrier agrees with prior experimental 

measurements.96-98 Although 2.13a appears to be unfavorable, bubbling out of N2 from  



 41 

 
Figure 2.8. QM/MM reaction profile of the TTF system showing overall thermodynamic favorability for sulfonium 
intermediate (2.15a) formation. Energies in parentheses are relative to the reaction step, and all energies are in 
kcal/mol. Only transformations for substrate are shown for clarity. The gray dashed line represents removal of N2 from 
the model. All simulations were performed using B3LYP 6-31G*/CHARMM36 in a DMF solvent environment.  

 

solution (2.13a to 2.13a’) makes this step effectively irreversible.  

After SET and N2 loss, 5-exo-trig cyclization leads to primary radical intermediate 

2.14a, which then goes on to couple with oxidized TTF (2.12). This transformation has a 

strong thermodynamic driving force of -22.2 kcal/mol, and a barrier of 10.4 kcal/mol (TS4). 

This barrier mostly reflects the change to a more reactive conformer to achieve proper 

alignment for C–C bond formation, with an associated energy cost due to ring strain. 

Radical coupling between 2.12 and 2.14a then produces the sulfonium intermediate 

2.15a. This C–S coupling was previously assumed to occur over C–C coupling (based on 

semi-empirical electronic structure models94) and is confirmed (see section 2.7.5) via 

QM/MM simulations that found barrierless, strongly downhill C–S coupling.  
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From sulfonium intermediate 2.15, pathways for the generation of oxocarbenium 

intermediate (2.16) were investigated. Based on chemical intuition and experimental 

observations, there should be a relationship between substitution at the C1-carbon and 

stability. A trend was indeed observed between the energy of activation (Ea) and 

substitution for the formation of 2.16a-c (Figure 2.9): as the substitution on 2.15a-c 

increased; the barrier decreased. As expected, the barrier for formation of unsubstituted  

2.16a was inaccessible at 26.9 kcal/mol (TS5a), which supports experimental 

observations in that only 2.15a could be isolated.95 The barriers for 2.16b and 2.16c were 

accessible at 21.8 kcal/mol (TS5b) and 15.6 kcal/mol (TS5c), respectively. There was a 

relationship between the initial C1–S bond length and Ea (Figure 2.9), and also the C1–C2 

2.15a-c and 2.16a-c (see section 2.7.6). Stabilization of the positive charge on the sulfur 

 

 
Figure 2.9. Relationship between Ea and the C1–X bond lengths. 2.15a-c C1–S bond lengths (left, squares) and the C1–
C2 bond lengths for TS5a-c (right, triangles) both have a correlation of R2 = 0.98 when compared to Ea. All energies 
are in kcal/mol. 
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bond length and Ea at the TS structures (TS5a-c, Figure 2.9) as well as for intermediates 

or carbon atoms, as well as steric repulsions between the methyl groups and the 

substrate, result in lengthening of the C1–S and C1–C2 bond lengths. This lengthening 

corresponds to weaker bonds and substate destabilization that lower the reaction barriers 

as substitution increases. Thermodynamically, 2.16b and 2.16c are -7.8 kcal/mol and -

4.6 kcal/mol, respectively, compared to species 2.15b and 2.15c. 2.16a was observed to 

be 8.8 kcal/mol uphill, making it thermodynamically disfavored.  

 The accessibility of 2.16b and 2.16c means that the formation of the alcohol 

products 2.17b and 2.17c is plausible via solvolysis. These simulations support the 

experimental hypothesis that the more substituted substrates proceed through an 

oxocarbenium intermediate prior to solvolysis. Figure 2.10 depicts the simulation-

supported mechanism for forming secondary and tertiary alcohols (2.17b-c) from an initial 

SET between 2.10 and 2.11. Here, one step along the path is qualitatively updated 

compared to the originally proposed mechanism: the aryldiazenyl radical intermediate is 

included.  

 

 
Figure 2.10. Proposed mechanism for formation of secondary and tertiary alcohols based on CDFT/MM. Highlighted 
region (grey box) shows the simulated aryldiazenyl radical intermediate 11a’ after initial SET. 
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2.5 Discussion 

Simulations of the TDAE (2.1) and TTF (2.10) systems revealed the importance of solvent 

modeling in understanding these reactions. For instance, with TTF explicit solvent effects 

were strong contributors to the energies of key reaction steps. Separation of the QM/MM 

energies into the QM and MM components provides support to this assertion and gives 

insights into how either region is impacted by the electronic or geometric changes. The 

solvent environment (MM region) had a particular impact on the reaction profile for 

initiation of the reaction via SET. SET from TTF to substrate 2.11 resulted in a 

thermodynamic favorability of -26.1 kcal/mol, with -14 kcal/mol attributed to the QM region 

and -13 kcal/mol to the MM region. Following SET there was a loss of an initial H-bond 

between 2.10 and a solvent molecule due to the sulfur atoms becoming more positive 

following SET. The MM region then reorganized, leading to a better H-bonding network 

(see section 2.7.7). This observation highlights the importance of solvent rearrangements 

following SET, setting up the remaining steps of the reaction path for accurate simulation 

in the condensed phase solvent environment.  

Sampling of the solvent via MD simulations during the ground and SET states also 

provided insights into the free energies involved with SET. The vertical energy gap was 

calculated from 2000 snapshots for the TDAE system. Figure 2.4 displays the range of 

vertical energies that were obtained and ranged within 50 kcal/mol for each electronic 

state. Free energies for the ground and SET states were obtained from these vertical 

energy gaps and mostly ranged within 2.0 kcal/mol. When the free energies are plotted 

against the vertical energy gap, two parabolic Marcus free energy curves are obtained, 

which give the thermodynamics and kinetics of electron transfer. Importantly, this plot 
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highlights the relative free energy between the two electronic states, and the activation 

free energy for the electron transfer, which are not possible to obtain accurately without 

CDFT/MM sampling.  

 

2.6 Conclusions 

CDFT/MM provided considerable insight into the reaction mechanism for two synthetically 

useful SET-initiated reactions. For the generation of indoles from aryldiazonium salts, 

CDFT/MM confirmed SET to be reversible and kinetically facile between TDAE (1) and 

the aryldiazonium substrate 2.2a. The 5-exo-trig cyclization step was found to proceed 

through a previously unproposed intermediate, a tertiary radical (2.8) that is favored due 

to electronic delocalization. For the SET-initiated formation of 2,3-dihydrobenzofuranyl 

alcohols (2.17b-c), CDFT/MM gave atomistic insights into the relationship between lower 

barriers and increased substitution at the C1-carbon due to combined electronic and steric 

effects. A quantitative description of the aryldiazenyl radical intermediates (2.2a’, 2.11a’) 

was also obtained for both systems. These quantitative and qualitative results are 

essential for future reaction prediction and modeling of this class of OEDs. 

The combined QM and MM treatment therefore captured the full effect of solvent 

on the reaction profiles. In doing so, the electronic changes between the donor and 

acceptor molecules and the surrounding solvent could be accurately described. For 

instance, in treating the solvent effects that stabilize the charge-separated intermediates 

of the reaction pathways, the thermodynamic impact of solvent was large, -13 kcal/mol 

attributed to due to the solvent effect. Further, MD sampling of the TDAE system could 

quantify the free energies for electron transfer, confirming the facility of SET in this 
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particular system. It will be interesting to study cases where SET is less favorable and 

use CDFT/MM to identify the root causes of the inhibition of such steps.  

The new implementation of the CDFT/MM method connecting pDynamo with 

QChem extends the capabilities of CDFT into reaction pathway discovery in the presence 

of explicit solvent. This tool will be useful for various areas in which SET processes are 

important, such as biological simulations involving redox active enzymes.22  

 

2.7 Supporting Information 

Additional computational details previously described in section 2.2 include model 

preparation (2.2.1), MD simulations (2.2.2), free energy surfaces (2.2.3), QM/MM details 

(2.2.4), and pDynamo interface (2.2.5). 

 

2.7.2 QM Model Details 

In addition to the QM/MM models, simulations with gas-phase QM models were also 

performed (Figures S2.2 and S2.3). Geometry optimizations and frequency calculations 

for QM models were performed with QChem 5.0 using unrestricted B3LYP and the 6-

311++G** basis set73,-99 for all atoms except Br, which used the 6-311G** basis set100. All 

ground state geometries were confirmed to have no imaginary frequencies, and transition 

states were confirmed to have one imaginary frequency. Solvent corrections were 

performed with ORCA 4.2.1101,102 using the SMD103-105 implicit solvent mode and the cc-

pVTZ106-108 basis set. Reaction pathways were simulated using the single-ended growing 

string method.109 All 3D images were generated using the VMD software program.68 
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2.7.3 QM Simulations of TDAE System 

 
Figure 2S.1. QM Energy profile of TDAE (2.1) system for formation of indole product 2.3a. Pathway proceeds through 
the same tertiary radical intermediate identified by QM/MM simulations. All energies are in kcal/mol. 

 

The reaction profile of Figure S2.2 is largely the same as the QM/MM simulations (Figure 

2.3). The aryldiazenyl radical intermediate (2.2a’) and the tertiary radical intermediate 

(2.8) therefore are stationary points at the QM as well as QM/MM levels. There is also a 

strong thermodynamic driving force of -40.0 kcal/mol for formation of indole with respect 

to the tertiary alcohol intermediate. Different from the QM/MM simulations, however, is 

minor partial bond formation at the cyclization TS (TS7).  
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2.7.4 QM Simulations of TTF System 

 
Figure 2S.2. QM Energy profile of TTF (2.10) system for formation of 2,3-dihydrobenzofuan (2.16a). Pathway proceeds 
through the same pathway identified by QM/MM simulations. Of importance is the inaccessible barrier of 29.4 kcal/mol 
during formation of the oxocarbenium intermediate 2.16a. All energies are in kcal/mol. 

 

As was observed in the TDAE system (section 2.7.3), the profile consists of the same 

intermediates and pathways as the QM/MM simulations (Figure 2.8). QM and QM/MM 

predict highly different thermodynamics for SET from 2.10 to the aryldiazonium substrate 

2.11. QM/MM simulations produced a strong thermodynamic favorability of -32.2 

kcal/mol, whereas QM gives an uphill result, 6.4 kcal/mol. This result further highlights 

the need for including a solvent explicit environment to accurately model SET processes.  

 

2.7.5 Spin Density Plot of TTF•+ 

A B3LYP cc-pVTZ gas phase single point calculation was performed on the B3LYP 6-

311++G** optimized geometry of the oxidized TTF intermediate 12 in ORCA. The ORCA 

orca_plot module was used to obtain the CUBE files of spin densities.  
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Figure 2S.3. Spin density plot of the oxidized TTF intermediate (2.12). Spin density is greatest on the sulfur atoms, 
followed by the internal carbon atoms, and least on the external carbon atoms.  

 

Spin density results confirm the previous qualitative semi-empirical results. Spin density 

is greatest on the sulfur atoms (0.165 e-), giving a slight preference for C–S coupling over 

C–C coupling.  

 

2.7.6 Relationship Between Ea and Intermediate C–C Bond Lengths 

 
Figure 2S.4. Relationship between Ea and the C1–C2 bond lengths. C1–C2 bond lengths for the oxocarbenium 
intermediates 2.16a-c (left, circles) and the coupled intermediates 2.15a-c (right, diamonds) both have a correlation of 
R2 = 0.98 when compared to Ea. All energies are in kcal/mol. 
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 2.7.7 Solvent Reorganization Following SET for TTF System 

 
Figure 2S.5. Comparison of H-bond network of TTF (2.10) system following SET. A) before) and B) after SET. Solvent 
molecule does not H-bond with 2.11a’, and instead forms a stronger H-bonding network with the surrounding solvent.  

 

Table S2.1. Number of H-bonds between TTF (10) and the solvent, and relevant solvent-

solvent H-bonds for the ground and SET states. At the cost of losing one H-bond, there 

is a gain of two H-bonds. 

 

 11 11a’ 

TTF-Solvent 1 0 

Solvent-Solvent 2 4 

 

Following SET from TTF (10) to the aryldiazonium substrate 11a, there is significant 

solvent reorganization. For example, a water molecule originally H-bonding to a sulfur 

atom of 10 no longer H-bonds with the oxidized TTF intermediate 12. This is reasoned as 

being due to an increased positive charge. Overall, there is a thermodynamic gain the 

MM region of -13 kcal/mol, in part due to H-bond reorganization seen in Figure S4B. 
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Chapter III 

Quantum Chemical Insights into the Ring Expansion Catalyzed by TropC 

Portions of this chapter appear in "Radical Tropolone Biosynthesis" by Doyon, T. J.; 

Skinner, K. C.; et. al. ChemRxiv, 2020, DOI: 10.26434/chemrxiv.12780044.v1 

 

Abstract 

TropC is an ɑ-ketoglutarate (ɑ-KG) dependent non-heme iron (NHI) enzyme that utilizes 

a highly reactive iron(IV)–oxo species. We considered three different pathways toward 

the product tropolone: rebound hydroxylation and semipinacol rearrangement (Pathway 

1), radical-based ring expansion (Pathway 2), and single-electron transfer (SET) followed 

by polar ring expansion (Pathway 3). In this chapter, quantum chemical models used to 

gain insights into the proposed routes are described. Pathway 1 did not lead to tropolone, 

but instead yielded the trihydroxyorcinaldehyde shunt product (Pathway 4). The dominant 

pathway was determined to be Pathway 3, and throughout the SET step an unexpected 

ketene intermediate was formed. The radical-based ring expansion pathway was also 

found to have a similar barrier and thus a similar feasibility. These results suggest 

tropolones generated by TropC could be achieved through a one-electron pathway, and 

that the shunt product is a result of rebound hydroxylation and fragmentation. These small 

models provide initial insights into the possible pathways for but do not replace the 

enzyme active site, which likely restricts movement of the iron(IV)–oxo and the substrate 

and would be key in discriminating between the pathways.  

https://doi.org/10.26434/chemrxiv.12780044.v1
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3.1 Introduction 

Tropolones are a class of aromatic compounds characterized by a cycloheptatriene core 

containing an ɑ-hydroxyketone structure (Figure 3.1A, 3.1) and are important scaffolds 

with known bioactivity.1-8 Although chemical methods for synthesis of tropolones exist6-13, 

they are often laborious to achieve the desired outcome, requiring extensive 

prefunctionalization6,7,9,10, lengthy syntheses6,7,9, and expensive metals6,9,10, which result 

in tropolones with limited substitution patterns7. Nature, however, has evolved enzymes 

to efficiently access the tropolone core. TropC is an ɑ-KG NHI enzyme from the stipitatic 

acid (3.2) biosynthetic pathway in Talaromyces stipitatus that is known to catalyze the 

oxidative ring expansion of 3.3 to form the tropolone product stipitaldehyde (3.4, Figure 

3.1B).14 Along with TropC, two additional enzymes have since been identified to catalyze 

the same oxidative ring expansion, XenC15 and EupC16 from the xenovulene A and 

eupenifeldin biosynthetic pathways, respectively, and have been assigned the same 

mechanism. Gaining insight into the mechanism of this unprecedented ring expansion will 

allow for better understanding of how these enzymes can be manipulated through protein 

engineering to increase production of tropolone product while suppressing shunt product 

formation and offer broader access to tropolone scaffolds.  

First characterized in 2012, the mechanism for TropC proposed by Cox and 

coworkers was a hydroxylation followed by a semipinacol rearrangement17,18 (Figure 

3.1C, Pathway 1) to form 3.4. Researchers first proposed an initial H-atom abstraction to 

produce the primary radical intermediate 3.5 and an iron(III)-OH species. Next, rebound 

hydroxylation would regenerate the iron(II) center and the hydroxylated intermediate 3.6.  
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Figure 3.1. Overview of tropolone formation in TropC. A) Core of tropolone natural products. B) Biosynthetic pathway 
of stipitatic acid (3.2) catalyzed by TropC. C) Scheme of semipinacol rearrangements. D) Mechanisms on route to ring 
expansion in TropC and related enzymes.  

 

Following formation of 3.6, a semipinacol rearrangement facilitated by residues withisn 

the enzyme was proposed to produce the tropolone product 3.4. Support for this 

mechanism was derived from the production of the trihydoxyorcinaldehyde shunt product 

(3.7), an irreversibly made product. 3.7 would arise from a retro-aldol fragmentation and 

rearomatization of 3.6, akin to a demethylation mechanism in ɑ-KG NHI enzymes.  

Understanding the fate of the radical intermediate in these enzymes is critical to 

identifying the underlying mechanism of catalyzed transformations. To this end, we 

envisioned two additional mechanisms for tropolone biosynthesis (Figure 3.1D). First, 

from the primary radical intermediate (3.5), rather than a rebound hydroxylation a radical-

based ring expansion would produce a tertiary-like radical intermediate 3.8. 3.8 could 

then undergo a second H-atom abstraction from the iron(III)-OH species to reform the 

iron(II) center and produce a tautomer of the tropolone product (3.9). Also from 3.5, we 

envisioned a pathway in which an SET to the iron(III)-OH species would result in the 



 61 

zwitterionic intermediate 3.10. 3.10 could then undergo the ring expansion to produce the 

neutral intermediate 3.11. Deprotonation and tautomerization of 3.11 would produce 

stipitaldehyde (3.4). These mechanistic possibilities we explored both experimentally and 

computationally in collaborative effort with Dr. Tyler Doyon under the guidance of Prof. 

Alison Narayan and Dr. Leena Mallik under the guidance of Prof. Markos Koutmos. This 

chapter will provide evidence that a one-electron pathway is favorable over the 

semipinacol rearrangement through the use of 3D enzyme and active site mimic models. 

The following chapter (4) will explore the mechanism within the enzyme using QM/MM 

with the model generated herein. 

 

3.2 Synthetic Studies on the Proposed Ring Expansion 

Dr. Tyler Doyon obtained experimental evidence to support a one-electron 

pathway over the semipinacol rearrangement for tropolone formation via TropC. Using a 

two-enzyme cascade (Figure 3.2A), intermediate 3.6 was produced. CitB19 was first used 

to produce the benzylic alcohol 3.12 from the CitB native substrate 3.13 via enzymatic 

hydroxylation, after which TropB performed an oxidative dearomatization. In solution, 

instead of observing 3.6, only the trihydoxyorcinaldehyde shunt product 3.7 was detected. 

Since no tropolone was detected, this indicated that the fragmentation pathway to the 

shunt product was dominant over the semipinacol rearrangement. An alternative 

approach of using a combination of TropB and TropC was used in an attempt to produce 

stipitaldehyde from the benzylic alcohol 3.12 (Figure 3.2B). TropB enabled oxidative 

dearomatization to produce 3.6 and TropC was hypothesized to perform the semipinacol 

rearrangement to yield 3.4. However, only the trihydoxyorcinaldehyde 3.7 shunt product  
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Figure 3.2. Experimental two-enzyme cascades used to form reactive intermediates. A) Diol intermediate 3.6 and B) 
stipitaldehyde (3.4). 

 

was detected, further providing evidence that the fragmentation pathway is dominant. 

These results also suggest that the proposed semipinacol rearrangement mechanism is 

not the mechanism mediated by TropC. This indicates that one of our proposed 

alternative pathways could led to tropolone product. 

 

3.3 Mutagenesis Studies on the Proposed Ring Expansion 

A collaboration between Dr. Tyler Doyon and Dr. Leena Mallik produced a partial crystal 

structure for TropC using a sitting drop vapor diffusion method (PDB ID: 6XJJ). The α-KG 

NHI enzyme thymine-7-hydroxylase (T7H)20 was used as a search model, due to its highly 

similar sequence and structure21, for the molecular replacement method to solve the 

crystal structure of TropC with a resolution of 2.7 Å. Analysis of the crystal structure of 

TropC consisted of a double-stranded β-helix (DSBH or jelly-roll) with 10 anti-parallel β-

strands forming the major (β1-5, β8, β10) and minor (β-6, β-7, β9) β-sheets, with the 

major β-sheet surrounded by α-helices to form a compact globular structure. These 

features are common for the architecture of α-KG NHI enzymes. Comparison between 

the TropC and T7H structures provided initial insight into the active site location and 
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residues that may be important for catalysis. The phenylalanine residues Phe284 and 

Phe213 in TropC aligned well with phenylalanine Phe292 and tyrosine Tyr217 in T7H. In 

T7H these residues π-stack with the thymine substrate and position it near the iron center, 

which indicates the corresponding residues in TropC play a similar role and are important 

for substrate positioning. Also shared were a 2-His-1-Asp facial triad of iron-coordinating 

residues. To gain further insight into residues important for substrate positioning or 

catalysis, a full substrate-bound model was desired. Therefore, a 3D model was 

constructed using the computational programs MUSCLE22,23 and MODELLER24 to 

construct the missing C-terminus helix, and CHARMM25 to place the substrate and iron 

in the active site and equilibrate the model (see section 3.8 for full details). 

Using the 3D model of the enzyme, nine additional residues outlining the active 

site were identified based on proximity to the substrate and subjected to an experimental 

alanine scan to identify their role and importance in catalysis (Figure 3.3B). This scan is  

 

 
Figure 3.3. Mutagenesis study performed for TropC. A) Overlay of TropC model (gray) and T7H (tan). TropC native 
substrate (3.2) is shown in green, and thymine in blue. Iron from TropC in orange, and nickel from T7H in purple. B) 
Alanine scan results highlighting changes in activity. Only a switch in activity due to F284A mutation likely disrupting 
binding of 3.2. 
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based on that idea that residues surrounding the substrate likely influence reactivity by 

binding and orientating the substrate and can be directly involved in catalysis, for instance 

via protonation or deprotonation.26 The alanine scan—which replaces the residues of 

interest with alanine—allows probing of the role of a residue by removing steric and 

electronic parameters but maintaining the overall structure of the enzyme and observing 

the impact on catalysis. A residue was deemed important when the selectivity changed, 

for instance the major product switched from tropolone to shunt product or when they 

were made in equal quantities. Using this method, Dr. Tyler Doyon was able to make two 

key observations that support a one-electron pathway. 

Of the 11 residues probed in the alanine scan, most were deemed not important 

due to a lack of change in chemistry. Many of the substitutions resulted in a loss of 

catalytic activity, likely due to structural changes within the enzyme that render it 

incapable of binding or performing catalysis. Among the catalytically active variants, only 

a loss in activity was observed, which would indicate the residues play a minor secondary 

role in catalysis. Included in these were polar residues Ser217, Asp104, Lys106, and 

His97 that were hypothesized to aide in the semipinacol rearrangement by protonating 

and deprotonating the substrate. Since the polar residues could be replaced without 

eliminating catalytic activity, these results suggest that a semipinacol rearrangement is 

unlikely.  

Although most of the residues in the alanine scan were not identified to be 

important, a single exception is the residue Phe284. The F284A variant shifted 

conversions from ~75% tropolone and ~1% shunt product, to ~7% for each product. 

Based on the crystal structure comparison, Phe284 was hypothesized to be important for 
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substrate positioning. Specifically, Phe284 could guide the methyl group towards the iron 

center via steric repulsion, where otherwise improper positioning would shut down or 

greatly decrease catalysis. Consistent with this hypothesis, the F284Y variant, which is 

isoelectronic (aromatic) and isosteric (phenyl ring) with respect to Phe284, resulted in 

catalytic activity in favor of the tropolone. Based on these observations and computational 

results in section 3.4-3.6 we propose substrate positioning is critical for the reaction to 

undergo the one-electron pathway rather than rebound hydroxylation, akin to how 

halogenation pathways have been rationalized.27 These results suggest that positioning 

within the active site can lead to two different reaction outcomes based on the proximity 

of the substrate to the iron center.  

 

3.4 Computational Studies on the Proposed Ring Expansion 

 

 
Figure 3.4. QM models used to study proposed mechanisms for TropC. Structures of iron in the A) enzyme active site 
B) QM model, and C) 3D model. Histidine was truncated to methylimidazole, aspartate and succinate to acetic acid, 
and retention of water molecule. D) Primary radical intermediate 3.5 produced after an initial H-atom abstraction. 

 

Using an active site mimic, a 3D model containing the substrate, iron, and ligands (Figure 

3.4) was used to perform QM simulations to explore the initially proposed polar ring 

expansion mechanism, Pathway 1 (see section 3.8 for full computational details). 

Specifically, the two histidine residues from the 3D enzyme model (His210 and His269) 

were replaced with methylimidazoles, the aspartate residue Asp212 replaced with acetic 
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acid, and the hydroxyl and the water molecule were retained. Using this model and 

beginning from the primary radical intermediate 3.5, rebound hydroxylation was found to 

be a barrierless process. This finding is due to the QM model having complete 

translational and rotational freedom, though we would expect a non-zero barrier within 

the enzyme active site (see Chapter 4). Nonetheless, from 3.5 the semipinacol 

rearrangement was simulated with water molecules assisting protonation and 

deprotonation events. This rearrangement was found to be inaccessible, with a barrier of 

48.8 kcal/mol (Figure 3.5, TS1). Analysis of TS1’s geometry provided context for why the 

barrier is high (Figure 3.6A). First, the forming C1–C3 bond had a length of 2.30 Å, which 

is only a small change from the initial length of 2.47 Å. Taken with the observation of 

complete C1–O1 bond breakage (2.06 Å), this indicated the presence of a fully, rather than 

partially, formed primary carbocation. Second, the geometry of the primary carbon atom 

itself is more representative of the breaking C1–O1 bond than the forming C1–C3 bond, as 

the hydrogens were pointed away from the oxygen atom. These observations can explain 

the high barrier, as the geometry is highly strained while balancing the loss of water and 

ring expansion in a concerted, asynchronous pathway.  

 The high barrier suggests that the semipinacol mechanism is not operative, and it 

also resembles prior results on a related system. Also using an active site mimic, 

Siegbahn and coworkers simulated a similar semipinacol ring expansion on the diol 

intermediate 3.13.28 Their model used the substrate coordinated to the iron, which would 

be expected to act as a Lewis acid and therefore better facilitate the rearrangement. 

Despite this benefit, a barrier of 48.4 kcal/mol was observed, again indicating an 

inaccessible pathway. Siegbahn and coworkers suggested an alternative mechanism 
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involving a second iron(IV)-oxo species, but it was observed experimentally that only one 

equivalent of ɑ-KG was consumed throughout the production of stipitaldehyde (3.4). 

These results suggest that the semipinacol rearrangement is not feasible, and an 

alternative mechanism is required to access tropolones.  

Although the rebound hydroxylation and subsequent semipinacol rearrangement 

cannot explain tropolone formation, the first step (rebound hydroxylation) can still be used 

to rationalize the formation of the shunt product (Pathway 4). The simulation of 

fragmentation and rearomatization of 3.6 to form the trihydoxyorcinaldehyde shunt 

product 3.7 was performed using the substrate and a different configuration of water 

molecules. The barrier for this process is 18.2 kcal/mol (TS2), with a thermodynamic 

favorability of -28.7 kcal/mol. The geometry of TS2 is reflective of a concerted pathway, 

 

 
Figure 3.5. Energy profiles of the semipinacol and fragmentation pathways. Translucent lines at the TS are bonds 
forming or breaking. Results show that if rebound hydroxylation occurs, then the preferred pathway is fragmentation to 
generate the triohydroxyorcinaldehyde shunt product 3.7.  
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where there is partial bond formation and breakage to form weakened bonds (Figure 

3.6B). The breaking C1–C2 bond length at the TS is 1.70 Å, and the C1–O1 bond 1.33 Å, 

which is between the lengths of 1.41 Å and 1.21 Å for the initial and final structures, 

respectively. Finally, the hydrogens on C1 were pointed away from C2 rather than being 

in plane with O2. These results indicate that if rebound hydroxylation were to occur, then 

the preferred pathway would be fragmentation and rearomatization. This finding provides 

more evidence that a one-electron mechanism is responsible for the formation of the 

tropolone natural product.  

 

 

Figure 3.6. Transition state geometries. Geometries from A) the semipinacol (TS1), B) shunt product (TS2), C) radical-
based rearrangement (TS3), and SET (TS4) pathways. Bond lengths in TS1 is reflective of a concerted, asynchronous 
pathway, and concerted for TS2, TS3, and TS4. Translucent lines at the TS are bonds forming or breaking. 

 

3.5 Computational Studies on the Radical Rearrangement Pathway 

The first one-electron pathway that we envisioned was a radical-based ring expansion 

from 3.5 to 3.8 (Pathway 2). We predicted a kinetically and thermodynamically favorable 

ring expansion due to two factors. The first being a thermodynamic driving force due to 

formation of a more stable radical. Second, literature precedent has shown production of 

tropolones from ortho-quinol radical precursors.29 To test the hypothesis of a radical-

based ring expansion (Figure 3.7), simulations were started from 3.5. A feasible barrier 

of 12.7 kcal/mol (TS3) was found, with a thermodynamic favorability of -16.9 kcal/mol. 
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Analysis of TS3 (Figure 3.6C) provides insight into the favorability of this transformation 

over the proposed semipinacol rearranement pathway. The forming C1–C3 bond has a 

length of 1.82 Å, which is significantly shorter than the initial length of 2.43 Å and that of 

the semipinacol pathway (Figure 3.6A, 2.30 Å). The breaking C2–C3 bond has a small 

increase in length from 1.57 Å to 1.69 Å, which indicated only a partial, rather than full, 

bond breaking event as expected. The geometry of the primary carbon atom is again able 

to explain the kinetic favorability as the hydrogens are properly pointing away from the 

carbon atom. These three observations can be used to explain the favorability of this 

radical pathway over the semipinacol like pathway (Pathway 1), in that an unstrained  

transition state was formed. 

 To determine if the radical pathway is achievable, the second H-atom abstraction 

step was examined. This step was calculated to be barrierless, but we would again expect 

 

 
Figure 3.7. Energy profiles of the radical- and SET-based rearrangement pathways. Translucent lines at the TS are 
bonds forming or breaking. Results show that both pathways are kinetically and thermodynamically accessible.  
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a non-zero barrier within an enzyme active site due to positional limitations. Regardless, 

these results indicate that a one-electron pathway is viable to afford tropolone product. 

These results also highlight how products from two different pathways are accessible, 

where the radical-based ring expansion produces tropolones and rebound hydroxylation 

yields the shunt product. These results support the hypothesis of substrate positioning 

being critical for TropC to guide the reaction towards the tropolone product, as without 

this the shunt product is within reach. As discussed in Section 3.3, the Phe284 residue 

likely provides the key guiding factor for tropolone formation.  

 

3.6 Computational Studies on the SET Pathway 

An alternative to the radical-based ring expansion mechanism discussed in section 3.5 

involves SET from the primary radical anion intermediate 3.5 to the iron(III) center 

(Pathway 3), which would result in the formation of the ground state, zwitterion 

intermediate 3.10 and an iron(II) center. The SET process was found to be 

thermodynamically favorable by -12.8 kcal/mol (Figure 3.7). To determine if this pathway 

is kinetically feasible (ket), the Marcus theory parameters of ΔH, λ, and Hab were gathered. 

ket was calculated using eq. 1 and found to be 9.57x105 s-1, or 9.3 kcal/mol (see section 

3.8 for full details). These results indicated SET was kinetically and thermodynamically 

accessible and suggested it could compete with radical rearrangement. Based on the 

barrier of 12.7 kcal/mol for the radical rearrangement pathway, the effective barrier for 

SET transfer is lower by 3.4 kcal/mol and therefore the kinetically favorable pathway.  

Interestingly, during optimization of the zwitterionic intermediate 3.10, instead of 

ring expansion to the neutral intermediate 3.11 to quench a transient tertiary-like  



 71 

 

 
Figure 3.8. Mechanism of formation of the neutrally expanded intermediate 3.11 from the primary radical intermediate 
3.5 following SET to the iron species.  

 

carbocation, the ketene intermediate 3.14 was formed because of the instability of 3.10. 

Due to the presence of 3.14 after SET, an alternative pathway to the tropolone tautomer 

3.9 was investigated. Specifically, concerted intramolecular cyclization and proton 

transfer leads to 3.11 (Figure 3.8), and this occurs with a low barrier due to the 3.14 being 

a highly reactive intermediate (Figure 3.7). A small barrier of 9.1 kcal/mol (TS4) and a 

thermodynamic favorability of -21.2 kcal/mol were found. Like TS2 and TS3, TS4 is a 

concerted pathway, with forming C1–C3 and breaking C2–C3 bond lengths of 2.01 Å and 

2.59 Å, respectively. This makes TS4 representative of a late TS, where the geometry 

more reflects the product than reactant (Figure 3.6D). Deprotonation of 3.11 by the 

iron(II)–OH species would result in 3.9, and this process was computed to have no barrier.  

Based on the kinetic and thermodynamic favorability of SET, and a low barrier 

pathway to formation of the neutral ring expanded intermediate 3.11, the results herein 

suggest that a SET pathway is feasible for tropolone production. These small active site 

models, however, have considerably more translational and rotational freedom than the 

active site embedded within the enzyme. Therefore, these results can only provide 

insights into what could be possible, and not to draw concrete conclusions without 

consideration of the enzyme active site. This topic will be reexamined in Chapter 4. 
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3.7 Conclusions 

Based on both experimental and computational observations, the dominant pathway for 

tropolone formation mediated by TropC (and related enzymes XenC and EupC) is likely 

a one-electron pathway (Pathways 2/3). The originally proposed, Pathway 1, rebound 

hydroxylation and semipinacol rearrangement mechanisms are not favored by the models 

of this chapter. Although the precursors to stipitaldehyde (3.4) were produced by two 

different means via enzyme cascades, only the trihydroxyorcinaldehyde shunt product 

3.7 was observed. Throughout the alanine scan, substitution of polar residues proposed 

to facilitate ring expansion only diminished activity, suggesting they do not play a role in 

the formation of 3.4. However, the phenylalanine residue Phe284 was deemed critical for 

proper substrate positioning since the F284A mutation switched activity to favor shunt 

product formation. The dominance of shunt product formation is supported by simulations 

that show the semipinacol rearrangement having an inaccessible barrier of 48.8 kcal/mol. 

Instead, if rebound hydroxylation occurs, then fragmentation and rearomatization is 

dominant with a reasonable barrier of 18.2 kcal/mol. Exploration of two distinct one-

electron pathways through quantum chemical models suggest that both are feasible. 

Radical rearrangement of the primary radical intermediate 3.5 to form the tertiary-like 

radical intermediate 3.8 (Pathway 2) was calculated to have a barrier of only 12.7 

kcal/mol, and a favorable SET from 3.5 to the iron(III)-OH species (Pathway 3) would 

result in a ketene intermediate with a low barrier (9.1 kcal/mol) to the neutral expanded 

intermediate 3.11. Our collaborative work is also supported by literature precedent. The 

first is previous simulations show a high barrier pathway for the semipinacol 

rearrangement, even with iron acting as a Lewis acid.28 Second, it has been shown that 
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ortho-quinol substrates undergo a radical rearrangement to form tropolones.29 Given 

these observations, it is possible that TropC and related enzymes may operate on a one-

electron pathway for ring expansion towards tropolone production, but a traditional 

rebound hydroxylation of fragmentation pathway for shunt product formation. However, 

due to limitations mentioned in this chapter of QM models, a full QM/MM study would be 

required to make conclusions on what pathway is most dominant within the active site of 

TropC. Understanding the influence of the active site has on the reaction pathways is key 

to understanding the mechanisms and will be discussed in the next chapter. The results 

in this chapter seek to clarify the mechanistic possibilities and add to known radical 

rearrangements catalyzed by ɑ-KG NHI enzymes. 

 

3.8 Computational Details 

All 3D images were generated using the Visual Molecular Dynamics software program.30 

All isovalues for spin densities were set to +/- 0.3. 

 

3.8.1 Molecular Dynamics (MD) Simulations 

Model Construction  

To build the 3D model of TropC, the partial crystal structure, and the MUSCLE and 

MODELLER software packages were used to construct the C-terminal region for which 

no density was observed in X-ray crystallography experiments.31 To develop a homology 

model for this region, the TropC amino acid sequence was submitted to the RCSB PDB32 

and JPred433 servers for secondary structure prediction. These programs indicated that 

the thebaine 6-O-demethylase crystal structure (PDB ID: 5O7Y34, 27% sequence identity, 
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Pymol35 superalign Cα-RMSD: 4.378) was most closely related to TropC. Based on these 

structure prediction results, residues 307-323 of the C-terminal region were modeled as 

a helix.  

To generate the substrate- and cofactor-bound model for MD simulations, further 

analysis of the RCSB PDB structure revealed that the ɑ-KG NHI enzyme T7H possessed 

structural similarity to the apo crystal structure of TropC (PDB ID: 5C3Q, 28% sequence 

identity, Pymol superalign Cα-RMSD: 3.139). The deposited crystal structure of T7H was 

co-crystallized with substrate, nickel, and ɑ-KG. In addition, similarities between the 

native substrates of TropC and T7H are evident. Both are small, cyclic substrates with a 

similar substitution pattern of a methyl group ortho to a hydroxyl group. To further 

establish the model for MD simulations, the TropC coordinates were overlaid and aligned 

with chain A of the T7H structure, and then transferred the nickel, substrate, and ɑ-KG 

coordinate to the TropC model. The thymine was replaced with the TropC native substrate 

3.2 and the nickel atom changed to an iron atom. 

System Preparation 

The CHARMM-gui was used to add hydrogen atoms and protons to the TropC model, 

which were added according to their canonical protonation states. These protonation 

states were determined based on the use of the Propka-3.1 software.36,37 The tautomeric 

forms of histidine were assigned to maximize hydrogen bonds. To obtain an overall 

electrically neutral charge model, 47 potassium and 42 chlorine atoms were added. A 

water box was used with periodic boundary conditions, and the particle mesh Ewald 

method was used to describe long-range electrostatic effects. Dimensions of the water 

box were established to fit the largest dimension of the protein plus 10 Å. All water 
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molecules within 2.8 angstroms of heavy atoms were removed. The final model contained 

53,819 atoms. Parameters for the substrate and α-KG were obtained using CGenFF 

4.0.38,39 Parameters for iron were taking from the paper by Pang et al.40 A restrained 

active site was used (50 kcal/molÅ2 force constant), in which the restraints were based 

on crystal structure distances for T7H’ and the α-KG NHI VioC (PDB ID: 2WBO41). VioC 

was chosen due to the substrate-arginine interaction. Included in these restraints were a 

positional restraint on Phe213 residue to more closely resemble that of the complimentary 

residue in 5C3Q to maintain closure of the active site, and restraints based on H-bonds 

within the active site. A 5,000 step MM geometry optimization was then was performed 

using the steepest decent algorithm and the CHARMM36 force field.39 

MD Simulations 

Simulations were performed with the OpenMM/CHARMM42 interface (version c42b1) 

using periodic boundary conditions, particle mesh Ewald for long range electrostatic 

interactions, and a Langevin thermostat (friction coefficient = 5). A three step MD protocol 

was used to equilibrate the model, which all used a 2 fs timestep. The first phase slowly 

heated the model from 10K to 298 K over 500 ps and included the restrained active site 

as well as harmonic restraints of 10.0 kcal mol/Å-2 on all heavy atoms of the solute. Next, 

the harmonic restraints were then removed, and the temperature was kept constant for 

an additional 500 ps. The final phase removed the Phe213 positional restraint and 

simulations were performed for 13 nanoseconds (ns), with the first two ns used as 

equilibration.  
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3.8.2 QM Simulations 

General Computational Details 

All geometry optimizations and frequency calculations were performed with QChem 4.043 

using the unrestricted B3LYP density functional44,45 and the 6-311++G** basis set46-50 for 

all atoms except Fe, which used the 6-311G** basis set51. All ground state geometries 

were confirmed to have no imaginary frequencies, and transition states were confirmed 

to have one imaginary frequency. Solvent corrections were performed with ORCA 4.052 

using the SMD53-55 implicit solvent mode and the cc-pVTZ56-58 basis set. Reaction 

pathways were simulated using the single-ended growing string method.59 Reported 

energies are Gibbs free energies in solvent with gas-phase entropy and enthalpy 

corrections (at 298.15 K).  

 

3.8.3 Marcus Theory Parameters 

Hab was estimated by comparing the substrate highest occupied molecular orbital 

(HOMO) and lowest singly occupied molecular orbital (SOMO) of the iron complex. The 

fragments were manually aligned and Hab was estimated to be 0.788 eV by taking the 

difference between the orbital energies for the separated and combined fragments and 

dividing by two. This strong coupling value would suggest that the SET would likely be 

favorable. To calculate ΔH, the two fragments were optimized post-SET separately, their 

energies combined, and compared to the pre-SET energy minimums. ΔH for this system 

was calculated to be -3.9 kcal/mol in favor of SET. λ was calculated to be 61.0 kcal/mol 

by taking the pre-SET geometries and calculating post-SET single point energies, and 
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then comparing to the post-SET optimized energies. With all the required Marcus theory 

parameters now collected, ket was calculated using eq 1 and found to be 9.57x105 s-1. 

ket =
2π

ℏ
|HAB|2 1

√4πƛkBT
exp (

(ƛ+ΔH)2

√4ƛkBT
)  eq 1 
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Chapter IV 

Radical-based Ring Expansion and Potential Single-electron Transfer in TropC 

 

Abstract 

TropC is an ɑ-ketoglutarate (ɑ-KG) dependent non-heme iron (NHI) enzyme that 

catalyzes an unprecedented ring expansion to form a tropolone natural product. Three 

pathways were studied using a solvent explicit QM/MM model: rebound hydroxylation 

(Pathway 1), radical-based ring expansion (Pathway 2), and single-electron transfer- 

(SET) based ring expansion (Pathway 3). Pathways 1 and 2 were found to be viable with 

a slight kinetic advantage for Pathway 2, and Pathway 3 was found to be potentially 

viable. Analysis of a near-crossing structure revealed that on the ground state SET from 

the substrate to the iron is possible. Noncovalent interactions between the substrate and 

the enzyme and solvent were analyzed throughout the reaction pathways and found to 

be key for discriminating between the pathways. TropC positions the substrate and 

reactive oxidant species in a manner that partially inhibits Pathway 1 and gives preference 

to Pathway 2. 

 

4.1 Introduction 

α-Ketoglutarate-dependent (α-KG) non-heme iron (NHI) enzymes catalyze a breadth of 

reactions, including hydroxylation, epoxidation, halogenation, and skeletal 

rearrangements.1-5 Although consensus mechanisms for many NHI transformations exist, 
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the precise mechanism of skeletal rearrangements is not universal and can differ among 

NHI enzymes. In particular for these rearrangements, various mechanisms can diverge 

from the reactive intermediate, leading to considerable uncertainty about the true nature 

of the reaction.1-5  

Given the breadth of transformations available to NHI-catalyzed skeletal 

rearrangements, their underlying mechanisms deserve to be better understood. Skeletal 

rearrangements occur through indirect (post-enzyme reaction) and direct (radical- or 

single-electron transfer- based (SET-based) mechanisms, as discussed in Chapter 1. 

These three mechanistic routes for skeletal rearrangements can lead to important 

differences in substrate reactivity. The importance of mechanism in enzymatic reactions 

has been reflected in, for instance, observations that removing an α-heteroatom switches 

the native reaction from desaturation to hydroxylation in NapI,6 and replacing D-arginine 

with L-arginine switches the native reaction of VioC from hydroxylation to oxidative 

deamination.7 In another example, a new chemistry (nitrene transfer) was enabled by 

inhibiting the main reaction pathway using insight garnered from its mechanism.8,9  

An interesting example of a skeletal rearrangement discussed in the previous 

chapter (3) is the unprecedented ring expansion in the biosynthesis of the tropolone 

stipitaldehyde (4.1) from a cyclic, nonaromatic six-membered dicarbonyl substrate (4.2) 

(Figure 4.1A). Cox and coworkers originally proposed that the mechanism for tropolone 

formation proceeded through an indirect mechanism via hydroxylation to the diol 

(Pathway 1) intermediate 4.3 and a subsequent semipinacol rearrangement (Figure 

4.1B).14 However, based on simulations and experiments, it can be argued that if rebound 

hydroxylation were to occur the preferred pathway would be fragmentation to produce the 
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trihydroxyorcinaldehyde shunt product (Pathway 4, 4.4).10 There was an inaccessible 

barrier for the semipinacol rearrangement, but a feasible barrier for shunt product 

formation. Instead, the skeletal rearrangement was found to be more plausible through a 

direct process (Figure 4.1C) that can arise from either a radical-based ring expansion 

(Pathway 2) or one post-SET (Pathway 3).61117 From the primary radical intermediate 4.5, 

a radical ring expansion to produce the tertiary-like radial intermediate (4.6) and a 

subsequent second H-atom abstraction for the formation of the tropolone tautomer (4.7) 

were found to be feasible. Also from 4.5, simulation of an SET event to produce the 

transient zwitterion 4.8 and ground state neutral, ring expanded (4.9) intermediates were 

also found to be feasible. However, these models were small active site mimics with 

translational and rotational freedom, so they are not a substitute for enzyme active site 

constraint which would limit these freedoms of motion. In this chapter, simulations within 

the enzyme will provide insights into key interactions between the substrate and 

surrounding residues important for positioning the substrate within the enzyme active site. 

This will lead to better understanding of the kinetics and thermodynamics of the proposed 

mechanisms and allow for identification of the preferred pathway towards tropolone 

production within TropC. 

To provide detailed atomistic descriptions of SET within complex environments, 

such as solvent phases and proteins, our group developed a combined constrained 

density functional theory and molecular mechanics method (CDFT/MM) to model electron 

transfer processes along reaction pathways by constraining the electron density to the 

acceptor and donor regions (see Chapter II).18-20 The full environment of the active  
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Figure 4.1. Overview of stipitaldehyde formation. Schemes representing A) biosynthesis of stipitaldehyde (4.1) b) Cox-
proposed mechanism for formation of 4.1 and trihydroxyorcinaldehyde shunt product (4.4), C) proposed one-electron 
pathway for ring-expansion in TropC and related enzymes. D) 3D solvated model of TropC.  

 

site within the enzyme is captured in CDFT/MM, allowing reconfiguration of the entire 

enzyme in response to ET. CDFT/MM has been achieved before for enzyme systems but 

were limited to molecular dynamic (MD) simulations to obtain free energies.21,22 In this full 

enzyme model, reliable descriptions of regular reaction pathways can be compared to 

electron-transfer pathways, providing detailed data to delineate the variety of possible 

reaction mechanisms.23 This chapter will investigate the potential mechanisms for TropC 

and related enzymes using solvated enzyme models via QM/MM (Figure 4.1D). Analysis 

of non-covalent interactions (NCIs) between substrate and active site residues will 

provide understanding of how TropC positions and constrains the substrate within the 

active site. Reaction profiles will give insight into the thermodynamics and kinetics of the 

proposed mechanisms to distinguish between possible mechanisms within TropC and 

provide support to previous computational and experimental conclusions.  
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4.2 Model Preparation 

 
To perform QM/MM simulations a 3D model of the enzyme in a solvent environment was 

constructed and equilibrated. The construction of the 3D model is described in chapter 

III. Using this model, equilibration was perform using a three step MD protocol, including 

a total of 10 ns of sampling. Successful equilibration of the model was determined based 

on an RMSD plot of the protein backbone showing little fluctuations (see section 4.10.3, 

Figure S4.1). Two snapshots from the equilibrated enzyme model were selected based 

on the reaction coordinate parameters between the substrate and the iron-coordinated 

oxygen of α-KG, specifically the H1–Ox distance and C7–H1–Ox angle (see section 4.10.3). 

MM optimizations were performed on each snapshot to reduce high energy interactions 

within the model and locate the local minimum. Snapshot 1881 was selected based on 

an H–O distance of 2.36 Å and a C7–H1–Ox angle of 128.1°. Although this is a deviation 

from ideal parameters, it is relative to the coordinated α-KG rather than the iron(IV)–oxo. 

Therefore, snapshot 1881 was selected for construction of the 3D QM/MM model. 

The 3D model based on snapshot 1881 was subjected to a series of non-

constrained QM/MM minimizations. Figure 4.2A shows reaction parameters of the 

enzyme-substrate complex based on this model. The substrate-complex H1–Ox distance 

was 2.06 Å and the C7–H1–Ox angle 160.7°, reflecting a significant shift toward ideal 

alignment relative to the MM minimization results (2.36 Å, 128.1°). In addition to these 

alignments, the H-bonding network mostly remained intact (Figure 4.2B): the exception 

being two H-bonds between the substrate C1-carbonyl and Arg186 are 1.93 Å and 2.47 

Å, reflecting a weaking of the latter interaction. Although the second H-bond was 

weakened, a second weak H-bond with the oxygen of iron(IV)–oxo was observed with a 
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distance of 2.41 Å. The C3-carbonyl and Phe209 H-bond distance was 2.12 Å, and the 

C4-enolate oxygen and Asn282 H-bond was 2.21 Å. Interestingly, three additional H-

bonds were observed to have formed: Phe209 and C2-hydroxyl (2.17 Å) and the glycine 

residue Gly210 and the C3-carbonyl (2.21 Å). There were also two nontraditional H-bonds 

observed: a C–H hydrogen bond between Asp208 and the C2-hyroxyl (2.37 Å) and an H-

bond between the C2-hyroxyl and the phenyl ring of Phe209. Existence of these H-bonds 

 

 
Figure 4.2. QM/MM minimized initial structure. A) reaction coordinate parameters, B) H-bond network, C) NCIs between 
substrate and Arg186, Asp208, and the iron(IV)–oxo, and D) NCIs between substrate and Phe209 and Phe280. 
Reaction parameters are more aligned with ideal H-atom abstraction parameters than MD and MM minimization results. 
H-bond network was maintained and a total of eight interactions were observed. Gray cartoon is the TropC model, gray 
licorice is α-KG and iron-coordinating residues, green licorice is substrate, yellow licorice is substrate for clarity, and 
orange and red ball and stick represent the iron(IV)–oxo species. Green surfaces reflect weak interactions and bluish 
green moderately favorable interactions. Black dashed lines represent H-bonds. 
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were confirmed via NCI analysis (Figure 4.2B,C). These H-bonds likely play a key role in 

positioning of the substrate in a reactive pose, so that the methyl group is directed towards 

the iron(IV)–oxo species. Also observed in the NCI analysis were steric interactions 

between the phenyl rings of Phe209 and Phe280 and the substrate (Figure 4.2D). 

Specifically, for Phe280 there is an interaction with the primary methyl group of the 

substrate, which suggests our hypothesis of its role in substrate positioning is correct. 

Interestingly there is a favorable interaction between the primary methyl group of the 

substrate and the iron(IV)–oxo species, and also interactions with Asp208 and Arg186. 

The combination of steric and H-bond interactions aide in the alignment of the hydrogen 

for abstraction. Using this 3D model, the first step of H-atom abstraction was investigated.  

 

4.3 Initial H-atom Abstraction 

Using the 3D model described in the previous section, simulations examined the H-atom 

abstraction step (Figure 4.3) leading to the primary radical intermediate 4.5 from the 

TropC native substrate (4.2). The barrier for abstraction was calculated to be 21.7 

kcal/mol, and at the transition state (TS1) the H1–Ox length decreased to 1.34 Å from 2.06 

Å, and the C7–H1–Ox angle increased to 167.0° from 160.6°. The QM simulations 

performed in the previous chapter proposed a barrierless pathway, but the substrate was 

not restricted by active site residues (see section 4.4 for more detail). Intermediate 4.5 is 

thermodynamically favored by -2.1 kcal/mol over the reactant complex. Analysis of the 

structure revealed a slight change in the H-bond network. The most noticeable being the 

Phe209 to C2-hydroxyl distance lengthening from 2.17 Å to 2.34 Å and the Phe209 to C3-  
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Figure 4.3. Energy diagram for the H-atom abstraction and rebound hydroxylation steps of the Cox-proposed 
mechanism (Pathway 1). H-atom abstraction is the RDS step of the mechanism. Gray licorice is α-KG and iron-
coordinating residues, green licorice is the substrate, orange and red ball and stick represent the iron-oxygen species. 
Translucent lines reflect bond forming and breaking events at the TSs. Numbers in parentheses are relative elementary 
step energies.  

 

carbonyl shortening from 2.12 Å to 1.97 Å. This change is reflective of the H-bonds 

becoming weaker and stronger, respectively. The H-bond between Arg186 and the newly 

formed iron(III)–OH species decreased from 2.41 Å to 1.79 Å, which is likely restricting 

the movement of the iron(III)–OH species. 

 

4.4 Rebound Hydroxylation 

Following H-atom abstraction the divergence point for the mechanisms discussed in this 

chapter is formed with primary radical intermediate 4.5. Pathway 1 is rebound 

hydroxylation, which follows the mechanism proposed by Cox and coworkers (Figure 

4.1B). TS2 was found to have a barrier of 17.0 kcal/mol and a thermodynamic favorability 

of -48.5 kcal/mol, leading to diol intermediate 4.3 (Figure 4.3). The thermodynamic driving  
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Figure 4.4. 3D models of primary radical intermediate 4.5. Highlighted are the A) simplified (for clarity) QM region of 
QM/MM model of 4.5, B) QM model alignment of primary radical and iron(III)–OH intermediates for rebound 
hydroxylation, and C) TS2 highlighting NCI between the substrate and the iron(III)–OH species. Reaction parameters 
highlighting differences in QM and QM/MM models. There is a favorable interaction between C7 and the transferring 
hydroxyl group shown by a bluish-green surface. Gray cartoon is the TropC model, gray licorice is α-KG and iron-
coordinating residues, green licorice is substrate, yellow licorice is substrate in presence of NCIs for clarity, and orange 
and red ball and stick represent the iron(III)–OH species. Bluish green moderately favorable interactions. 

 

force is consistent with the QM simulations in Chapter III, which resulted in -46.6 kcal/mol. 

The QM/MM model (Figure 4.4A) results contrast the QM results, however, in that the 

QM model predicts a barrierless pathway. This was attributed to the translation and 

rotational freedom of the QM model (Figure 4.4B). Within the enzyme active site, the 

substrate is constrained by residues via H-bonds and steric interactions described in 

section 4.2. Arg186 H-bonds with the iron(III)–OH, which is likely restricting the movement 

of the iron(III)–OH and is resulting in a barrier. Observed at TS2 was expected weakening 

of the O–Fe bond from 1.80Å to 2.25 Å and partial formation of the C–O bond from 2.98 

Å to 2.38 Å. The barrier is attributed in part to the rotation of the hydroxyl group, where in 

4.5 the C7–Ox–H1 angle was initially 29.9° but increases to 63.1° at TS2. Also observed 

was a favorable interaction between C7 and the transferring hydroxyl group (Figure 4.4C), 

which likely contributes to the feasibility of this reaction. There is also an initial decrease 

in the Arg186 to iron(III)–OH H-bond from 1.79 Å to 1.73 Å, but then an increase to 2.01 
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Å following formation of 4.3. The remaining H-bond network remained intact in both TS2 

and 4.3, but with continued weaking of the H-bond between Phe209 and the C2-hydroxyl 

and increased strengthening of C3-carbonyl. The distances of the H-bonds are 2.49 Å and 

2.01 Å respectively in 4.3. Overall, both steps are kinetically feasible and 4.3 is 

thermodynamically favorable. These simulations support experimental evidence that 

rebound hydroxylation can be facilitated by TropC. TropC positions the substrate within 

the active site via an H-bond network, and the methyl group is directed towards the 

iron(IV)–oxo via steric interactions with Phe280.  

 

4.5 Radical-based Ring Expansion Pathway 

 

 
Figure 4.5. Energy diagram for the radical-based ring expansion and second H-atom abstraction steps the radical-
based ring expansion pathway (Pathway 2). Both activation energies are lower than H-atom abstraction (21.7 kcal/mol). 
High barrier for second H-atom abstraction is attributed to disruption of H-bonding network. Gray licorice is α-KG and 
iron-coordinating residues, green licorice is the substrate, orange and red ball and stick represent the iron-oxygen 
species. Translucent lines reflect bond forming and breaking events at the TSs. Numbers in parentheses are relative 
elementary step energies.  
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Pathway 2 diverges from the primary radical intermediate 4.5 via a direct radical-based 

ring expansion to produce the tertiary-like radical intermediate 4.6 (Figure 4.5). This 

transformation was simulated to have a barrier of 15.3 kcal/mol (TS3). At TS3 the 

breaking C2–C3 bond and forming C3–C7 bonds are stretched to distances of 1.66 Å and 

1.81 Å, respectively. A change in H-bonding network was observed between 4.5 and 4.6. 

The H-bond between Phe209 and the C2–hydroxyl group is lost, which is a result of the 

 

 
Figure 4.6. 3D models of primary radical intermediate 4.5 and tertiary radical intermediate 4.6. Highlighted are the H-
bond network for A) primary radical (4.5) and B) tertiary radical (4.6) intermediates, and all NCIs between TropC and 
C) 4.5 and D) 4.6. Noticeably less steric interactions along the C5-methyl portion of the substrate of each image 
indicating room for ring expansion and larger substrates. H-bonds shown in dashed black lines. Gray cartoon is the 
TropC model, gray licorice is α-KG and iron-coordinating residues, green licorice is substrate, yellow licorice is substrate 
in presence of NCIs for clarity, and orange and red ball and stick represent the iron(III)–OH species. Green surfaces 
reflect weak interactions and bluish green moderately favorable interactions. 
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ring undergoing expansion and the hydroxyl group moving away from Phe209. However, 

the H-bond between the C2–hydroxyl and Phe209 is replaced by an H-bond between the 

C2–hydroxyl and iron(III)–OH species (Figure 4.6B). There is also a loss of H-bonding 

between Arg186 and the C1–carbonyl group as a result of the ring expansion. Figure 4.6 

displays the full NCIs for intermediates 4.5 and 4.6 and TropC. There are considerably 

less steric interactions on the C5-portion of the substrate, when compared to the iron-

facing portion. This would suggest ample room for ring expansion as well as potential for 

larger substrates, which was explored in a related system by Dr. Tyler Doyon.24 Following 

ring expansion there are decreased steric interactions (4.6), which is a result of the 

substrate becoming more planar. 

 

4.6 Second H-atom abstraction 

For the radical-based ring expansion pathway to be viable towards the formation of the 

tropolone tautomer 4.7, the second H-atom abstraction must be feasible, wherein the 

tertiary-like radical is quenched to return the substrate to a closed shell intermediate. H-

atom abstraction from the C2–hydroxyl of 4.6 resulted in quenching of the tertiary-like 

radical and formation of 4.7 occurred with a barrier of 19.0 kcal/mol (TS4). The barrier is 

attributed to the rotation of the C2–hydroxyl group and breaking of the newly formed H-

bond between C2–hydroxyl and iron(III)–OH groups. However, once the reaction is 

complete an H-bond between the newly formed water molecule and C2–carbonyl is 

formed, which likely adds to the thermodynamic favorability of -30.3 kcal/mol for the 

formation of 4.7.  
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4.7 SET-based Ring Expansion Pathway 

The final postulated pathway from the primary radical intermediate 4.5 involves a SET 

from the substrate to the iron(III)–OH species (Pathway 3). SET results in the unstable 

primary zwitterionic intermediate 4.8 that is expected to lead to the neutral, ring expanded 

intermediate 4.9 and iron(II)–OH (Figure 4.1C). In particular, the presence of a primary 

carbocation in 4.8 results in a strong thermodynamic driving force for ring expansion to 

form a more stable tertiary-like carbocation. After ring expansion, intramolecular proton 

transfer quenches the carbocation and enolate, giving an overall neutral product. Using 

the CDFT/MM method described in Chapter II, SET from 4.5 gives 4.8 at a vertical 

(unoptimized geometry) energy cost of +138.0 kcal/mol. A decrease in spin density from 

0.986 e- to -0.019 e- was observed on C7 of intermediates 4.5 and 4.8, and an increase 

in spin density from 3.004 e- to 3.724 e- on the iron atom, confirming that SET moved an 

electron from the substrate 4.5 to iron(II)–OH (Figure 4.7). Relaxation of the geometry of 

4.8 leads to barrierless ring expansion, with an energy 3.7 kcal/mol above species 4.5. 

Instead of direct formation of 4.9 via this ring expansion, the zwitterionic intermediate 4.10 

was produced, which differs from 4.9 in that there is a hydrogen bond between the C2–

protonated carbonyl of 4.10 and a solvent water molecule that prevented immediate 

proton transfer. As predicted, the primary carbocation of 4.8 was a strong thermodynamic 

driving force for ring expansion and resulted in a much more thermodynamically favorable 

tertiary-like carbocation on 4.10, which is also stabilized by a lone pair of electrons on 

oxygen. Intramolecular proton transfer of 4.10 resulted in the formation of 4.9 (Figure 

S4.4).  
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Figure 4.7. QM/MM spin density analysis along SET pathway. There is a decrease in spin on C7 and increase in spin 
of Fe atom for A) intermediate 4.5 to form B) 4.8. Spin is maintained after optimization of 4.8 in formation of C) 4.10. 
Gray licorice is α-KG and iron-coordinating residues, green licorice is the substrate, orange and red ball and stick 
represent the iron-oxygen species.  

 

Starting from species 4.5, the vertical energy gap of +138.0 kcal/mol for SET is 

insurmountable and suggests that SET cannot occur from this specific geometry. It 

remains possible, however, that a geometry between 4.5 and 4.9’ could undergo SET. 

Therefore attempts were made to find crossing points, where the ground (radical) 

electronic state became nearly degenerate with the SET electronic state. To do so, 

double-ended growing string method (GSM) simulations and minimum energy crossing 

point (MECP) optimizations were performed using a QM cluster model, as described in 

the computational details. First, radical (Pathway 2) and SET ring expansion (Pathway 3) 

pathways were optimized starting at the geometry for 4.5. The radical pathway resulted 

in a barrier of 23.8 kcal/mol and a thermodynamic favorability of -4.2 kcal/mol (Figure 4.8). 

Similar to the QM/MM optimization model, the SET pathway to 4.10 has a large vertical 

energy gap (60.6 kcal/mol) and is uphill by 6.8 kcal/mol with respect to 4.5. SET was 

confirmed to have occurred as a decrease in spin from 1.010 e- to -0.012 e- on C7 of 

species 4.5 and 4.8, and an increase in spin from 2.883 e- to 3.805 e- for the iron atom. 

See S4.10.6 for details on the differences between the QM cluster and QM/MM models.  
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Figure 4.8. QM energy profiles for the radical- and SET-based ring expansion. Radical pathway (cyan) has barrier of 
23.8 kcal/mol and SET pathway (blue) is entirely downhill. Nodes four through eight were selected for MECP 
optimizations. Green ball and sticks are the substrate, and the gray ball and sticks are the iron ligands. 

 

As seen in figure 4.8, structures four through eight of Pathways 2 and 3 are in the 

vicinity of an electronic state crossing. This suggests there is a possibility for SET in the 

transition state region, where the radical path is relatively high energy, and the SET 

pathway is dropping in energy (Figure 4.8). Therefore, the structures of nodes four to 

eight from the radical string were subjected to MECP optimizations (see S4.10.6 for more 

details). To see how the radical and SET pathways might interact along the reaction 

coordinate to the ring-expanded product, the C3-C7 distances were frozen for structures 

four to eight. The MECP optimizations produced a series of structures following the 

reaction path for radical-based ring expansion. Two of the structures, with C3-C7 distance 

of 1.67 Å and 1.61 Å, showed the radical and SET states being close in energy, 

specifically within 4 kcal/mol of each other. This indicates—from a qualitative  
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Figure 4.9. Energy analysis of nodes from MECP optimizations and radical string. The smallest energy gap between 
the radical (orange) and SET (gray) states 3.1 kcal/mol (node 5), followed by 3.4 kcal/mol (node 6). Results show the 
possibility for MECP following the transition state, but model limitations prevented location of MECP.  

 

perspective—that the SET state may be accessible along the ring-expansion reaction 

path. One of the near-crossing points that was located was around 13 kcal/mol above the 

starting structure (4.5), corresponding to a C3–C7 distance of 1.61 Å, indicating that 

crossing is energetically accessible. Regardless, these near-crossings occur after the 

transition state of the radical-based ring expansion. In other words, the current model 

does not predict that the SET path is competitive with the radical-based ring expansion, 

as the rate-limiting barrier for ring expansion will be crossed before SET is likely to occur. 

SET may therefore occur after ring expansion, but it is not a necessary step in the overall 

pathway.  

 Analysis of the spin density of the near-crossing geometry with a C3–C7 distance 

of 1.61 Å (Figure 4.10A) provided insights into why the ground and SET states are close 

in energy. Figure 4.10D shows the geometry and spin density along the radical-based 

ring expansion pathway, where the 4 unpaired electrons are distributed as 1 on the 

substrate and 3 on the iron. For the ground state of the near-crossing geometry, the spin  
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Figure 4.10. Analysis of spin densities at C3–C7 distance of 1.61 Å. A) Near crossing geometry, B) ground state spin 
density, C) SET state spin density, and D) spin density of node six from radical string. Green ball and sticks are the 
substrate, gray ball and sticks are the iron ligands, and the orange ball is iron atom. Purple density reflect positive spin 
density and pink density reflect negative spin density. Isovalues for spin density were set to +/- 0.1. 

 

on the substrate is -0.4 e- (beta density) and the spin on the iron center is 4.4 e-, which 

corresponds to exchange of electrons between the substrate and the iron complex (Figure 

4.10B). The non-unit spin densities indicate a significant interaction between the two 

moieties, consistent with a strong coupling between the valence electrons. For the SET 

state at the near-crossing geometry, the expected spin density of 4.0 e- is seen for the  

iron complex and 0.0 e- for the substrate (Figure 4.10C). The two electronic states at the 

near-crossing geometry (Figure 4.10C and D) therefore resemble one another, providing 

an explanation for why the two states are close together in energy. While these results 

are close to the limit of what DFT simulations can delineate, the hypothesis that state 

crossing is plausible is supported by these results. 
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4.8 Discussion 

Comparison of the optimization results of structure 4.8 from the QM/MM and QM 

models differ from the gas-phase model discussed in Chapter III. QM/MM and QM models 

herein resulted in ring expansion following SET, whereas a ketene intermediate was 

formed upon optimization of 4.8 in Chapter III. This is due to having modeled the active 

site and how it constrains the substrate in such that formation of the ketene intermediate 

was not feasible. The difference in QM/MM, QM cluster-like, and gas phase QM models 

highlights the need to account for an enzyme active site to make concrete proposals on 

enzyme catalyzed reactions.  

 Comparison of the ring expansion pathways following rebound hydroxylation 

(Pathway 1), radical-based ring expansion (Pathway 2), and SET-based ring expansion 

(Pathway 3) suggests that two of the three pathways are viable within the active site of 

TropC. The determining factor for deciding the dominant pathway is the distance between 

the substrate and the iron center, and more precisely the location of the generated radical 

relative to the iron center. Arguments for the preference of radical rearrangement over 

rebound hydroxylation are akin to those for why halogenation is preferred over 

hydroxylation in α-KG NHI enzymes.25 Positioning of the active site residues restricts the 

substrate from forming a rebound hydroxylation favored position, such that the Pathway 

2 is kinetically favored over Pathway 1. Despite the radical-based ring expansion being 

kinetically preferred (15.3 kcal/mol), the barrier for rebound hydroxylation (17.0 kcal/mol) 

supports the experimental conclusion that rebound hydroxylation is possible. Pathway 3 

is also potentially viable within TropC and may also subjected to a distance dependance 

like other another α-KG NHI enzyme.17 There likely exists a position within TropC in which 
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the SET is more accessible and favorable over radical-based ring expansion, but this 

would require the substrate to be positioned closer to the iron center. This closer 

placement to the iron would mean that the SET would not compete with the radical-based 

ring expansion, but instead the rebound hydroxylation process. Based on the results of 

this snapshot, Pathway 2 is suggested to be the dominant pathway. 

 

4.9 Conclusions 

Based on the simulations performed and discussed in this chapter, the dominant pathway 

within TropC is a one-electron, radical-based pathway (Pathway 2) towards the 

production of the TropC tropolone native product stipitaldehyde (4.1). Diverging from the 

common primary radical intermediate 4.5 the barriers for Pathways 1 and 2 were found 

to be competitive. Previously, Cox and coworkers proposed rebound hydroxylation 

followed by a subsequent semipinacol expansion (Pathway 1). Although our simulations 

support rebound hydroxylation as a viable pathway, previous QM results suggest this 

pathway leads to production of the trihydroxyorcinaldehyde shunt product (Pathway 4, 

4.4). This would account for experimental observations of both tropolone and shunt 

product formation (see Chapter III). The SET-based pathway (Pathway 3) was found to 

be potentially viable, but the current model is limited in its ability to accurate reflect the 

enzyme active site. A near-crossing structure with an energy gap of 3.4 kcal/mol between 

the radical and SET states was located, and the small gap was reasoned based on spin 

densities reflecting electron exchange in the ground state. NCIs were mapped throughout 

the elementary reaction steps to provide insight into the role of the active site residues. 

There were steric interactions between both Phe209 and Phe280 that support 
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experimental observations and our hypothesis that these residues play a role in 

positioning of the primary methyl group via steric interaction, which results in almost ideal 

alignment for initial H-atom abstraction (2.06 Å, 160.7°). Additional steric interactions 

between the C7 methyl group and Arg186 and Asp208 further position H1 for abstraction. 

In addition to these steric interactions, an H-bond network between the substrate and 

residues Arg186, Phe209, Gly210, and Asn282 were also observed and mostly 

maintained, and are responsible for further substrate positioning. There was also an H-

bond between Arg186 and the iron(IV)–oxo that became stronger as the reaction 

coordinate proceeded and likely restricts the movement of the oxygen atom. The results 

in this chapter further support our previous experimental observations and QM 

simulations and add to the growing literature of radical- and SET-based events within ɑ-

KG NHI enzymes. 

 

4.10 Computational Details 

All 3D images were generated using the Visual Molecular Dynamics software program.26 

Isovalues for spin densities were set t0 +/- 0.3 unless otherwise stated. 

 

4.10.1 General QM/MM Details 

All simulations were performed using the unrestricted B3LYP hybrid density 

functional27,28, the 6-31G* basis set29-34, and D3(BJ) empirical dispersion correction35. 

Initial H-atom abstraction, rebound hydroxylation, radical-based ring expansion, and 

second H-atom pathways were all simulated using pDynamo36 1.9.0 using the conjugate 

gradient optimizer and ORCA 4.2.137 for the QM region. Remaining pathways were 
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simulated using a development version of pDynamo36 3.0.9 utilizing the L-BFGS optimizer 

and QChem 5.2.38 

 

4.10.2 Equilibration Check of Model 

RMSD plot of the protein backbone (Figure S4.1), excluding flexible loop regions, shows 

the enzyme is equilibrated throughout the 10 ns sampling phase relative to the initial 

solvated enzyme model.  

 
Figure 4S.1. Plot of RMSD backbone relative to initial solvated enzyme model. Plot shows 3D enzyme model is 
equilibrated throughout the 10 ns sampling phase of MD.  

 

4.10.3 Snapshot Selection 

An H-bond between the arginine Arg321 and aspartate Asp100 residues was observed 

from frame 352 and onwards (Figure S4.2). Therefore, the first 351 frames were not 

further analyzed. From the remaining frames, two frames were selected based on the 

reaction coordinate parameters of H1–Ox distance and C7–H1–Ox angle, with respect to 

the coordinated oxygen of α-KG. Frame 657 had an H1–Ox distance and C7–H1–Ox angle  

of 2.08 Å and 132.0° respectively (Figure S4.3A), and frame 1881 2.21 Å and 142.2° 

respectively (Figure S4.3B). These frames were then each subjected to 5000 ns of MM 
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minimization. Afterwards, the H1–Ox distance and C7–H1–Ox angle for frame 657 were 

2.46 Å and 107.4°. Due to this deviation, frame 657 was no longer considered. MM 

minimization of frame 1881 resulted in a H1–Ox distance of 2.36 Å and a C7–H1–Ox angle 

of 128.05. Although this is a deviation from ideal parameters, it was not as severe as 

frame 657. Therefore, frame 1881 was selected for construction of the 3D QM/MM model. 

 

 
Figure 4S.2. Plot of H-bonds lengths between Arg321 and Asp100. Plot shows contacts made after frame 351 are 
generally maintained for remainder of sampling.  
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Figure 4S.3. Snapshots selected from MD simulations for QM/MM simulations. Snapshot 657 (blue) from A) MD 
sampling and B) minimization post-MD. Snapshot 1881 (green) from C) MD sampling and D) minimization post-MD. 
Both snapshots show a deviation from ideal H-atom abstraction parameters. Snapshot 1881 chosen as deviation was 
not as severe as snapshot 657. Enzyme shown in cartoon, substrate and α-KG in licorice, and iron atoms in CPK.  

 

4.10.4 QM/MM Model Preparation 

Model taken from MD was pruned of all water molecules and counterions to within 30 Å 

of the iron center. All atoms within 20 Å of the iron center were free to move, and the outer 

10 Å shell was frozen. Link atoms were automatically placed by pDynamo. Total atoms 

in the QM region were 98. Initial BP8639,40 D3 LANL2DZ41,42 minimization was performed 

for all atoms in the QM region to achieve reliable initial structure43, which was followed by 
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a B3LYP D3 6-31G* minimization. All atoms in the MM region were treated using the 

CHARMM3644 forcefields.  

 

4.10.5 H-bond Network Comparison Between Tropolone Tautomers 

 

 
Figure 4S.4. Comparison of tautomer products from radical and SET pathways. A) 4.9 from radical pathway and B) 4.9’ 
from SET pathway. 4.9’ is higher in energy partially due to a different, less favorable H-bonding network (black dashed 
lines). Gray licorice is α-KG and iron-coordinating residues, green licorice is the substrate, orange and red ball and 
stick represent the iron-oxygen species. 

 

The tropolone tautomer (4.9) generated from the radical- and SET-based pathways 

(Pathways 2 and 3, respectively) differ in their H-bond networks. In part due to this 

difference in H-bond network, 4.9 from Pathway 3 is higher in energy than 4.9 from 

Pathway 2. The difference in H-bonding network arose from the direction in which the 

proton was oriented throughout the deprotonation process relative to the H-atom in the 

second H-atom abstraction process.  
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4.10.6 QM Simulations 

General Computational Details 

QM simulations and optimizations with gas-phase, cluster-like QM models were 

performed within QChem with B3LYP D3(BJ) 6-31G*. The QM region containing the 

primary radical intermediate 4.5 and iron(III)–OH complex from the radical pathway were 

obtained from the QM/MM model. The terminal atoms of each ligand were fixed, as well 

as the amine nitrogen atoms to simulate hydrogen bonding within the enzyme. Along with 

the fixed atoms on the iron ligands, atoms of the substrate were also selected to be fixed 

to simulate the active site of TropC. Based on an overlay (Figure S4.5) of 4.5, the tertiary  

radical intermediate (4.6), and the expanded zwitterionic intermediate 4.10 the atoms with 

stars were selected to be fixed. In addition to these fixed atoms, external force explicitly 

included (EFEI) and SMD (water) was used to maintain coordination of the ligands to iron.  

A force constant of 1.0 nN was used for EFEI.  

 

 
Figure 4S.5. QM region containing primary radical (4.5), tertiary radical (4.6), expanded zwitterionic intermediate (4.10), 
and iron complexes from QM/MM simulations. Atoms with stars were selected to be fixed. Gray licorice is α-KG and 
iron-coordinating residues, green balls and sticks are the 4.5 system, light blue balls and sticks are the 4.6 system, pink 
balls and sticks are the 4.10 system, and the orange ball is the iron atom. 
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Reaction Pathway Simulations 

All reaction pathway simulations and optimization used the fixed atoms, EFEI, and SMD 

approach. Initial reaction pathways were simulated using the single-ended GSM to obtain 

4.6 from 4.5.45 CDFT was then used to obtain 4.10 from 4.6. Double-ended GSM46,47 

simulations were performed between 4.5 and 4.6 for the radical pathway and using CDFT 

the primary zwitterionic intermediate 4.8 (4.5 with CDFT constraints) and 4.10 for the SET 

pathway.  

MECP Optimizations 

MECP optimizations were performed using code developed within the Zimmerman 

group.48 Nodes three through eight from the radical pathway were selected for MECP 

optimization. In addition to the fixed atoms, EFEI, and SMD, additional fixed atoms were 

selected along the reaction coordinate to avoid collapse into lower energy MECPs. All 

nodes were converged to within 0.001 Ha/Bohr RMS gradient. The difference energies 

for all nodes were found range between within 3.1 kcal/mol to 11.1 kcal/mol (Table S1). 

 

Table S4.1 Energy analysis of MECP optimized nodes four through eight. No nodes 

resulted in an MECP, but near-crossing are located at nodes five and six. 

Structure Energy 
(kcal/mol) 

Difference Energy  
(kcal/mol) 

ΔE, DFT  
(kcal/mol) 

ΔE, CDFT  
(kcal/mol) 

4.5 -3052.9328594387 - 0.0 - 

Node 4 -3052.9328594387 11.1 21.0 32.1 

Node 5 -3052.92469385 3.1 26.1 29.2 

Node 6 -3052.9458869419 3.4 12.8 16.3 

Node 7 -3052.9585972157 4.2 4.9 9.0 

Node 8 -3052.9616831612 5.2 2.9 8.1 
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Chapter V 

Conclusions and Future Outlooks 

 

5.1 Conclusions 

 Reactions involving single-electron transfer(s) (SETs) are ubiquitous in 

(bio)chemical reactions. Studying SET processes and their radical intermediates can be 

challenging due to the short lifetimes of the radical intermediates. However, 

computational modeling provides a way to the study of SET process and the subsequent 

transformations. In particular, the use of Marcus theory to describe the thermodynamics 

and kinetics of electron transfer has seen great success.1,2, the latter of which can be 

calculated by using free energies and reorganization energies. Reorganization energies 

are broken down into the inner-sphere and outer-sphere components. Inner-sphere 

reorganization energy refers to the energy associated with the change in electronics and 

geometry for the donor and acceptor complex, and the outer-sphere reorganization 

energy reflects the change in the solvent environment to accommodate the new electronic 

state. Quantum mechanical (QM) models are required to accurately capture the inner-

sphere reorganization energy but are too computationally expensive to model the solvent 

environment. Molecular mechanics (MM) can be used to efficiently model the large 

solvent environment and are used in molecular dynamics simulations to collect the 

distribution of solvent configurations needed to calculate free energies. Isn a condensed 

phase system, such as organic reactions and those taking place within an enzyme, the 
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outer-sphere reorganization energy is the dominant factor within Marcus Theory.1 

Therefore, the donor and acceptor complex needs to be studied with explicit solvent 

included in the model. To this end, combined QM/MM methods have been constructed to 

accurately calculate the electronic and geometric changes of the donor and acceptor 

fragments, while effectively taking advantage of the efficient modeling of the solvent 

environment. The content contained within this thesis seeks to add to this area of scientific 

research of reactions involving SETs in two facets: development of a new computational 

tool to study SET process and subsequent reactions and insights gained from its 

applications. The new tool was used to study reactions involving SET for the first time for 

an organic system in explicit solvent and an enzyme active site.  

The two reactions studied in Chapter II utilize TDAE and TTF to generate indoles 

and benzofuranyl alcohols, respectively, after intramolecular cyclization of their 

respective aryl radicals. The new combined constrained density functional 

theory/molecular mechanics (CDFT/MM) method was key to studying these reactions, 

due to initiation by single-electron transfer (SET). The models and method were 

successful in achieving SET was between the respective OEDs and aryldiazonium salts. 

Successful reproduction of known kinetic barriers were achieved. The relationship 

between C–C and C–S bond distances and activation energy was investigated for 

oxocarbenium formation, in which there is a combination of electronic stabilization and 

steric repulsion lengthened the bonds with increasing substitution and resulted in a 

decrease of barriers for oxocarbenium formation. Finally, the impact of the solvent and its 

rearrangement on reactivity was studied, where relative free energies for the TDAE 

system agrees with known chemical reactivity and the impact of solvent rearrangement 
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in the TTF was observed following SET. The new CDFT/MM method is envisioned to be 

useful in additional complex environments, such as enzyme active sites.  

The new CDFT/MM tool was also applied to the enzyme TropC to study our 

proposed SET pathway with the enzyme and solvent environments modeled explicitly. 

Using DFT/MM, the rebound hydroxylation and radical-based rearrangement pathways 

were both found to be kinetically accessible with barriers of 14.9 kcal/mol and 15.3 

kcal/mol respectively. The SET pathway was modeled using the new CDFT/MM method 

to simulate the transfer of an electron from the substrate to the iron center of the active 

site. Following SET from the substrate to the iron center, there was a barrierless ring 

expansion. However, the initial vertical energy gap was calculated to be excessively high 

at 138.0 kcal/mol. This excessive vertical energy gap suggested that the initial 

intermediate was not capable of performing SET, but that a structure in-between the two 

endpoints could be conducive to SET and that a minimum energy crossing point (MECP) 

could exist between the radical and SET pathways. Following reaction pathway 

simulations and MECP optimizations, an MECP was not identified but instead a near-

crossing point with an energy difference of 3.4 kcal/mol between the ground and SET 

state. Location of a near-crossing point indicates that SET is potentially viable within 

TropC. Based on the results of reaction pathway simulations, rebound hydroxylation and 

radical-based rearrangement suggest that all the first two pathways are feasible and 

competitive within TropC, and that the discriminating factor between them is substrate 

positioning within the active site. The closer the substrate is to the iron the more likely 

rebound hydroxylation, similar to the rationale used for hydroxylases.3 The further away 

from the iron the more likely radical-based rearrangement is to occur. There also likely 
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exists a distance between rebound hydroxylation and radical-based rearrangement in 

which SET is most favored. 

 

5.2 Future Outlooks 

The CDFT/MM tool developed within Chapter II is envisioned to be applicable to a 

broad audience as SETs are ubiquitous within (bio)chemical reactions, and the insights 

gained in Chapters III and IV can be used to guide rational enzyme design as well as 

study other enzymes with interesting electronic systems, such as those containing iron-

sulfur clusters4 and cofactors such as pyrroloquinoline quinone.5 

 The new CDFT/MM tool is useful to those studying SET reactions within 

condensed phases, where reactions beyond the SET step are rate limiting. This could 

include additional organic systems like the ones studied in Chapter II, or additionally 

complex systems such as those containing metals. Reactions involving proposed SETs 

within α-KG NHI enzymes, and other enzyme classes, could also apply this tool to 

understand the feasibility of such transformations.  

 Understanding the relationship between distance and chemical reactivity within 

TropC can be used to rationally redesign TropC and the related enzymes XenC6 and 

EupC7, in which it was previously found by Dr. Tyler Doyon that XenC has better 

performance than TropC.8 Redesign of XenC could increase the substrate scope beyond 

its current limitations and could include scaffolds for bioactive natural products, such as 

manicol, sepedonin, malettinin E, and purpurogallin (Figure 5.1).9,10 Additional analyses 

of residues near the substrate could lead to target for mutation. Variant enzyme models 

can be generated to test hypothetical mutations and understand their impact on the 
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various reaction pathways and identification of beneficial mutations that would decrease 

shunt product formation and increase tropolone production. 

 

 
Figure 5.1. Potential target tropolones cores for XenC. 
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