
 
 
 
 
 
 
 
 
 

 
 

 

Acceptance, Belief, and Partiality:  

Topics in Doxastic Control, the Ethics of Belief, and the Moral Psychology of Relationships  

by  

Laura K. Soter 

 

 

 

 

 

A dissertation submitted in partial fulfillment 
of the requirements for the degree of  

Doctor of Philosophy 
(Philosophy and Psychology)  
in The University of Michigan 

2022 
 

 

 

 

 

 

 

Doctoral Committee:  
 
 Professor Ethan Kross, Co-Chair 
 Professor Peter Railton, Co-Chair 
 Professor Susan Gelman 
 Professor Renée Jorgensen 
 Professor Chandra Sripada 
 



 
 
 
 
 
 
 
 
 

  

 

 

 

 

 

 

 

 

 

Laura K. Soter 
 

lksoter@umich.edu  
 

ORCID iD: 0000-0002-3653-8211 
 
 
 

© Laura K. Soter 2022 
 

 

 

 

 



 

 ii 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

For my parents, who somehow let their only child become a philosopher.  

 

 

 

 

 

 

 

  



 

 iii 

 

 

 

ACKNOWLEDGEMENTS  

 

Over the past few years, as I’ve watched a steady stream of Facebook friends receive their 

PhDs and post about their dissertations, I’ve picked up the habit of reading acknowledgments. This 

habit has steadily extended beyond friends’ dissertations into books and other popular works.  

Academics, and perhaps especially philosophers, are often trained to focus only on the ideas 

themselves as presented, and not to pay much attention to the individual who created those ideas. But 

acknowledgments reveal that there is a full person behind the ideas, and then many more people 

behind the person behind the ideas. Theses glimpses into other authors’ lives and stories serve, to me, 

as a helpful reminder that ideas do not pop into the world fully formed, that an author is a person and 

not just a vehicle for ideas, and perhaps most importantly, that no one creates these projects alone.  

So I find reading others’ acknowledgments heartening—but also intimidating, because it has 

always made me feel like I would never be able to do justice to thanking the people in my own life. 

That worry has not abated, but the time has somehow come for me to attempt to thank the enormous 

number of people who have helped and supported me along the way. So I will do my best, with 

apologies for my inevitable inability to capture my gratitude with sufficient force and eloquence in 

these pages. (And also with apologies for the excessive length of these acknowledgments—I am lucky 

to have so many people who deserve these thanks!) 

Before anyone else, I must thank my parents. They are the people to whom I owe everything, 

who have loved and supported me at every turn. Given my trajectory from an extremely moody 

teenager to starting, of all things, a PhD in philosophy, there would have been plenty of opportunities 

for that support to reasonably waver. But it never has. I don’t have the space to list all the things I am 

grateful to my parents for here, so instead I will highlight just one that stands out: I have always felt 

that they genuinely trusted me to make my own life decisions, and that even when they didn’t fully 

understand them (like studying philosophy), they really believe that I can succeed at whatever it is that 

I set my mind to. So, Mom and Dad—thank you for everything. I love you both so much.  

Next, my wonderful committee. I have been so lucky to have the true dream team of advisors 

in both philosophy and psychology; I experience recurring disbelief at the people I get to work with, 

and I am so grateful to all of you for being my mentors over the years. Peter Railton and Chandra 



 

 iv 

Sripada have both served as the best possible role models for how to combine philosophical rigor 

with serious empirical engagement. They both helped me shape my ideas from pages of nebulous 

ramblings into a real-life dissertation; I am so grateful for the way they have encouraged me, guided 

me, and pushed me over the past few years. Peter has been a kind, thoughtful, and generous mentor; 

talking with him always leaves me with about ten pages of notes, a head full of ideas, and a renewed 

excitement for philosophy. He has helped encouraged me to be a big-picture thinker; I am constantly 

inspired by his ability to weave together ideas from such a broad range of disciplines and domains of 

philosophy. Chandra’s no-nonsense advising has helped me gain both focus and confidence; I have 

always been grateful for his frank assessment of my ideas and straightforward advice. Like any grad 

student, I’ve dealt with my share of imposter syndrome and under-confidence, especially as I 

transitioned from writing course papers to trying to develop a dissertation. I learned early on that 

Chandra would tell me outright when he didn’t like my ideas—which caused me to genuinely trust 

him when he said he did like something, and gave me the motivation to pursue it. It is thanks to 

Chandra that I have not just a couple of papers about acceptance, but something resembling a 

Research Project going forward; he has helped me learn to think more systematically and strategically 

about my work. Chandra also deserves a special thanks for talking me into a last-minute job market 

push this fall, and for sticking with me throughout the year as I navigated the process; his confidence 

in me (even when it felt totally undeserved) has helped me develop a lot more confidence in myself 

and my ideas over the past year.  

I owe a special debt to Ethan Kross and Susan Gelman for agreeing to take a chance on me. 

They both welcomed me into their labs as an eager first-year philosophy student, and agreed to advise 

me when I put together the ridiculous plan of pursuing a joint degree. Ethan has taught me so much 

about how to think like a scientist: how to be practical and precise in my research questions, how to 

translate big ideas into concrete steps, and how to think through and justify the impact of my empirical 

work. Working with him also taught me a lot about communicating across disciplinary boundaries 

with psychologists; working with someone whose background is not in philosophy has been invaluable 

for my ability to navigate both disciplines. Nothing is more fun than being excited about a new project 

or dataset during a meeting with Ethan; I am grateful for his enthusiasm for research, and his optimism 

and positivity as an advisor. Susan, as anyone who has worked with her knows, is a truly special 

mentor. She is, of course, a rigorous and brilliant scientist, and she is also a caring and committed 

advisor. There is no one who is so absurdly busy and simultaneously so generous with her time and 

brainpower. I cannot count the number of hours I have spent meandering my way through pages of 



 

 v 

half-formed research ideas with her; she has always been willing to help sift through the mess to try 

to find the kernel worth pursuing. She manages to strike the perfect balance of free-flowing 

exploration and practical guidance. At heart, she really is a philosopher: someone who is excited about 

the world of ideas, and I have been so lucky to learn from her.  

Finally, special thanks to Renée Jorgensen for joining my committee at the very last minute 

and making it possible for me to defend this summer. Though the proximal cause of her joining my 

committee may have been logistics, I was thrilled at her addition; I had really wanted to work with her 

but thought that because I was wrapping up my degree, it didn’t make sense to add her. In the brief 

time we have worked together, I have found her perspective incredibly helpful. I have been (semi?) 

joking that because I’m finishing up my time at Michigan earlier than anticipated, I’ve made all my 

advisors swear a blood oath that they’ll keep working with me once I start my post doc. But really, 

this is because I am genuinely sad to be leaving this incredibly advising team behind. I cannot thank 

you all enough for your mentorship, support, and your willingness to work with me through the chaos 

of my joint degree.  

I owe much to many of the other faculty and staff at Michigan as well. I am so grateful Maegan 

Fairchild for being the All-Around Best. Maegan has helped me in pretty much every conceivable way 

over the past year: she has helped me (re)structure papers and organize my thoughts in ways I struggled  

to do on my own; offered invaluable feedback on my philosophical work; been an enthusiastic 

sounding board for budding and chaotic ideas; worked with me on Philosophy with Kids; given 

feedback on syllabus and course design as I prepared to solo teach my first class; and offered incredibly 

helpful advice and emotional support as I navigated an unexpected job market push (sorry for all the 

frantic emails, Maegan!). Sarah Buss has consistently asked some of the hardest and most probing 

questions of anyone I’ve talked to about my work; thanks to her for urging me to think about depths 

of my projects I would not have arrived at on my own. Thanks to Brian Weatherson for his stint on 

my committee and all the helpful feedback and guidance he provided in that role. Laura Ruestche 

offered invaluable guidance and support in her role as Director of Grad Studies when I was early in 

the process of navigating my joint degree; I could not have done so nearly as successfully without her 

help. Dave Dunning taught approximately half of the courses I took in the psychology department; 

he has profoundly shaped how I think about social psychology, and I am grateful to him for welcoming 

me into his classes and the department. I am also grateful to all the other professors whose classes I 

took: Eric Swanson, Sarah Moss, David Manley, Victor Caston, Scott Hershovitz, Guillermo del Pinal, 

Liz Anderson, Rich Gonzalez, Felix Warneken, and Andrei Boutyline. A special thanks to Andrei for 



 

 vi 

taking a chance on me and inviting me to co-author with him on what we thought would be a quick 

paper, but which turned into a three-year undertaking. I learned so much through working with him, 

and had a great time doing so. Our paper also serves as an important success in my mission to make 

my CV as confusing as possible. Fan Yang has been another recent collaborator and mentor with 

whom I feel lucky to work. Additionally, thanks to all the faculty who served as teaching mentors: 

David Manley, Jim Joyce, Eric Swanson, and especially Mara Bollard. Mara, in particular, went out of 

her way to share her extensive teaching knowledge with me—and also spent a lot of time being a 

sounding board and source of advice during a stressful term—and I am very grateful I got the chance 

to work with her. Thanks to Jude Beck, Kelly Campbell, and Shelley Anzalone, who have been both 

friendly faces and helpful resources over the years. And finally, my endless thanks to Carson Maynard, 

the best grad coordinator anyone could ever wish for. I have put Carson through the wringer 

navigating the bureaucracy of my joint degree, and yet he has always been one of the most kindhearted 

and cheerful people I’ve ever had the pleasure of knowing. The philosophy department is so lucky to 

have him, and he has been a real bright spot in my time at Michigan.  

I would never have made it to Michigan in the first place without the guidance of my mentors 

at Carleton College. The Carleton Philosophy Department is a special place. Carleton was where I first 

discovered and fell in love with philosophy, even if I stumbled into it somewhat by accident. In my 

first semester, I took Jason Decker’s “Science, Faith, and Rationality” class. By the end, I couldn’t 

decide if I’d loved it or hated it (the ideas were so interesting, but the readings were so hard and I was 

always so confused!!), so I took a second class with Daniel Groll—and after that I was hooked. Over 

the course of my undergraduate career, Jason and Daniel became formative mentors, helping me 

develop my philosophical skills—but also teaching me to be confident in myself and my ideas (and to 

stop panic-emailing them before every paper was due). I am so grateful that they put up with me as 

an over-enthusiastic, neurotic undergraduate who constantly bugged them in office hours. They made 

philosophy challenging, fun, and something I could see myself wanting to do. I would not be where I 

am without them. Doug Marshall also took me under his wing when he joined Carleton’s department 

my sophomore year. I’m pretty sure that I took more classes with Doug than any other student in his 

first couple of years at Carleton—starting with being the terrified only sophomore in his Early Modern 

class full of senior majors. Doug’s teaching and courses challenged me throughout undergrad and 

undoubtedly helped me grow, and I am grateful to him for all the time and energy he put into helping 

me learn over the years. Anna Moltchanova and Sarah Jansen were also integral parts of my Carleton 



 

 vii 

philosophy experience, and I am grateful to them for their teaching and conversation (as well as for 

letting me sleep on the department couch at all hours).  

I had equally wonderful mentors in Cognitive Science and Psychology at Carleton. Kathie 

Galotti is the fierce leader of Carleton CogSci, and taught me so much of what I know about the field. 

She is the kind of teacher and advisor who has very high expectations of her students because she 

believes they can live up to those expectations, and I grew immensely as a student working with her. 

She is the person who first introduced me to the field of moral psychology—one of the first domains 

that made me really think, “that’s what I want to do!” I was also lucky to work in Adam Putnam’s lab 

studying collective memory. Adam taught me a lot about what it’s actually like to do social psychology, 

rather than just read about it, and my experiences working with him were a large contributor in my 

interest in pursuing psychology in graduate school. Another testament to the unique intellectual 

environment and mentorship at Carleton can be seen in the number of people I overlapped with there 

who are also pursuing PhDs in philosophy or psychology. Among those I have seen around the 

academic world in recent years include Emily Tilton, Camila Hernandez Flowerman, Anna Smith, 

Soren Schlassa, Valerie Umscheid, Morgan Ross, Elliot Schwartz, and Caroline von Klemper. I’m so 

happy our paths crossed in undergrad, and I hope they continue to in the future.  

I also owe a special thanks to Tony Chemero. The summer after my junior year, Tony gave 

me my first research assistant job in his lab at Cincinnati. (While there, I was lucky to work with his 

student Patric Nordbeck, who was so kind and tolerant of my endless questions.) Working in that lab 

was a transformative experience on a number of levels. First, it was the summer I began to think that 

maybe I really wanted to go to graduate school for philosophy, and Tony was a generous source of 

advice as I began to navigate the graduate admissions process. Second, Tony’s lab studies radical 

embodied cognitive science and ecological psychology—a very different tradition than the world of 

classic social and cognitive psychology I’d been previously exposed to. Working in that lab was a 

dramatic demonstration of how philosophical commitments can profoundly shape how empirical 

science is approached, and though I may have slunk back to the world of beliefs, representations, and 

moral psychology, that perspective has stuck with me. Tony also gave me my first model of someone 

who was doing genuinely interdisciplinary work in philosophy and psychology: someone with formal 

training and active research programs in both disciplines. This planted the seeds for the joint program 

I would eventually seek at Michigan. I am extremely grateful to him for everything he has done for 

me since that first summer working in his lab. 



 

 viii 

I would not have made it through graduate school in one piece without the friendship and 

guidance of so many other graduate students in both of my departments. In philosophy, I was lucky 

to start my PhD with the world’s best cohort: Angela Sun, Sumeet Patwardhan, Ariana Peruzzi, Katie 

Wong, Rebecca Harrison, and Cameron McCulloch. My cohort (the Philamily) has played a central 

role in my time at Michigan; they have been friends and sources of support, and graduate school would 

have been lonelier and less bright without them. Angela has been one of my main sources of laughter 

and solidarity at Michigan. Some of my favorite memories of grad school involve staying in Tanner 

until 3am with her writing papers, drinking both ciders and bottled coffee drinks, and of course 

crafting our manifesto, the Sun-Soter thesis. Angela is a confidant and a hype-woman; she is a light 

and I am so grateful for her friendship. Ariana is one of the people I most clearly remember from 

when I first visited Michigan. She is open and kind and genuine; I’ve learned a lot from her, and she’s 

one of my favorite people to get distracted in the lounge with. Sumeet is simultaneously one of the 

most wise and competent, and also most silly people I know. He is an impeccably careful and well-

ordered thinker who has taught me to organize my thoughts. He blew me away with his leadership of 

GEO through the early Covid days and the grad student strike. And he is also just a genuinely good 

friend; he’s fun and playful and goofy and always down for a game night. Katie is maybe the person I 

talked the most philosophy with in my earlier years; I am grateful to her for letting me bounce ideas 

off her in Tanner. Rebecca always impressed me with the extent to which she knew her identity as a 

philosopher; she was a role model for confidence in her own ideas in my earlier years of grad school. 

And Cameron is just a fantastic person to get lost in conversation with; there is truly never a dull 

moment with him, and I really think he knows everything about philosophy.  

 Many other Michigan grad students have shaped my time as well. Adam Waggoner has been 

a committed co-organizer and a kind and generous friend. I have relied on him frequently when I 

overcommitted myself, and I’m grateful to him for everything. One instance of his generosity was 

bringing Maria Waggoner out to Michigan so that the rest of us could enjoy her company as well—

I’m so glad I got the chance to know her over the years (and to meet Athan!). I suspect that making 

very close new friends in one’s final year of grad school is somewhat rare; for that experience I’m 

grateful to Gabrielle Kerbel, who is an amazing friend and my favorite conference buddy. I never fail 

to get lost in conversation with Gabrielle for hours, about everything from Selling Sunset to difficult life 

questions to quantum physics; and though this feature of our friendship is excellent for my soul, it is 

terrible for my sleep. Gillian Gray is the best rock-climbing buddy I could hope for, and I am extremely 

grateful to her for never dropping me at the climbing gym and also for not judging my fear of heights. 



 

 ix 

Eduardo Martinez has been someone I looked up to since my first year of grad school. He has always 

been generous with his time and advice, from helping me prep for my first conference presentation 

in my very first year, to fielding endless job market questions in this final one. Josh Hunt has helped 

me create and sustain Philosophy with Kids, and has over the years given me endless helpful advice 

regarding navigating the profession, interdisciplinary work, and my taxes. Malte Hendrickx is both a 

great conference buddy and has been a cheerleader for me in a year when I frequently felt 

overwhelmed and inadequate, and I have been so grateful for his support and kind words. Emma 

Hardy has been a reliable friend and co-organizer, and I have always respected her ability to speak her 

mind with confidence. Johann Harimann patiently fielded my endless questions about both teaching 

and GEO matters, and I miss having him in the corner desk at all hours. And the list goes on: my 

social and philosophical life has also been enriched by Abdul Ansari, Jason Byas, Mercy Corredor, 

Kevin Craven, Paul de Font-Reaulx, Guus Duindam, Mariam Kazanjian, Aaron Glasser, Alice Kelley, 

Calum McNamara, Elise Woodard, Sherice Ng, Caroline Perry, Josh Peterson, Mica Rapstine, Julian 

Rome, Elizabeth Beckman, Francisco Calderón, Lindy Ortiz, Sarah Sculco, Jonathan Sarnoff, Joe Shin, 

Ian Fishback, Alvaro Sottil de Aguinaga, Valerie Trudel, Margot Witte, Yixuan Wu, Sophia Wushanley, 

Glenn Zhou, Sara Aronowitz, Anna Edmonds, and Mara Bollard—and undoubtedly others who I 

have failed to list.  

 I am also grateful to my fellow psychology grad students. After I kept taking classes with them, 

Julia Smith and Wilson Merrell quickly became two of my first friends in psychology. I’m grateful to 

them for making me feel welcome in the psychology department and for their friendship over the 

years. Martha Berg basically taught me how to do psychology; she welcomed me into Ethan’s lab, 

showed me the ropes of running studies, and essentially taught me R and stats. I’ve been lucky to have 

her as a labmate, friend, and co-author. The members of the Emotion and Self-Control Lab have 

provided feedback, insight, and encouragement over the years (with special shoutouts to Micaela 

Rodriguez, Chayce Baldwin, Izzy Gainsberg, Walter Sowden, and Darwin Guevarra), as have those in 

the Language and Cognition Lab Group (especially Ella Simmons and Valerie Umscheid). The current 

third year cohort—Desiree Alibar, Imani Burris, Julisa Lopez, and Ariana Munoz-Salgado—welcomed 

me into all of their first-year things when I was an awkward third year bopping between departments. 

Yeonjee Bae has been a fantastic collaborator and friend, and Esra Ascigil spent endless time in office 

hours teaching me stats. Kristi Chin, Soyeon Choi, Clint McKenna, Susannah Chandhok, Nadia 

Vossoiughi, Irene Melani, and Maggie Meyer have all also been great colleagues over the years. Finally, 



 

 x 

thanks to my research assistants: Meriel Doyle, Sophia Katz, and Annalee Miklosek (who is, as I write 

this, working on coding data from the fourth chapter in this dissertation—Thank you Anna!!).  

 Some of the most valuable experiences of my graduate career have come from the time I’ve 

spent working on various pre-college philosophy initiatives, especially the Ethics Bowl and Philosophy 

with Kids. Jeanine DeLay is a force of nature. I have loved working with her on the Ethics Bowl and 

various other projects through A2Ethics—a remarkable organization that our department is lucky to 

partner with so frequently. I had the pleasure of working with Shelly Venema’s Saline ethics bowl team 

for three years, and I learned a lot from watching her work with her students. Kassia Massey was kind 

enough to welcome us into her classroom for Philosophy with Kids, and is also a fantastic game night 

host (and terrifying Jungle Speed player). I am so thrilled to have reconnected in the past two years 

with Alex Chang, as both a friend and a co-organizer. Together, Alex and I have applied for grants, 

run Philosophy with Kids programs, taught workshops, travelled across the country, given conference 

talks, laughed a lot, and consumed too much wine and coffee. I’m grateful for her friendship and her 

professional collaboration, and I can’t wait to see what she does next. And of course, thanks to all the 

elementary and high school students who have let me talk philosophy with them over the years.  

 My time in Ann Arbor would not have been the same without the ultimate frisbee community. 

The bonds that form with teammates have always held a special place in my heart; teammates see you 

at your best and your worst, and they lead to friendships that may otherwise never have happened. 

My UM Flywheel teammates are truly the weirdest group of women I’ve ever met, and I’m lucky to 

have those weirdos as my friends. Flywheel provided a crucial outlet from the demands of early grad 

school, and gave me a place where I felt like I belonged. In my years with Rival, I got to push myself 

to compete at a higher level than I had played at before; I’m so grateful that I got to play with a team 

that had such a focus on team culture, character, and values—as well as general goofiness and 

Structured Fun—in addition to high-level play. And to everyone else I’ve crossed paths within the 

Ann Arbor/Michigan frisbee world, through tryouts and league and party tournaments: thank you for 

giving me a real sense of community, friendship, and life beyond academics in this little college town. 

I won’t list everyone’s names here, on pain of making these acknowledgements even more rambling 

than they already are, but I hope you know who you are. 

 A few frisbee friends deserve special mention. Tia Esposito inviting me to join her house in 

my second year as a bumbling grad student led to the most fun living situation I’ve ever had; that year 

with Liv Perfetti, Phoebe Hopp, Casey Singler, and honorary roommates Janine Kerr and Tina 

Hanson gave me many of my most joyful memories from Ann Arbor. Tia is a fierce friend and has 



 

 xi 

done an impressive job keeping our group of Chungi together over the years—and wrangling all of us 

is not an easy job. I can’t wait until we all start our commune. I also want to shout out Tina, in 

particular, who is one of the bravest and most authentic people I know in pretty much every aspect 

of her life. Megan Gordon was one of my favorite on- and off-field teammates of all time; she is a joy 

to play and work and be with. Hannah Henkin and Vivian Chu went out of their way to welcome me 

to Ann Arbor in my first year, and have been good friends themselves and also responsible for many 

of the other friendships I’ve formed in this community. Meg Duffy and Alex Kapiamba (aka Bubbles) 

have been down-for-anything, keep-the-good-times-rolling friends who turn absolutely anything, 

from Argus writing days to morning sprint workouts to movie nights, into a fun time. Annie Mei, 

Hannah Gannon, Nina Janjic, and Sylvia Gisler have remained close friends despite our geographic 

distance. And last but certainly not least, Tracey Lo went from being a coach I was intensely 

intimidated by to one of my closest friends. TLo has kept me laughing and singing and thinking 

through cross country road trips, international travel adventures, long hikes, grueling track workouts, 

frisbee tournaments, food adventures, game nights, bubble tea walks, and so much more. I’m more 

grateful for her friendship than I can possibly put into words: she is someone who I respect so much, 

who I’ve had the most serious and the most absurd conversations with, who I love to eat and exercise 

and adventure and just chill with, and who cares very deeply about the people and things she’s 

committed to. My time in Michigan would not have been the same without her.  

 Many friends beyond Michigan have been an important part of my life throughout these years 

as well. My Syzygy family has remained a central part of my life, especially Katie Ciaglo, Claire Rostov, 

Emma Nicosia, Emily Kampa, Ellen Jacobus (throw badly but always throw together!!), Claire 

Thallon, Maddie Preiss, Eliza Skoler, Sylvie Polonsky, Sheff Sheffield, Elaine Sundburg, and Chessy 

Cantrell; having this network of friends across the country has meant I’m hard-pressed to travel to a 

conference where I can’t find someone to grab a coffee with. Connor Kasch has been one of my best 

friends since our first year of college; I’m grateful for continued friendship, long phone call walks, and 

travel adventures. I’ve known Joule Voelz since I was three years old and I told her she couldn’t join 

me and my mom while we were gardening. Joule is a rare lifelong friend with whom I feel connected 

even when we go a long time without talking; it has been such a joy to celebrate each other’s successes 

over the years. All my love to all of these people, and all the others who I’ve failed to mention here. 

Writing all of these names has me feeling truly overwhelmed, in the best of ways.  

 Two other important women in my life are my godmother Maureen Griffin, and my aunt Ann 

Soter, and long phone calls with both of them have kept me sane throughout grad school. Maureen 



 

 xii 

has always felt like an extra parent in all the best ways. She’s tough and hilarious and empathetic and 

insightful, and a model for what I hope to be. She’s always been one of my absolute favorite people 

to talk to, either just to chat and catch up or when I’m struggling with a hard decision. Ann is someone 

I feel I’ve been able to connect with even more in recent years; I’m grateful for our all conversations 

and her fun attitude towards life. My love also goes out to Mike Pederson, my godfather and the best 

storyteller I know, and my godbrother Conall Pederson, who I’ve had the privilege of watching grow 

into a real-life, taller-than-me adult over the years.  

 Finally, thanks to my partner Mason White, who has been endlessly supportive of me 

throughout my graduate career. Through all the late nights and ridiculous work loads and high stress 

deadlines and unreasonable travel plans (for school and frisbee), Mason has been there and has never 

made me feel like I should do anything short of throwing myself fully into my goals and commitments.  

Thank you for listening to me rant (about the good things and the bad ones), for baking late night 

cookies, for making me laugh, and for being a source of calm through the whirlwind of chaos that I 

bring everywhere I go. I love you. And of course, thanks to our sweet pup Nessie, the most 

opinionated dog in the world, who has perhaps singlehandedly kept me sane during the pandemic.  

 There’s a lot to worry about in the world right now. My entire dissertation has been written 

during the Covid pandemic. A week ago, the Supreme Court overturned Roe vs. Wade. This summer 

has already seen one of the hottest Junes on record. It genuinely seems like democracy is crumbling 

around us. The academic job market is a disheartening prospect. Trying to write papers and run studies 

through all of this can sometimes feel like a Herculean effort. Nevertheless, writing out the names of 

all the brilliant, passionate, loving people in my life helps me feel some genuine hope. All my love to 

you all.  

 

 

 

 

 

  

 

 

 

  



 

 xiii 

 

 

 

CONTENTS 

 

Dedication………………………………………………………………………………………… ii 
 
Acknowledgements……………………………………………………………………………….. iii 
 
List of Tables……………………………………………………………………………………. xiv 
 
List of Figures…………………………………………………………………………………… xv 
 
List of Appendices………………………………….…………………………………………… xvi 
 
Abstract …………………………………………………………………………………………xvii 
 
Introduction ………………………………………………………………………….……………1 
                 
Chapter 1: Acceptance and the Ethics of Belief……………………………………...……………10 
 
Chapter 2: Reframing Epistemic Partiality: Acceptance and the Cognitive Work of 
Friendship…………………………………………………………….………………….………..33 
 
Chapter 3:  What we Would (but Shouldn’t) Do for Those we Love: Universalism versus  
        Partiality in Responding to Others’ Moral Transgression…………………………………….56 
 
Chapter 4: How Relationship Affects Adolescents’ Decisions to Report Moral Transgressions…...79 
 
Concluding Remarks……………………………………………………………………………....90 
 
Appendices………………………………………………………………………………………..96 
 
References……………………………………………………………………………………….114 
  



 

 xiv 

 

 

 

LIST OF TABLES 

 

Table 3.1. Instructions for Study 3 Judgments…………………………………………………….73 

Table B.1. Mean Protecting across Study 3 Judgment Conditions (1-6 Scale)……………………...97 

Table C.1. Study 1a: Model including Police Trust………………………………………………...98 

Table C.2. Study 1b: Model including Police Trust………………………………………………...98 

Table C.3. Study 2: Model including Police Trust…………………..……………………………...99 

Table C.4. Study 3: Model including Police Trust…………………..……………………………...99 

Table G.1. Full Three-Way Model Statistics………………………..………………………...…...111 

 

 

 

 

 

  



 

 xv 

 

 

 

LIST OF FIGURES  

 

Figure 3.1. Effect of Relationship on “Would” and “Should” Judgments: Studies 1a and 1b.……...65 

Figure 3.2. Study 2: Would/Should Judgments in a Within-Subjects Design………………………68 

Figure 3.3. Would-Should Difference Scores for Close vs. Distant Others………………………...69 

Figure 3.4. Study 3: Protecting Decisions across Four Judgments…………………………………74 

Figure 4.1. Reporting Close versus Distant Others for High and Low Severity Transgressions……85 

Figure 4.2. Reporting Decreases with Age………………………………………………………....86 

Figure E.1. Study S1: Relationship and Judgment Effects across Block Order…….…...…………104 

Figure E.2. Study S2: Relationship and Judgment across Block Order…………….……………...107 

Figure G.1. Reporting in Adolescents and Undergraduates………………………………………112 

 

 

 

 

 

 

  

 

  



 

 xvi 

 

 

LIST OF APPENDICES 

 

Appendix A: List of Chapter 3 Moral Transgressions……………………………………………...96 

Appendix B: Study 3 Descriptive Statistics………………………………………………………...97 

Appendix C: Chapter 3 Supplement 1: Police Trust Models………………………………………98 

Appendix D: Chapter 3 Supplement 2: Study 3 Exploratory Model……………………………...100 

Appendix E: Chapter 3 Supplement 3: Blocked Judgment Studies……………………………….101 

Appendix F: List of Chapter 4 Moral Transgressions…………………………………………….108 

Appendix G: Chapter 4 Supplemental Undergraduate Study……………………………………..109 

  



 

 xvii 

 

 

ABSTRACT 

 

This dissertation contains a philosophical project and a psychological project. Together, they 

explore two central themes, and the relation between them: (1) doxastic control and the ethics of 

belief, and (2) the moral and epistemic import of close personal relationships. The philosophical 

project (Chapters 1 and 2) concerns a central puzzle in the ethics of belief: how can we make sense of 

apparent obligations to believe for moral or practical reasons, if we lack the ability to form beliefs in 

response to such reasons? I draw on empirical work in emotion regulation to make progress on this 

problem of doxastic control. The psychological project (Chapters 3 and 4) concerns the role of 

relational closeness in moral judgment: though empirical moral psychology has traditionally focused 

on judgments about anonymous strangers, I contribute to a growing body of work showing how 

personal relationships can dramatically affect moral reasoning.  

Chapter 1, “Acceptance and the Ethics of Belief,” develops an empirically plausible and 

mechanistically detailed account of acceptance, the attitude classically characterized as “taking a 

proposition as a premise in practical reasoning and action.” I argue that acceptance centrally involves 

preventing a belief from playing its characteristic role in guiding cognition, reasoning, and action, that 

this centrally involves a “cognitive gating” operation, and that this view gains empirically plausibility 

by its analogy to well-studied strategies in emotion regulation. Ultimately, I defend acceptance as 

doxastic response modulation. I propose that this account holds promise for addressing puzzles in the 

ethics of belief—a domain plagued by the central theoretical challenge of our inability to believe for 

non-evidential reasons.  

Chapter 2, “Reframing Epistemic Partiality,” applies my account of acceptance to a specific 

debate in the ethics of belief: the epistemic partiality debate, which asks whether we sometimes ought to 

believe against the evidence regarding our friends. Though compelling, the partialist view has been 

plagued by serious objections. I argue that the debate has been focused on the wrong doxastic attitude: 

recasting our duties of friendship as duties of acceptance, rather than belief, satisfies the partialist 

intuitions, without falling prey to the varied objections against the view.  

Chapter 3, “What We Would (but Shouldn’t) Do for Those We Love” builds on prior work 

demonstrating that people say they are far more likely to report a distant other, compared to a close 
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other, who commits a serious moral transgression. Across four studies, I demonstrate that people not 

only say they would protect close others more than distant others, but also that they say it is morally right 

to show such partiality towards close others. Furthermore, I show that people say that they would 

protect close others more than they think they should—suggesting that moral decisions involving 

those closest to us may be a context in which people are particularly likely to fail to do what they think 

is right.  

Chapter 4, “How Relationship Affects Adolescents’ Decisions to Report Moral 

Transgressions,” investigates how 6th-9th graders respond to the transgressions of close versus distant 

others. Given the social importance of peer relationships in adolescence, the role of relationship is 

central to understanding this stage of moral development. I show that adolescents—like adults—are 

more likely to report distant others who transgress than close others, and more likely to report serious 

moral transgressions than minor ones.  
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INTRODUCTION 

 

This dissertation consists of a philosophical project and a psychological project. The 

philosophical project centrally develops a psychological profile of the attitude of acceptance, 

connecting classic work in epistemology to cognitive scientific research on emotion regulation, and 

arguing that this account can help us make progress on puzzles in the ethics of belief. The 

psychological project explores how relational distance affects moral reasoning, specifically testing how 

children and adults respond differently to the moral transgressions of close versus distant others.  

I introduce each component in more detail below. But first, let me offer a comment about the 

relationship between the two halves of the dissertation. These lines of research are somewhat distinct: 

they focus on different questions, in different disciplines, developed with two different sets of primary 

advisors. Nevertheless, there are uniting themes in both content and high-level methodology. Both 

projects take seriously the question of how close interpersonal relationships shape the moral 

landscape. The empirical projects investigate how close versus distant relationships actually influence 

people’s moral judgments, and the philosophical projects ask, in part, how close relationships ought 

to influence how we believe and regulate our mental lives.  

But beyond this, both projects are united by the meta-methodological view that philosophy 

and psychology can be enriched when each takes the other seriously. My psychological projects are 

heavily influenced by my philosophical background: philosophy influences what kinds of questions I 

find interesting to explore, and also how I go about testing those questions—guiding the hypotheses 

I seek to test, the way I interpret results, and so on. And my philosophical projects are equally strongly 

influenced by my psychological training. I strive to root my philosophical theorizing in what we know 

about how the mind actually works. Accordingly, my philosophy engages heavily with empirical work, 

and—especially when it comes to ethical questions about our mental lives—I strongly believe that we 

need to let our normative theorizing about the mind be rooted in empirically adequate descriptive 

accounts. In the end, even though these projects do explore distinct questions, I do not believe I could 

have created either half of this dissertation without my experiences and training in pursuit of the other 

discipline.  
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With that in mind, let us turn to an overview of the projects. The remainder of this dissertation 

then consists in the four chapters, and a conclusion in which I highlight some of the future work that 

stems from my present research.  

1. The Philosophical Project  

When I was around nine years old, I was getting ready to be confirmed in the Anglican church. 

Confirmation is a Christian sacrament in which a baptized follower affirms their faith, thus becoming 

a fuller member of the Church. I have a memory of lying in my bed the night before my Confirmation 

crying, and my mom coming in and asking me what was wrong. I told her, “I don’t believe that a 

snake could talk!”1 This is my first memory of feeling guilt over what I took to be an evidentially 

justified belief (though I would not have used that language at the time): I took my evidence to 

conclusively support the beliefs that snakes cannot, and never could, talk; but I also felt that I 

somehow (practically or morally) ought to believe that the Biblical story was true.  

It strongly seems that we can be morally evaluable in virtue of what we believe. It also seems that 

sometimes, we have good moral or practical reason to believe something that is not consistent with 

our evidence. These observations have given rise to the philosophical domain of the ethics of belief, which 

asks about our moral status as believers, and the relationship between how we ought to believe qua 

moral agents and qua epistemically rational ones. In recent years, the ethics of belief has seen a 

revitalization, with many philosophers working to make sense of how we should think about the 

relationship between epistemic rationality and morality. Though some are tempted to try to explain 

away apparent conflicts between morality and epistemic rationality, I do not find this strategy 

compelling in the long run: I think the world often does give us evidence for beliefs that are morally 

or practically undesirable.2  

But there is a theoretical challenge that lies at the very heart of the ethics of belief: on the standard 

philosophical view of belief, we cannot choose to believe on the basis of non-evidential reasons. Call this the 

problem of doxastic control. If I sincerely promised you one million dollars to believe that Obama 

was still president, you clearly have strong reason to do so—and yet, it just doesn’t seem like you have 

the capacity to form a belief on the basis of that reason. That’s just not how beliefs work. Even if we 

 
1 In reference to the snake that tempted Eve into eating from the Tree of Knowledge of Good and Evil, in the Old 
Testament.  
2 Of course, we do frequently make mistakes in our reasoning, and there are lots of cases where we actually would be 
rational to believe the morally or practically desirable thing! But I do not think that this will capture every case, and I do 
not think trying to show why every apparent case of tension can be rationally explained away is an especially fruitful 
philosophical strategy. It’s much more interesting and challenging, I think, to tackle the conflict head on.  
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take a Permissivist view of rationality, on which evidence can warrant a range of rational sets of beliefs 

or credences, there will surely still be cases in which what it would be morally or practically good for 

us to believe is simply not supported by our evidence. But how are we supposed to reconcile the 

problem of doxastic control with the strong sense that we can have moral and practical reasons to 

believe in some cases?  

My friend Eduardo Martinez recently gave me some advice that a former advisor had once given 

him: if there’s something that keeps annoying you about a literature, that’s a good place to dig in 

philosophically. The problem of doxastic control, and its role in the ethics of belief, was that thing 

that kept cropping up for me. It is this problem that motivates the philosophical projects presented 

in this dissertation (and, I hope, much of my future research). The literature varies in the extent to 

which it engages seriously with the problem of doxastic control, but a fair number of authors seem 

willing to set it aside for the purposes of argument. This strikes me as a mistake. I think that our 

normative projects in the ethics of belief will be more fruitful to the extent that they are built upon a 

descriptively adequate philosophy of mind, and are sensitive to the kinds of control capacities we do 

and do not have over our beliefs.  

A further odd (from my perspective) feature of the ethics of belief and doxastic control literatures 

is that they are both surprisingly unempirical. Though the question at hand involves descriptive claims 

about our psychological capacities, much theorizing about doxastic control has occurred “from the 

armchair,” without seriously engaging with psychology or cognitive science. On the one hand, this is 

not entirely unsurprising—pinning down a psychological/cognitive scientific notion of belief is 

actually rather tricky, and there is significant work to do in understanding how psychological uses of 

the concept relate to philosophical ones (and how both of those relate to the folk concept). But on 

the other hand, a central part of my project in this dissertation and in future work is to propose that 

we can make significant progress in understanding doxastic control by taking seriously empirical 

research on the kinds of control we do and do not have over other kinds of mental states, such as 

emotions and thoughts.  

The first two chapters of my dissertation are an attempt to begin to make good on some of these 

worries: to take the problem of doxastic control seriously within the ethics of belief, to use empirical 

research to make progress on the problem, and to show that this empirically informed approach can 

help us better understand both the descriptive and normative landscapes at hand.  
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1.1. Chapter 1: Acceptance and the Ethics of Belief 

My first chapter opens with the worry presented above: that we often seem to have moral or 

practical reason to believe something inconsistent with our evidence, and yet that making sense of 

such cases runs headlong into the problem of doxastic control. I argue that a promising avenue for 

making sense of such cases is to appeal to acceptance, rather than belief.  

Belief, on the standard philosophical view, involves taking proposition p to be true in response 

to the truth of p. It can come in degrees of strength, and it operates functionally as our default guiding 

background, serving as the basis for inference, reasoning, deliberation, planning, intention, action, and 

so on. Beliefs are thought to be (rationally or psychologically) responsive only to evidence: information 

that bears on the likely truth or falsity of p; we cannot choose to believe something in response to 

non-evidential reasons. Acceptance, in contrast, has been characterized by prior philosophers as 

“taking a proposition as a premise in practical deliberation and action” (see e.g., Bratman, 1992; Cohen, 

1989, among others). Compared to belief, acceptance is described as more clearly under our direct 

voluntary control, responsive to practical and moral reasons, and deployable in specific contexts or as 

a more general policy. Bratman describes acceptance as departing from our default cognitive background 

of belief: we accept when we rely on something other than belief to guide our reasoning, deliberation, 

and action.  

I seek to develop a detailed and empirically plausible psychological profile of acceptance—an 

account of what actually goes on in the mind of an accepting agent. Taking the classic characterization 

as a starting point, I argue that acceptance centrally involves a cognitive gating operation in which an 

agent blocks a target belief state (or set of belief states) from having their characteristic downstream 

effects on reasoning, inference, deliberation, action, and so on, and restructuring those downstream 

effects in accordance with the accepted proposition. I suggest that this account makes salient several 

psychological features of acceptance: acceptance can be cognitively effortful, it can involve mere gating 

or gating plus substitution, and it is best understood as a temporally extended series of mental acts 

over time. I argue that this account gains theoretical and empirical plausibility through its analogy to 

well-studied strategies in emotion regulation. Specifically, I propose that acceptance involves applying 

the cognitive mechanisms at work in emotional response modulation to belief states. To motivate this, 

I describe various structural similarities between emotions and beliefs. Most crucially, response 

modulation strategies in both domains allow us to regulate the characteristic downstream role of a 

targeted mental state (emotion or belief), in response to moral or practical considerations which are 

not themselves the right kind of reason on which to form the underlying mental state.  
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I propose that having this detailed psychological profile of acceptance on the table leaves us better 

positioned to appreciate the role acceptance can play in the ethics of belief. We might distinguish 

between two goals for my account of acceptance:3  

1) The Empirical Burden: Provide a psychological profile of acceptance that is detailed and 

empirically adequate—that is, that could plausibly be realized in human minds, consistent with 

what our best evidence from psychological and cognitive science tell us about how the mind 

works.  

2) The Normative Burden: show that acceptance can get us what we want out of puzzles in the 

ethics of belief.  

My primary focus in this chapter is the Empirical Burden. However, I suggest that the view holds 

significant promise for the Normative Burden as well.  

1.2. Chapter 2: Reframing Epistemic Partiality: Acceptance and the Cognitive Work of 

Friendship  

My second chapter applies the account of acceptance developed in Chapter 1 to a specific 

debate within the ethics of belief: the epistemic partiality debate, which considers whether we sometimes 

ought to believe against the evidence in matters concerning our friends. I take this project to be a 

useful test case for the ability of my account of acceptance to meet the Normative Burden. To the 

extent that acceptance succeeds in resolving the puzzle of epistemic partiality (and I argue that it does 

succeed), I take it to be a promising sign that acceptance as I defend it has a prominent role to play in 

the ethics of belief more generally.  

Partialism is the thesis that we can owe our friends belief against the evidence: that at least 

sometimes, what we ought to believe (about our friends) qua friend is different from what we ought 

to believe about them qua epistemically rational agent.4 Though compelling, partialism has faced a 

variety of serious objections. Some of those objections worry that important goods of friendship 

require us to be responsive to the evidence about our friends: some roles of friendship (like giving 

advice) might depend on accurate assessments of our friends; friendship seems to involve loving our 

friends for who they really are; and it seems that authentic friendship involves believing well about 

 
3 Thanks to Tez Clark for suggesting this breakdown.  
4 Of course, we often believe better about our friends than a detached observer might because we have better evidence 
about our friends. However, the cases of interest here are ones in which the evidence really does seem to justify an 
unfavorable belief about our friends. The partialist thought is thus that even in case where the evidence about our friends 
does not look good, we might owe them more favorable beliefs, on the basis of reasons of friendship.   
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our friends because we are attuned to their good qualities. Another pressing (and by now familiar) 

worry is the problem of doxastic control: that we cannot believe on the basis of reasons of friendship.  

I propose that this debate has been focused on the wrong doxastic attitude. What’s at stake with 

epistemic partiality, I argue, are not obligations of belief, but rather of acceptance. I show that acceptance 

can handle all of the varied objections raised against partialism. We can accept in response to practical 

and moral reasons of friendship (thus handling worries about doxastic control), and acceptance makes 

no demands of systematic irrationality towards our friends (thus handling worries about honesty and 

authenticity). I then argue that acceptance captures other positive features of the epistemic landscape 

of friendship, and in doing so I flesh out my account of acceptance more richly. Acceptance accounts 

for the restructuring of diverse psychological processes in response to reasons of friendship, and 

captures the diachronic profile of commitment, effort, and mistakes in the cases at hand. Ultimately, 

I think acceptance gets us what we want out of the partialist thesis, without falling prey to the many 

kinds of objections that have been raised against it. Accordingly, I propose that acceptance is an 

example of the kind of cognitive work that friendship can demand.  

2. The Psychological Project  

The second half of my dissertation continues with the theme of personal relationships and 

morality. The next two chapters describe a series of psychological studies investigating how social 

relationships shape moral judgment. In particular, they focus on how our responses to moral 

wrongdoing change based on our relationship with a transgressor.  

For decades, the vast majority of empirical research in moral psychology has primarily studied 

people’s judgments regarding anonymous strangers. Philosophers often prefer thought experiments 

devoid of contextual and personalizing details as a valuable tool in normative ethical theorizing. 

However, if our goal as psychologists is to understand how people actually make moral judgments 

and decisions in the real world, at some point we need to move beyond abstracted thought 

experiments and get into the weeds of how various contextual and social factors affect moral 

reasoning. This need for more contextualized moral psychology has become apparent in recent years 

(e.g., see Schein, 2020).  

One powerful and salient social-contextual factor in moral judgment is our relationship to the 

people involved in a moral scenario. A growing body of work has begun to demonstrate that social 

relationships can powerfully shape moral cognition (e.g., Everett et al., 2018; McManus et al., 2020; 

Waytz et al., 2013; Weidman et al., 2020). It should hardly come as a surprise that people reason 

differently about a moral scenario involving their sister versus one involving their dentist; nevertheless, 



 

 7 

until recent years, the particular ways in which social relationship affected moral judgment had been 

quite understudied.  

One domain in which dramatic relationship effects on moral reasoning have been found is in how 

people respond to the moral wrongdoing of others. Weidman et al. (2020) presented participants with 

a series of vignettes in which they imagined witnessing some of their closest relationships (e.g., sibling, 

best friend) and some of their most distant acquaintances (e.g., mail carrier, distant coworker) commit 

minor and serious crimes—and they asked participants whether they would report the wrongdoing to 

an authority figure. They found that participants were far more likely to protect (i.e., not report) close 

others, compared to distant others, who transgressed—and that this effect was even more dramatic 

for serious crimes than minor ones. This striking finding has been robustly replicated across various 

conditions and contexts in our lab.  

The work I present in the second two chapters builds on these findings. I explore how what people 

say they would do compares to what they think it would be morally right to do, and I begin to investigate 

the developmental trajectory of this preferences towards close others who transgress. Thanks are owed 

to Martha Berg, Ethan Kross, and Susan Gelman, my co-authors on the following studies.  

Chapter 3: What We Would (but Shouldn’t) Do for Those We Love: Universalism versus 

Partiality in Responding to Others’ Moral Transgressions 

Do people think it’s morally right to respond differently to the moral transgressions of close 

(versus distant) others? On the one hand, both laypeople and philosophers often think of ethics as an 

impartial project, in which one ought to treat all people equally. On the other hand, close relationships 

are central parts of our life projects, and seem to generate special moral obligations. Prior studies 

exploring the effect of relationship on responses to others’ transgressions have only investigated 

people’s predictive judgments about how they actually would act in these scenarios; no work had tested 

how people think they ought to act, and whether relationships should influence their responses.  

In the third chapter, I explore this question across four studies, using Weidman et al. (2020)’s 

paradigm. In each study, participants were presented with eight vignettes in which a close or a distant 

other was seen committing a serious theft-based moral transgression. Participants were asked to 

imagine a police officer approaching them, and to decide whether to report what they had seen. Across 

these studies, I test two competing hypotheses:  

1) The Moral Universalism Hypothesis: predicts that people will say they morally should treat 

people equally, regardless of their relationship to a transgressor.  
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2) The Moral Partiality Hypothesis: predicts that people will say it’s morally right to respond 

differently to close versus distant others who transgress.  

Importantly, these hypotheses are tested against the background of prior research demonstrating that 

people say they would be more likely to protect a close other transgressor than a distant other. Thus, 

we were also exploring whether participants were consistent in what they said was right, and how they 

predicted they would act.  

In Studies 1a and 1b, half of the participants were asked whether they actually would report the 

transgressor, and the other half were asked whether they should report. In Study 2, all participants were 

asked what they both would and should do in every vignette. Across all three studies, participants said 

they both would and should protect (i.e., not report) close others more than distant others. However, 

the difference between protecting close and distant others was greater for “would” judgments than 

“should” judgments: that is, people indicated that they would protect close others more than they 

thought they should. In Study 3, we tested whether this discrepancy reveals a genuine inconsistency 

between what people say they would and should do—or whether it reflects a folk view that what one 

morally should do does not determine what one should do all things considered. Participants were assigned 

to one of four question types: they were asked to indicate either what they actually would do, ideally 

should do (the language used in previous studies), morally should do, or overall should do. As in the 

preceding studies, participants said that they both would and (all kinds of) should protect close others 

more than distant others. Furthermore, participants said that they would protect close others more 

than they morally/ideally should protect them—and also more than they overall should protect them.  

Together, these studies strongly support the Moral Partiality Hypothesis: participants 

consistently said that relationship influenced how they morally should respond to the transgressions of 

close others. They also revealed a consistent discrepancy between how participants said they actually 

would respond to such scenarios, and what they thought was morally right. This suggests that moral 

decisions involving close others may be a domain in which people are particularly likely to fail to do 

what they think is right.  

2.1. Chapter 4: How Relationship Affects Adolescents’ Decisions to Report Moral 

Transgressions 

My fourth and final chapter explores how the effects of relationships on responses to others’ 

moral transgressions change across development. In this study, I investigate how adolescents (6th-9th 

graders) respond to the high and low severity transgressions of close and distant others. This chapter 

bridges two literatures which have seen little prior contact: the developmental psychological literature 
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on children’s responses to moral transgressions, and the emerging social psychological literature on 

how relationship affects adults’ moral judgments.  

Adolescence is a time in which peer social ties and friendships become increasingly important 

(Berndt, 1982; Hart & Carlo, 2005). Yet while there is a rich literature on how children and adolescents 

respond to the transgressions of others, to my knowledge no prior work has systematically 

manipulated relationship to examine its effects on reporting transgressions.  

This chapter reports a study in which we adapt the methods from Weidman et al. (2020) to 

suit an adolescent sample, modifying the vignettes to take place in a school setting, with a teacher as 

the authority figure to report to. A large sample (N = 913) of adolescents were asked to think about 

either their best friend from school, or a distant student in another class, committing high- or low-

severity thefts, and asked whether they would report the theft to an inquiring teacher. Results showed 

that participants were less likely to report close others than distant others, and less likely to report low-

severity thefts than high-severity ones. Unlike in prior adult work, there was no relationship by severity 

interaction: that is, the effect of relationship on reporting decisions was no different for high vs. low 

severity thefts. In a second study, reported as a supplement, we tested whether the severity by 

relationship interaction that has been previously documented in adults (Berg et al., 2021; Weidman et 

al., 2020) replicated with current college students presented with the school-based vignettes. In this 

undergraduate sample, we again found main effects of severity and relationship—and, consistent with 

prior adult work, we also found a significant relationship by severity interaction: the gap between 

reporting close and distant others was greater for high-severity thefts. Though this undergraduate 

sample provides some evidence for a developmental change regarding this interaction effect, there is 

a significant demographic confound between our adolescent and undergraduate samples; accordingly, 

some caution should be taken in comparing the results of these studies.  
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Chapter 1  

Acceptance and the Ethics of Belief5  

 

1. Introduction: A Puzzle about the Ethics of Belief   

 We sometimes seem to have compelling moral or practical reasons to believe something 

unsupported by our evidence. For example, an athlete might perform better if she believes she will 

defy the stacked odds and win her race; someone might feel morally compelled to believe her friend’s 

innocence despite evidence of his guilt;6 or one might regard belief in a social stereotype as evidentially 

justified but nevertheless morally undesirable.7 The apparent tension between practical and evidential 

reasons for belief crops up in a range of philosophical debates.8 In each we must grapple with a central 

theoretical challenge: on the standard picture of belief, we cannot choose what to believe. In particular, we 

cannot choose to believe something unsupported by our evidence on the basis of practical or moral 

reasons. Rather, belief is “involuntary”—a psychologically immediate reaction to our evidence. The 

specter of doxastic involuntarism hovers in the background of many puzzles in the ethics and 

pragmatics of belief: how can we make sense of moral or pragmatic duties, responsibilities, or 

obligations of belief,9 if we lack the requisite ability to control our beliefs in response to these non-

evidential reasons?10 

 
5 I am grateful to Peter Railton and Chandra Sripada for their extensive discussion and detailed comments on multiple 
versions of this paper. Additional thanks are owed to Maegan Fairchild, Mica Rapstine, Adam Waggoner, Brian 
Weatherson, Renée Jorgensen, Corey Cusimano, Sarah Buss, Alex Madva, Susan Gelman, and Ethan Kross for their 
feedback or discussion, and to Aliosha Barranco Lopez, Henry Schiller, Tez Clark, and Caitlin Mace for excellent 
conference comments. Versions of this paper were presented at the Michigan Graduate Student Working Group, the 
Michigan Candidacy Seminar, the 2021 Princeton-Michigan Metanormitivity Workshop, the 2021 Austin Graduate 
Ethics and Normativity Talks, the 2022 Southern Society for Philosophy and Psychology, the 2022 Pacific American 
Philosophical Association Meeting, and Athena in Action 2022; thanks to those audiences for their questions and 
discussion. 
6 E.g., see Keller (2004) and Stroud (2006).  
7 E.g., see Basu (2019b) and Begby (2013).  
8 Including, though certainly not limited to: the debates around moral and pragmatic encroachment (see Jorgensen 
Bolinger (2020) for a thorough overview), doxastic wronging (Basu 2018; Basu and Schroeder 2019), epistemic partiality 
(e.g., Keller, 2004; Stroud, 2006; see also Arpaly and Brinkerhoff, 2018; Kawall, 2013), and how we should believe in and 
about others and ourselves (e.g., Morton and Paul, 2019; Paul and Morton, 2018).  
9 Henceforth, I will refer to doxastic duties for simplicity.  
10 A number of authors have provided accounts of how we might make sense of epistemic deontology in the face of 
involuntarism: e.g., see Flowerree (2017). Hieronymi (2008; 2006), Shah (2002),  Steup (2012), Weatherson (2008), 
among others. However, though some of these arguments propose that we do have enough control for deontological 
concepts to apply, they generally do not claim that we have the control to believe for entirely non-epistemic reasons.   
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 Two overarching strategies are available for trying to make sense of the possibility of a robust 

ethics and pragmatics of belief. We might find a way to make belief itself do the necessary work—for 

instance, by allowing the threshold for (justified or rational) belief to vary with the moral stakes,11 by 

explaining away any apparent conflict between morality and rationality, or by adopting a view of belief 

that involves an active psychological commitment.12 Most have taken this route. But there remains an 

alternative, less-explored approach: we could instead find a belief-adjacent mental attitude that plays 

the role of allowing us to respond doxastically to non-evidential reasons. Such an attitude must be 

sufficiently belief-like to earn its proper place within the ethics of belief while still being legitimately 

responsive to moral and pragmatic reasons, capable of bearing the weight of the ethical and pragmatic 

puzzles at hand, and it must be psychologically realistic—i.e., actually part of our empirically adequate 

cognitive ecologies.  

In this paper, I pursue the second route. I anchor my account in the existing literature on 

acceptance—which has historically been distinguished from belief as more clearly under our voluntary 

control.13 But the picture I develop goes substantively beyond existing accounts of acceptance, by 

paying special attention to developing a mechanistically precise and empirically adequate psychological profile of 

acceptance. I argue that it is only once we have a psychologically rigorous understanding of acceptance 

that we can properly appreciate its ability to bear the moral and pragmatic weight we want it to—thus 

making it deserving of a prominent role in a psychologically realistic ethics of belief.  

 This paper proceeds in four stages. I start by canvassing the features of belief that make getting 

a grip on moral or pragmatic doxastic duties so challenging, then turn to existing accounts of 

acceptance as an alternative (§2). I argue that acceptance is a promising candidate to play an important 

role in the ethics of belief—if we can develop a psychological profile of the attitude that is 

psychologically realistic. I undertake this project, first proposing an operational account of acceptance 

as centrally involving a cognitive gating function (§3). I then suggest that we can find empirical evidence 

for the existence of the mechanisms needed to instantiate this gating function by looking to the science 

of emotion regulation, ultimately leading to my characterization of acceptance as doxastic response 

 
11 This is the strategy favored by certain encroachment theorists.  
12 Something like this “active endorsement” picture of belief seems to be at work in much of Basu’s discussions of 
doxastic wronging, for instance (e.g., Basu 2018), though she does not explicitly defend such a view. See also 
McKaughan (2007) for an overview of this “active endorsement” account.   
13 Most prominently, this distinction has been developed by Bratman (1992), Cohen (1989; 1992), and Engel (1998) in 
epistemology. See also Frankish (2007) and Van Fraassen (1985) for related discussion. 
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modulation (§4). With this detailed account in hand, I return to the question of whether acceptance can 

bear the weight of puzzles in the ethics and pragmatics of belief (§5-6).   

2. Belief and Acceptance 

 There are several features of belief that make the attitude troublesome for the practical and 

moral domains, 14 and which have motivated past theorists to look to acceptance.  

2.1. A Basic Account of Belief   

 Most basically, belief is the propositional attitude of taking some proposition p to be true, in 

response to the truth of p (or a degree of confidence that p is true). Beliefs operate, functionally, as 

our default cognitive background in deliberation and planning: they provide us with a representation of 

how the world is, thus guiding us through it.15 They serve as the basis for inference, reasoning 

deliberation, intention, and action—and do so non-inferentially, without requiring our conscious 

supervision or intervention.16   

 To usefully serve as our default cognitive basis for moving through the world, beliefs must be 

responsive to and reflective of how the world actually is. Beliefs are thus characteristically evidence-

responsive: they change when we encounter new information that bears on the likely truth or falsity 

of the proposition in question.17 We need not oversee the formation of our beliefs in response to 

evidence; rather, beliefs are in general spontaneously evidence- and experience-sensitive—they form 

more or less automatically in response to the evidence we encounter.18 Further, we are in many 

domains rather good at forming accurate beliefs in response to the world’s evidence. Under normal 

circumstances, and given a reasonably cooperative and evidentially accurate information environment, 

our belief-forming mechanisms tend to deliver us rather reliable results (especially concerning the 

 
14 Of course, characterizing belief is not a trivial philosophical task, as there are divergent views about what it means to 
believe a proposition. I try here to highlight features of belief that I take to be both widely enough accepted by 
philosophers, and characteristic of the classic evidentialist/involuntarist picture of belief, so as to be a defensible starting 
point.   
15 I borrow and elaborate on this characterization from Bratman (1992), integrating it in particular with ideas from 
Railton (2014). 
16 This feature is crucial for understanding the role of belief in our cognitive ecology. The set of things we believe (at 
least implicitly, though certainly not occurrently) is indefinitely large, and in practical deliberation and reasoning we rely 
on many beliefs as background premises without consciously entertaining all of them. We could never navigate the 
world if we had to consider every belief we relied on; we simply lack the time and cognitive resources this would 
demand. So while we might be able to make many of our beliefs explicit and occurrent, we needn’t do so in order to rely 
on them. 
17 E.g., see Shah (2003); Shah and Velleman (2005).  
18 Of course, we do sometimes step in and deliberate about what to believe in response to a complex body of evidence, 
but such cases actually represent a very small portion of our total belief-formation experiences. 
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local, observable world). This is a deeply important feature of our cognitive systems: our beliefs would 

be a poor guide to navigating the world if they systematically failed to represent the world accurately.19  

 This picture of belief highlights the features that make conceiving of an ethics of belief so 

notoriously tricky. First, belief is thought to be, on the standard evidentialist picture, rationally and 

psychologically determined by our evidence: information that bears on the likely truth or falsity of p.  

Pragmatic and moral considerations do not themselves give us justification to think something is 

(un)likely to be true. Thus, most philosophers maintain that pragmatic and moral reasons cannot 

rationally be direct reasons for belief as such. Further, because belief is (either conceptually or 

psychologically) constrained by evidence in this way, and because beliefs generally respond 

spontaneously to evidence when all goes well, belief is not under our direct voluntary control:20 we 

cannot choose to believe for non-evidential reasons.21 Herein lies the central problem for any robust 

ethics or pragmatics of belief. Insofar as we accept some kind of “ought implies can” principle, it 

becomes quite difficult to explain how we could have a doxastic duty to believe without or against our 

evidence—even in cases where we appear to have compelling practical or urgent moral reason for 

such a belief—if we lack the doxastic capacity to choose to respond to such reasons.  

We could try to escape this tension by adjusting our concept of belief. One could reject this 

evidentialist, involuntarist picture—though it is foundational enough that many would find this an 

unattractive route.22 Alternatively, we could focus on the “indirect” strategies we can sometimes use 

to influence our beliefs (e.g., seeking out or avoiding particular sources of evidence), theorize about 

amount of evidence needed for a belief to count as rational or justified given the relevant stakes, or 

try to explain away any apparent conflicts between epistemic rationality and morality or practicality. 

 
19 It is highly plausible that in many instances, the domains where people systematically and persistently form false 
beliefs involve epistemic environments that are deficient or distorted in some significant way (perhaps in conjunction 
with pernicious or disordered motivational factors). When beliefs are false, it often becomes difficult to reason and act 
on the basis of those beliefs, as the world will continue to push back on the believer. The well-functioning, non-
disordered cognitive agent will often find their minds changed by the world, in the end. Of course, this is not true in 
every case, and there certainly are people who manage to maintain highly unjustified beliefs in the face of significant 
counterevidence. It may also be easier to cling to such beliefs when they are more abstract and less amenable to everyday 
evidential support or lack thereof—e.g., the average person’s beliefs about the origins of the universe will receive far less 
pushback than their beliefs about their singing abilities. Yet we should be wary of focusing too much on these 
anomalous cases at the expense of realizing just how well our belief systems do in general adapt to the evidence they are 
given.  
20 See Alston (1988) and Williams (1970) for foundational defenses of this claim.  
21 E.g., see Bratman (1992) on Williams: “If I could just choose what to believe at will I could do so independently of 
whether the content of that belief is true.  But if I know of an attitude of mine that is not shaped by a concern with the 
truth of its content it seems I could not regard it as a belief” (p. 4).  
22 Another possible route is to explain away any apparent conflicts between rationality and morality or prudence. I 
suspect many (myself included) will find it implausible that there are never conflicts between these domains.  
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But the first of these may be unreliable (if the evidence for the undesired belief is strong, manipulating 

our beliefs may be both unsuccessful and epistemically suspect) or self-undermining, the second offers 

little action-guidance to an agent caught in a moral-doxastic dilemma and wades us into the murky 

waters of encroachment, and the last seems unlikely to succeed to dispel every possible case. 

Happily, there is another available strategy: we can look for a belief-adjacent attitude that might 

allow us to be legitimately doxastically responsive to non-evidential reasons. A promising candidate 

for such an attitude comes from the distinction that has previously been drawn between belief and 

acceptance. 23  

2.2 A Promising Alternative: Acceptance  

 Philosophers have sometimes appealed to acceptance in cases where we want to reason and 

act on the basis of a proposition we do not believe—when we have reason to prevent our beliefs from 

playing their default guiding role. Bratman (1992) characterizes acceptance as what we take for granted 

in a practical context; similarly, Cohen describes accepting as “to have or adopt a policy of deeming, 

positing, or postulating that p… as a premise in some or all contexts” (1989, p. 368). While we may 

in many cases believe the propositions we use as premises in practical deliberation, we need not—we 

can accept something we do not strictly speaking believe. Acceptance thus allows us to intervene on 

the operations of that default cognitive background of belief.  

 Acceptance is a propositional attitude: to accept p is to take p as a premise in practical reasoning 

and action. Acceptance differs from belief in several key ways. Perhaps most centrally, acceptance is 

said to be under our direct voluntary control: it is an attitude we can choose to adopt towards a 

proposition (Bratman, 1992; Cohen, 1989; 1992). Choosing to accept p is said to be a conscious mental 

act, rather than a psychologically immediate response to a body of evidence. Accordingly, acceptance 

lacks the distinctive connection to evidence that characterized belief: acceptance does not entail any 

specific confidence in the likely truth of the proposition in question. We can accept a proposition 

directly on the basis of practical or moral reasons. For example, a lawyer might accept that her client 

is innocent on professional grounds and use that as a premise in her reasoning and action regarding 

her case, even if she believes based on the evidence that her client is guilty. There is nothing inherently 

 
23 My discussion will focus specifically on the epistemic conception of acceptance. As Fleisher (2018, p. 2652 fn4) and 
McKaughan (2007) note, there are a number of other kinds of acceptance discussed in the philosophical literature, 
including in philosophy of language, philosophy of science, and literature on metacognition. There may be some 
systematic differences in how acceptance is conceptualized across domains.  
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epistemically, psychologically, or rationally suspect about accepting p for practical or moral reasons.24 

Further, someone can accept a proposition in some contexts but not others—another way it differs 

from belief, which is characteristically context-independent.25  

 These existing discussions give us a high-level  account of acceptance: a propositional attitude 

in which we rely on p in practical inference and planning, which is under voluntary control, can be 

reasonably responsive to pragmatic and moral considerations, is not bound by the same evidence-

dependent rational norms as belief, can be selectively deployed in specific contexts, and does not 

depend on whether we believe p to be true. The properties I have highlighted enjoy general consensus 

from the major authors who have written on acceptance (e.g., Bratman, 1992; Cohen, 1989, 1992; 

Engel 1998; Van Fraassen, 1985 among others), despite some important differences in their accounts.  

One difference between existing accounts is worth highlighting, however. Some accounts of 

acceptance, such as Cohen’s (1989; 1992), concerns all cases of taking p as a premise in practical 

deliberation, regardless of whether p is believed by the agent. While Cohen frequently discusses cases 

in which acceptance and belief come apart to illustrate their different properties, there is not a 

fundamental difference on such accounts between cases where acceptance and belief diverge, and 

where they agree. In all cases, whatever we use in practical reasoning is what we accept; what we 

believe is an orthogonal question.26  

 Bratman’s account, in contrast, identifies a substantive difference between cases where 

acceptance and belief converge and diverge. Because Bratman characterizes belief as our default 

cognitive background, acceptance is the mental act that allows us to adjust, or intervene on the 

operation of, this default background. If our ultimate goal is—as I propose it should be—to develop 

a psychologically plausible account of acceptance, Bratman’s account provides the more useful starting 

point. In characterizing acceptance as the adjustment or intervention on the normal operations of our 

default cognitive background of belief, he captures that there is something unique going on when we 

 
24 There may in fact be cases where our acceptances have negative epistemic consequences—for instance, by leading us 
to act in ways that contribute to poor evidence-gathering practices. However, this need not always be the case when we 
accept.  

25 It would be both irrational and highly psychologically odd for one to believe (for example) that Mercury is the closest 
planet to the sun on Tuesdays, but not to believe this on Thursdays. The same problem does not arise for acceptance: a 
lawyer might accept her client’s innocence in the courtroom, but not at brunch with her friends.  

26 In a similar vein, Stalnaker (1984) characterizes acceptance as treating a proposition as true—but takes this to be a 
broad category that includes belief as sub-kind, along with presupposition, postulation, assumption, and other nearby 
attitudes. In virtue of this breadth, Stalnaker’s notion of acceptance is sufficiently different from the kind I am 
concerned with that I will not discuss it further here.  
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have reason to accept something other than what we believe. From a psychological perspective, this 

is crucial: we don’t need a new account of how reasoning and action are guided when we do not wish 

to accept against or beyond our evidence, because we already have a perfectly well-functioning 

cognitive construct to play this role: belief. It is specifically the cases where we choose to adjust or 

intervene on the operation of that default cognitive background that need elucidation.  

 Accordingly, I follow Bratman in appealing to acceptance specifically in cases where we reason 

and act on the basis of something other than what we believe. Accepting is what we do when we 

intervene on or adjust our default cognitive background: when we prevent the targeted belief from 

playing its usual role in deliberation and action.  

2.3 Is Acceptance up to the Task?  

 Our hope in turning to acceptance was that it might offer us an alternative, belief-adjacent 

attitude that can help make sense of the strong intuition that there are cases where we can and ought 

to be doxasitcally responsive to non-evidential reasons. Can it indeed fill this gap?  

 Two desiderata for such an attitude are that it is sufficiently belief-like so as to be properly 

recognized as a part of the ethics of belief, but also that it can be responsive to moral and pragmatic 

reasons. The high-level account characterized by Bratman and others meets these criteria: we can, on 

this view, choose accept something we do not believe directly on the basis of moral and practical 

reasons. This is a promising start.  

 But there remain two further desired features. First, we want to ensure that the candidate 

attitude can bear the weight of the ethical and pragmatic puzzles at issue. Many puzzles in the ethics 

of belief are quite morally significant—for instance, some have argued that in a structurally unjust 

world, agents can sometimes find themselves with bodies of evidence that rationally justify prejudiced 

beliefs.27 If our proposal is going to be that the agent who takes such a belief to be rationally justified 

but morally undesirable ought to accept an alternative proposition, acceptance had better be a 

sufficiently robust attitude to fill these moral shoes. Second, the attitude must be psychologically 

realistic, and our account empirically adequate. That is, we ought to have good reason to suspect that 

the attitude we propose really does exist in agents like us, and that we can and do use it in the contexts 

at hand.  

 The existing high-level account of acceptance does not, as it stands, clearly satisfy these two 

criteria. Armed only with the descriptions of “departing from our default cognitive background” and 

 
27 See Begby (2013), Basu (2019), among others, for discussion of such cases.  
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“taking a proposition as a premise in reasoning and action,” we lack a rigorous and empirically 

adequate understanding of the psychological profile of acceptance and the cognitive mechanisms used 

in its deployment.28 In the absence of such an account, we also lack a precise understanding of what 

it actually takes for agents like us to accept, and what differentiates acceptance from other nearby 

attitudes like supposition—and this, in turn, leaves us ill-equipped to clearly judge whether acceptance 

is indeed up to bearing the weight of pressing moral and pragmatic doxastic duties.  

 Here, I take up the project of developing a profile of acceptance that is psychologically detailed 

and empirically plausible. Once we have this in hand, we can return to the question of whether 

acceptance can indeed fill the role we need it to in the ethics of belief.   

3. An Operational Profile: The Gating View of Acceptance   

 So, what kinds of psychological operations are involved when an agent accepts?  

 To accept, in the sense developed here, is to intervene on the default cognitive background of 

belief, preventing a belief (or set of beliefs) from playing its usual (spontaneous, non-inferential) 

guiding role in reasoning and action. We will seek to do this when we have some reason not to rely 

on this default background: when there is some target underlying belief state (or set of beliefs)29 which 

doesn’t serve our moral or practical aims. 

 Acceptance must involve identifying all the places where that target belief is activated and 

operating in deliberation and planning–requiring us to engage in a cognitive monitoring operation. We 

must then work to block any of the usual inferences, actions, and other downstream effects caused or 

licensed by that belief state. Finally, we will (at least in some cases; more on this later) need to replace 

the target belief with the accepted proposition. Doing so will require the agent to extend any inferences 

and update plans that depended on that belief accordingly. 

 When we only want to accept in limited contexts, this will not seem so difficult. Accepting 

that it will rain this afternoon, against my evidentially justified belief that it probably will not, will be 

fairly straightforward: I might remind myself to pack an umbrella, to make backup indoor lunch plans, 

or to park my car closer to my office than usual. Yet it will be more difficult to accept in a more 

context-general way, in part due to the lack of a clearly delineated domain in which the proposition 

 
28 Throughout this paper, I use the term “cognitive” in the broad sense, understanding it to include, e.g., affective and 
motivational components. 
29 Throughout this discussion, I will refer to a “target belief.” However, it is likely that in many cases, an accepting agent 
targets not just one single proposition, but a set of related propositions. The view I develop here is entirely compatible 
with this; references to acceptance and belief of a single proposition should be understood as a shorthand for the set of 
relevant propositional attitudes.   



 

 18 

will be relevant and involved in our deliberations. Imagine a parent who believes their child is lying 

about something, but decides to accept what they say—not just in some specific context, but in 

general. If the parent and child live together and are heavily involved in each other’s lives, this belief 

is likely to be activated in a diverse set of inferences, motivations, and decisions. Thus, the parent will 

have to monitor their cognition for all the places where the unwanted belief is likely to be activated in 

reasoning, decision-making, and other cognitive processes (e.g., attention and motivation). Then, 

having identified these instances, they must intervene to prevent their belief from playing its usual 

functional role as the default basis for reasoning and action.  

 We can thus understand the heart of this profile of acceptance as involving a kind of cognitive 

gating operation. This process intervenes to block a particular belief state from having its usual 

downstream effects and playing its usual role across deliberation, inference, and action. Call this the 

Gating View of acceptance:  

GATING VIEW OF ACCEPTANCE: Accepting a proposition p, when the agent believes that not-

p, centrally involves preventing the target belief that not-p from having its usual downstream 

effects in deliberation, inference, and action (and restructuring these downstream effects in 

accordance with p).  

This gating results in changing the agent’s inferential and deliberative landscape, by blocking certain 

inferences that would be licensed by their beliefs, and blocking certain inhibitions imposed by those 

beliefs. Thus, acceptance both prohibits some options that would be available to the agent in virtue 

of what she believes, but also permits moves that would not be available under belief’s guidance.  

 The Gating View is entirely consistent with the existing high-level account of acceptance 

provided by Bratman and others. But fleshing out acceptance in this way already gives us new insight 

into key psychological features of acceptance that were not obvious with only the high-level account 

in hand.   

 First, acceptance is cognitively effortful. One must first be vigilant for all the various places where 

the target belief(s) may be involved in reasoning, cognition, and action, and intervene to block it from 

playing its usual role. To do this fully would involve not only monitoring the inferences and decisions 

that may depend on that belief state, but also anticipating the ways it may affect other cognitive 

functions–such as motivations, desires, attentional patterns. Further, in cases where one is substituting 

or adding an additional accepted proposition, one must then also update all these functions 

accordingly. These operations will involve executive processes which require significant mental 

resources (of which we have a notoriously limited supply); this is consistent with well-established 



 

 19 

evidence about monitoring and intervention processes across cognitive psychology. Thus, we can 

easily imagine that one might be prone to accidentally relying on their default belief in situations where 

she is distracted, or engaged in some other cognitively demanding tasks, and thus lacks the available 

cognitive resources to successfully monitor and intervene upon her default cognitive background.  

 Second, the Gating View reveals that acceptance is not a one-off action—though classic 

accounts tend to characterize it this way. Rather, acceptance commits us to a series of specific cognitive 

actions to be executed for as long as we are committed to accepting p. It is thus more precisely 

understood as a temporally extended sequence of specific mental acts, than as a single one-off action. Accepting 

is something we can choose to do, but so choosing involves committing to a pattern of acts over time. 

This invites us to ask about the extent to which an agent succeeds in accepting p, and evaluate this in 

terms of how consistently successful she is at identifying contexts where the underlying belief is a 

premise in her reasoning processes, and how frequently she succeeds at overriding this default belief 

with the accepted proposition. We also begin to see room for an element of skill or habituation here–

ideas that have not frequently been considered in the context of acceptance previously.  

 Third, the Gating View helps make sense of the relationship between mere gating—which only 

requires the agent to block the undesirable belief’s downstream effects—and gating with substitution: 

blocking the target belief’s downstream effects, plus the additional component of replacing the 

unwanted belief with a new accepted proposition. Gating with substitution involves an additional 

operational step, and so mere refusing to accept and accepting change the inferential landscape in 

slightly different ways. Mere gating just blocks the inferential permissions and inhibitions enabled by 

the targeted belief(s). Gating with substitution blocks those, and also issues new permissions and 

inhibitions resulting from the substituted proposition. Alternatively, acceptance may be used to “shore 

up” a commitment to a thought-to-be-likely proposition so that we can rely on it in practical 

deliberation, in cases where an agent is uncertain about whether p, or thinks p may be likely but doesn’t 

quite believe it. (One might want to describe such cases as addition, rather than substitution.) This reveals 

an important feature of the view: that we can apply the gating operation to whatever the underlying 

belief state is—including states of uncertainty—if we have some reason for not wanting that 

underlying belief state to be the one that guides our reasoning and action. 

The Gating View provides an initial operational profile of acceptance—one which accords 

with existing high-level descriptions, but which also provides us with new insight into features of 

acceptance that were not obvious with only the high-level account in hand. A natural next step is to 

ask about the view’s empirical plausibility. Beyond being intuitively plausible and cohering with 
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existing epistemological accounts, do we have good reason to believe that this gating process is 

something that might actually be realized in human minds? Does the operational process presented 

here actually accord with any existing phenomena studied by psychologists, that could implement this 

profile in our cognitive systems?  

4. A Mechanistic Profile: Acceptance as Doxastic Response Modulation  

 The answer, I think, is yes. I propose that empirical research on emotion regulation provides 

support for the kinds of mechanisms at work in the Gating View, thus lending it strong empirical 

plausibility. Acceptance, I argue, can be understood as the doxastic analogue to emotional response 

modulation.  

4.1. Response Modulation in Emotion Regulation  

The study of emotion regulation–how people can and do control the experience and effects 

of (often maladaptive) emotions–is a thriving field in psychology. This vast body of research explores 

a wide variety of emotion regulation strategies, used spontaneously and acquired through intervention 

training, and compares their effectiveness across contexts and populations. These different strategies 

are often categorized by the point in the emotion generation and experience process that they target. 

Most simply, we can distinguish between antecedent-focused and response-focused strategies (Gross, 

1998a).30  

Antecedent-focused responses seek to affect or prevent the formation or elicitation of the target 

emotion. This includes strategies such as situation avoidance, distraction, and reappraisal techniques. 

In contrast, response-focused strategies seek to regulate the physical, verbal, behavioral, and cognitive 

consequences characteristic of an emotion, after the emotion has already been elicited, and are thus 

also referred to as “response modulation” (e.g., Gross and Levenson, 1993; see also Gross, 1998b; 

Koole, 2009; McRae, 2016 for reviews). One well-studied example of response modulation is 

expressive suppression, in which one tries to inhibit the facial, verbal, or bodily expression of a felt 

emotion–such as keeping a neutral face upon witnessing something disgusting or getting upsetting 

news, or resisting an urge to flee in fear or lash out in anger.31 Expressive suppression involves 

 
30 Later accounts more precisely divide strategies into five categories: situation selection, situation modification, 
attentional deployment, cognitive restructuring, and response modulation (Gross, 1998b; McRae, 2016). Further, because 
emotions are temporally extended mental processes, the line between categories is in practice somewhat blurry. 
However, since I will be discussing only response modulation in detail, the courser two-category distinction is sufficient 
for present purposes.  
31 Although regulation is often discussed in the context of negative emotions, people can regulate positive emotions as 
well. For instance, someone trying to keep a neutral face and hide excitement upon learning that they were accepted into 
a prestigious school, or stifling laughter in response to a funny video, are examples of expressive suppression for positive 
emotions (Gross and Levenson, 1993).  
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monitoring one’s verbal and behavioral responses for the characteristic expressions of felt emotions, 

and preventing oneself from enacting those expressions.  

 These strategies can be used in specific one-off instances, such as when trying to suppress a 

yelp of fear when watching a scary movie, or repeatedly, as a long-term strategy for frequently arising 

emotions (Gross and John, 2003). In both cases, these response modulation strategies are demanding 

on executive processes (Franchow and Suchy, 2015, 2017; Gyurak et al., 2012; Niermeyer, Franchow, 

and Suchy, 2016; Richards, 2004; Richards and Gross, 1999): is cognitively effortful for people to 

deploy them over time, and they interfere with performance on other executively demanding tasks. 

People vary not only in how much they tend to rely on suppression techniques in everyday life, but 

also in how successful they are in using them to chronically regulate emotion. Crucially (and in partial 

explanation of the characteristic effort), these response modulation strategies do nothing to directly 

affect the initial generation of the emotion; their target is instead the downstream action tendencies 

(and in some cases, cognitive effects) that characteristically flow from the emotion’s activation.  

4.2. Doxastic Response Modulation  

I propose that acceptance involves applying the cognitive mechanisms at work in emotional 

response modulation to belief states.32 The response modulation process as developed for emotion 

regulation accords with key components of the Gating View.  

Most centrally, acceptance–like emotional suppression–does not directly seek to alter the 

underlying psychological base state (belief, in this case) itself. Rather, both seek to prevent the 

characteristic downstream consequences of the activation of the state in question. The Gating View 

characterizes acceptance as seeking to prevent the targeted belief from playing its usual role in 

deliberation, reasoning, and action. To do this is, essentially, to suppress the normal downstream effects 

of an activated belief–just as emotional suppression seeks to suppress the downstream effects of a felt 

emotion.  

There are of course differences between the characteristic downstream profiles of belief and 

emotion. However, these differences are not as deep as they may first appear; both kinds of states can 

give rise to the same broad categories of downstream effects. Just as strong emotions often give rise 

to facial expressions, verbal reactions, and other physical action tendencies, so too do beliefs. 

Encountering evidence that is starkly incongruent with belief-generated expectations may lead to 

 
32 Those who endorse accounts on which belief is a form of confidence or trust, such as Railton (2014) and perhaps 
Schwitzgebel (2002), and insofar as confidence and trust are affective states, might simply say that acceptance is a 
specific kind of emotional response suppression.  
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experiences and physical and verbal expressions of surprise. Successful acceptance–for instance of a 

friend’s innocence, against a belief in their guilt–may involve preventing oneself from letting out a 

surprised “oh!”, raising one’s eyebrows, or doing a noticeable double-take when encountering new 

evidence that does seem to speak strongly in favor of their innocence. Just as suppressing a fear 

response may involve resisting the urge to turn and run, so too does accepting a friend’s innocence 

involve resisting belief-motivated action tendencies such as not trusting them (behaviorally or 

psychologically) with sensitive information.  

Beyond these expression and action tendencies, the characteristic downstream profile of belief 

also includes a significant cognitive component as one of its primary functional roles: beliefs normally 

serve as our premises for reasoning and inference (our “default cognitive background”). Theorizing 

about acceptance thus requires us to focus on the suppression of these cognitive and inferential 

tendencies. On its face, this may appear to be a point of difference with emotional suppression, where 

empirical work has focused far less on suppressing cognitive effects. Yet emotions certainly do affect 

our reasoning processes, for better or worse. Although we think of downstream cognitive effects as 

being more central to the role of belief than to emotion, it would be a mistake (and in conflict with 

decades of empirical research on how emotions effect reasoning) to suggest that emotions do not in 

fact have significant cognitive consequences. Thus, fully suppressing an anger response surely involves 

not only preventing particular facial expressions, but also recognizing when our anger influences our 

reasoning processes–perhaps driving us to draw more negative conclusions about someone than we 

would if we were not angry. While this kind of cognitive response may be quite difficult to prevent–

and it may well be the case that brute suppression is a particularly ineffective strategy for controlling 

the downstream cognitive consequences of emotion–this difficulty does not itself signify a deep 

difference between the broad kinds of downstream effects that belief and emotion can have.  

We thus have an initial case for a parity between the primary function of emotional response 

modulation and acceptance: blocking the downstream effects of an activated state. The 

phenomenological profiles are similarly analogous. In suppressing both emotion and belief, there will 

be an experience of blocking, gating, working hard to prevent the usual responses from emerging–

whether those are facial expressions, action choices, verbal reactions, or reasoning patterns. In the 

cases of suppressing cognitive and inferential responses, there will be an experience of trying to 

monitor and identify what parts of the reasoning processes have been influenced by the belief or 

emotion, and to adjust those accordingly. Further, the phenomenology of effort is prominent across 
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both domains, and this accords well with the research cited above indicating that emotional response 

modulation is cognitively demanding.  

I’ll highlight three further dimensions of similarity between emotional and doxastic response 

modulation. First, we noted that the Gating View allows us to piece together the relationship between 

mere gating and gating with substitution: the Gating View accommodates the observation that in some 

cases we merely seek to gate a targeted belief state, while in others we seek to actively substitute a 

replacement proposition as well. A similar set of options exists the emotional domain. Sometimes, an 

agent merely wants to mask an emotional reaction and suppress the characteristic expressive 

responses, such as maintaining a neutral face when feeling disgust. Other times, she wants to actively 

replace the usual disgust response with an alternative response–such as a display of (apparent) 

enjoyment. Someone feeling disgust towards a friend’s poor cooking may not only wish to show a 

neutral face, but to actively seem as though she is enjoying the food.  

Second, it is characteristic of both emotional response modulation and acceptance that our 

deployment of these strategies is not entirely limited by the features that rationally or psychologically 

constrain the formation of the underlying psychological states. In other words: the very point of these 

regulation strategies is to provide agents with a way to override the default cognitive and behavioral 

roles of mental states that arise in response to particular kinds of stimuli. Our affective systems 

respond to certain kinds of stimuli–danger, injustice, impurity–with specific kinds of emotions–fear, 

anger, disgust. When these emotional processes are well-attuned, the activated emotions will be fitting 

to their objects; there will be certain perceived features that appropriately give rise to the emotions in 

question. Emotion regulation strategies allow agents to exert some control over the downstream 

effects of those emotions, when we have practical or moral reason to do so, even when the activation 

of the emotion was reasonable and fitting. Similarly with acceptance: doxastic response modulation 

gives agents a way to exert control over the effects of beliefs in our reasoning and deliberation, even 

when those beliefs are evidentially warranted and well-formed, when we have practical or moral reason 

to do so. In both domains, these response modulation processes allow agents to be responsive to 

practical reasons which would not themselves be the right kind of reason (descriptively or normatively) 

on which to directly form the underlying base state. Response modulation (emotional and doxastic) 

thus expands our agential capacities without sacrificing the proper functioning of the underlying 

system.  

Finally, in developing the Gating View we observed that accepting may be less difficult in a 

limited domain or context, but can become quite challenging over a wide range of contexts or long 
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period of time. This too tracks well with the cognitive profile of emotional response modulation. 

While it requires some cognitive effort to mask one’s anger or sadness in a one-off context, it becomes 

far more difficult to do this repeatedly over time and across a wider range of contexts. In the domain 

of emotion, relying on expressive suppression in daily life compromises general cognitive performance 

(Franchow and Suchy, 2015), is associated with negative affect (Brans et al., 2013), and has even been 

thought to contribute to depression and anxiety disorders (Campbell-Sills et al. 2006; Kashdan and 

Steger, 2006; Sperberg and Stabb, 1998;) and stress-related symptoms (Moore, Zoellner, and 

Mollenholt, 2008). In the context of belief, it is not difficult to imagine that it is far easier to accept a 

proposition that is only relevant in a specific time or place (such as that it will rain this afternoon) than 

a chronically relevant one (such as that your friend is innocent, or that your cooking skills are 

superior)—and that the greater set of contexts in which one seeks to accept, the more difficult it may 

be. Further, emotion regulation theorists generally agree that suppression is a rather maladaptive 

regulation strategy (Gross, 1998b; Lynch et al., 2001), associated with a host of negative psychological 

and social effects (Butler et al., 2003; Richards and Gross, 1999; Richards, 2004). Regulation strategies 

that seek to avoid the elicitation of the emotion in the first place (e.g., reappraisal strategies) are more 

sustainable and beneficial in the long run (Gross, 1998b; Richards and Gross, 2000).  

This too may hold a lesson for the doxastic domain: if you anticipate committing to accepting 

something in the long term and across contexts, it may be psychologically easier and more cognitively 

efficient to try to get yourself to believe the proposition in question instead–by searching for new 

evidence or reinterpreting old, generating further explanations, etc.–or to simply avoid conditions that 

make the belief occurrent and activated. However, actual belief manipulation strategies face several 

challenges: they take time, they cannot be guaranteed to work (sometimes the evidence just isn’t out 

there, and of course one of the starting premises of this entire project is that we cannot always get 

ourselves to believe something merely out of prudence), and any such belief-manipulation strategies, 

even if ultimately successful, may be epistemically suspect. Thus, acceptance is a crucial belief-

management strategy available to us in the meantime, or in situations when we do not actually want 

to interfere with our well-functioning belief-forming mechanisms.33  

 
33 It is worth noting that an agent who successfully accepts something over a long period of time may in fact end up 
altering their beliefs, without that being their intended goal. Insofar as acceptance will influence the agent’s patterns of 
behavior, planning, reasoning, and inference, the accepting agent is likely to alter her evidence-gathering practices in a 
way that the non-accepting agent is not—thus delivering her a different body of evidence than the non-accepter. This 
means that long-term acceptance may still result in different patterns of beliefs. But importantly, direct belief 
manipulation is not the target goal of this process.  
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These similarities across the emotional and doxastic domains give us compelling reason to 

think that we can posit response modulation as a plausible mechanism for acceptance. The profile of 

response modulation aligns neatly with the key features of both the Gating View and the high-level 

existing accounts of acceptance, and also has the benefit of being a well-established mechanism in the 

domain of emotion, thus lending it significant empirical plausibility–a crucial element for the present 

project of moving beyond high-level epistemological theorizing about acceptance and into the realm 

of empirically adequate philosophy of mind.  

5. Integrating Acceptance into the Ethics of Belief  

 We now have on the table a detailed psychological profile of acceptance, including a clearer 

picture of what kinds of mental operations it employs and the nature of the cognitive mechanisms 

involves. This leaves us better situated to explore a remaining question about acceptance: can it bear 

the weight of puzzles in the ethics and pragmatics of belief?  

 With only the high-level account of “taking a proposition as a premise in practical reasoning,” 

we might have worried that acceptance felt thin or unsatisfying compared to the robustness of belief—

a kind of cognitive pretense, or “acting as if.” When the motivations in question feel practically or 

morally urgent—e.g., when they involve the success of one’s future endeavors or the effort to be a 

good friend—we might have felt hesitant at “settling” for “mere acceptance.”  

 But by building out the profile of acceptance as we have here, I believe we can see that 

acceptance is robust enough to stand up to the moral and practical import of many puzzles in the 

ethics of belief. Acceptance on my view involves a serious kind of commitment to regulating one’s 

cognition and action over time—there is nothing thin or “hand-wavy” about setting out to do this in 

the long run. The response modulation mechanisms involve significant cognitive resources, and 

require cognitive vigilance to identify all the ways in which a target belief affects one’s cognition and 

action. Accepting will often be difficult, and require real buy-in from the agent—and they may well 

still fail to fully regulate every consequence of their belief. Still, an agent who sincerely tries to accept 

for some moral reason, and who does a good (even if imperfect) job at doing so, has done something 

morally significant and praiseworthy. Thus, we do not let an agent off the hook by suggesting that 

their doxastic duties are ones of acceptance rather than belief.   

 

 

 

 



 

 26 

5.1. Is Acceptance All We Care About?  

 Even if convinced that acceptance can have a role to play in the ethics of belief, one might 

still wonder just how much acceptance actually solves. An objector could press:34 imagine an agent 

who (we stipulate) entirely succeeds in accepting her friend’s innocence, but does nothing to alter her 

underlying belief that her friend is guilty. Does the accused friend still have any claim to be upset? If 

she acquires a device that gives her access to all her friend’s mental states and thus discovers that she 

still in fact believes she is guilty, would or should she still feel wronged by her friend?35 

I’ll provide two responses to this objection. The first is that my account reveals just how 

difficult it is to stipulate that an agent entirely succeeds in suppressing her belief. In many real-world 

cases, there will likely be moments in which the underlying belief state breaks through the agent’s 

suppression efforts–and thus, someone who wants to resist the idea that mere beliefs can (be) morally 

wrong could locate their complaints about the agent in the places where the undesired belief still 

influences her cognition and action. This also accords with the fact that the agent herself would likely 

recognize these breakthroughs as failures, and might feel guilty about them.  

The second route is more conciliatory. For all I’ve said here, it remains a genuinely open 

question–with room for reasonable disagreement–whether the belief state itself, independent of any 

downstream effects on cognition and action, and independent of any upstream failures of irresponsible 

reasoning or evidence gathering, can (be) morally wrong. Exploring this question is an important 

project in the ethics of belief, and settling it falls beyond the scope of this paper. At the very least, 

however, I believe that having a robust account of acceptance shifts the burden of proof: the 

proponent of belief itself must now give a positive argument defending its distinctive importance in 

some domain, independently of its downstream consequences in cognition and action.  

5.2. Acceptance and Supposition  

Another way in which lacking a psychological profile of acceptance may have obscured its 

theoretical usefulness, is that without a clear understanding of the psychological mechanisms involved, 

it can be tempting to conflate acceptance with nearby attitudes like supposition. With our new account 

of acceptance in hand, we are now in a much better position to clearly distinguish acceptance from 

supposition, thus making acceptance’s distinctive role in our cognitive ecologies even more clear.36  

 
34 Thanks to Chelsea Rosenthal for doing precisely this, and to Maegan Fairchild for further discussion of this point.  
35 See Basu and Schroeder (2019) for more discussion of doxastic wronging.  
36 Thanks to Chandra Sripada for encouraging me to flesh out this distinction.  



 

 27 

 The high-level goals of acceptance and supposition are plausibly quite different. Acceptance 

allows us to intervene on our default cognitive background when we want to reason and act on the 

basis of something we do not believe; acceptance is taking p as a premise in practical deliberation. 

Supposition, in contrast, is characteristically a kind of hypothesis exploration, mental simulation, or 

(potentially counterfactual) investigation of “imagine if p were true.” We have characterized 

acceptance as involving a kind of cognitive commitment to reasoning and acting on the basis of p. 

Supposition does not seem to involve this same commitment, and is unlikely to be a policy we commit 

to over time and across contexts. Instead, its aim seems much narrower: we generally suppose for the 

specific purpose of figuring out what might follow if p.  

Because of these differing goals, supposition characteristically involves constraining or  

restructuring our reasoning and inferences, but not our actions, reactions, or any broader  

set of cognitive mechanisms such as attention and motivation. We have discussed at length  

how acceptance, in contrast, involves blocking all the various cognitive, expressive, and behavioral 

downstream effects of the target belief. To see this, consider the different between agent A who 

accepts it will rain this afternoon, and agent B who supposes it will rain this afternoon. While we 

expect A to adjust her planning, inferences, and behavior to accord with a rainy afternoon, B does not 

seem subject to the same demands: instead, we imagine her merely thinking through what might 

happen if it rains, how things may be different than if it remains sunny, etc. B’s aims are specifically 

exploratory and epistemic, and do not practically commit her to “it will rain this afternoon” in the 

same way that A’s acceptance does. Similarly, an agent who merely supposes her friend is innocent 

may not be required to suppress a surprise reaction upon encountering new evidence of their 

innocence, or actively attend to the various weaknesses in the evidence against her. The fact that 

supposition does not require the agent to prevent all the various downstream responses of a target 

belief over an extended period of time, and instead merely consider what might rationally follow from 

the truth of the proposition in question, suggests that the Gating View of acceptance is far more 

demanding than what is needed for supposition. A supposer needn’t monitor her cognition and action 

nearly as thoroughly as an accepter, and needn’t commit to a long-term policy of doing so; the 

supposer merely needs to restructure her inferences to explore what follows from p.  

 These differences in high-level characteristics may also reflect differences in the lower-level 

psychological profiles of acceptance and supposition. Though a full treatment of the psychological 

profile of supposition is beyond the scope of this paper, we can offer some initial thoughts. As a first 

pass, one could argue for a gating and response modulation account of supposition with a more limited 
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target: the supposer only needs to gate and suppress the reasoning and inferential processes involving 

the target belief. This may capture part of the terrain, but it may not be the only available route. 

Instead, it seems plausible that supposition involves somewhat of a different cognitive profile, 

centrally involving processes of counterfactual reasoning, hypothetical simulation, and cognitive 

decoupling–and that these processes are more emphasized than the monitoring, gating, and 

suppression mechanisms that characterize acceptance. Such processes more closely align with the 

exploratory goals of supposition.  

These considerations suggest another dimension of difference, one which also helps clarify an 

important feature of acceptance. Following other authors, we have repeatedly claimed that acceptance 

is under our voluntary control: we can choose to engage the regulatory mechanisms discussed here. 

But, we have emphasized that these processes are effortful and cognitively demanding, and so agents 

may often fail in particular instances to regulate their target beliefs. What has not yet been articulated 

is that beyond this general observation about our limited regulatory capacities, some acceptances will 

be more difficult than others. Though acceptance lets us act and reason on the basis of propositions 

that are not supported by our evidence, our ability to successfully accept some p is not entirely 

unconstrained by our evidence. The more dramatic the departure from our overall evidence, the more 

of our default cognitive background of belief we will have to monitor and intervene on, and the more 

difficult successfully accepting across contexts will be. We thus start to see the limits of our 

acceptance-regulatory processes, and appreciate that although acceptance is not rationally determined 

by the features that determine belief, it is constrained by, influenced by, and sensitive to them in 

important ways. 

Supposition, in contrast, seems not to face these same restrictions. We can suppose things that 

drastically conflict with our evidence and are wildly implausible–even though it would be extremely 

difficult to actually succeed at accepting these things. I can suppose that there is a hoard of angry 

elephants outside my apartment, or that the speed of light is a different constant; I can reason through 

what might follow if either of these things were true. Yet actually accepting these, in the sense that I 

have argued for in this paper, would be implausibly difficult.37 The fact that supposition has aims 

 
37 I noted earlier that entirely succeeding at accepting even more reasonable propositions is quite difficult, in the sense of 
identifying and blocking every single downstream consequence of the target belief. However, we can surely be 
reasonably successful at this in many cases. But imagine just how difficult it would be to try to gain even a modest 
amount of success at accepting the presence of a hoard of elephants outside my (American college town) window. Surely 
actually aligning my behavior and cognition with this proposition would involve paying attention to nothing but my 
(apparently empty) lawn, calling my friends and the local news, taking pictures with my phone, and so on.  
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which are less practical and thus does not require me to act on the basis of these claims, and the fact 

that we tend to suppose in more limited contexts and timeframes, allows an agent to suppose a whole 

range of things that they may struggle to accept.  

This suggests that the more an agent seems to be regulating, committing to p, and using it to 

guide action, reaction, and a range of cognitive capacities such as attention in addition to inference, the 

more this will look like acceptance. In contrast, to the degree that an agent seems to have merely 

exploratory aims and is restructuring only their reasoning and inference patterns with the goal of 

figuring out what would follow if p, it may be more apt to describe them as merely supposing. It may 

be difficult to know precisely where to draw the line between these attitudes in some cases, especially 

when describing the psychologies of other people–and some may resist making the distinction at all. 

But, for those who want to understand how acceptance differs from supposition, I believe considering 

the characteristic aims and potential psychological profiles of both attitudes offers us a way to do so.  

I’ll close by briefly considering an alternative way one might have been tempted to distinguish 

between acceptance and supposition. At the outset, one might have tried to characterize acceptance 

as having specifically practical (broadly construed) aims, and supposition as having specifically 

epistemic aims. I think this characterization does not work for the simple reason that I believe 

acceptance, as I have described it in this paper, can be undertaken for specifically epistemic aims. To 

acknowledge this is to point out that sometimes, being the most successful epistemic agent in the 

broad sense will involve responding not merely to the considerations of the evidence directly in front 

of us.  

A classic instantiation of this point is a scientist who favors a hypothesis that is simpler or 

more explanatorily lovely, but which is equally or even less supported by the evidence in hand.38 In 

such cases, the scientist may at times accept the proposition, even if they do not strictly speaking 

believe it–but the motivation for doing so appears characteristically epistemic, insofar as it is 

connected to a motivation to learn more about the world, build more successful scientific models, 

etc.39 More broadly, however, we can imagine an agent who knows she faces an evidential situation 

 
38 Such cases motivate authors like Van Fraassen (1985) to appeal to acceptance: it allows them to explain how either 
practical or otherwise non-evidential factors could play a legitimate role in scientific epistemology.  
39 The philosophy of science is one of the domains in which acceptance has received more historic and contemporary 
attention. Yet while I think acceptance as developed here does have a role to play in scientific cognition, I doubt it tells 
the whole story. In many cases, I suspect that the kinds of cognitive regulation mechanisms I’ve argued for may be 
stronger than what the scientist needs; I am not convinced that reasoning and experimenting on the basis of a working 
hypothesis always requires the kind of systematic doxastic suppression I have discussed. A more appropriate attitude, in 
many cases, may be something like Fleisher (2018)‘s rational endorsement, which focuses on broader norms of inquiry 
rather than a specific cognitive profile. I similarly suspect that in the philosophy of religion—another domain where 
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that will be deeply unreliable or otherwise hostile. Though she expects the incoming misleading 

evidence, she also knows that her belief-forming mechanisms, left to their own devices, are likely to 

still respond to that evidence, update on it to some degree, or even be overwhelmed by it. Thus, she 

might seek to regulate her beliefs via the kinds of acceptance mechanisms discussed here, for the 

clearly epistemic purpose of retaining overall better beliefs, despite her impending evidential situation. 

These cases provide just a preview of the many ways in which acceptance can also be used for 

characteristically epistemic purposes, and thus suggest that contrasting the evidential and the practical 

is not the most fruitful way of distinguishing supposition and acceptance. There is far more to be said 

about the use of belief regulation mechanisms for epistemic aims than I have the space to discuss here, 

and so further theorizing on that topic must be left for future work.  

6. Concluding Thoughts  

We began this paper by observing that there a recurring tension in puzzles in the ethics and 

pragmatics of belief: on the one hand, there are many cases in which we appear to have compelling 

practical or moral reason to believe, but on the other hand, it is classically held that we cannot choose 

to believe on the basis of such non-evidential reasons. I have proposed that perhaps many of these 

apparently moral/pragmatic doxastic duties can be reframed as duties of acceptance rather than belief. 

This strategy becomes more compelling when we try to move beyond existing high-level accounts of 

acceptance and flesh out an empirically plausible psychological profile for acceptance—leading us to 

the Gating View of acceptance, fleshed out cognitively as doxastic response modulation. I have sought 

to develop a profile of acceptance that accords well with the high-level account initially presented by 

authors like Bratman, but also which gives us new insight into characteristics of acceptance that were 

not apparent with only the high-level account in hand.  

This newly enriched account of acceptance helps us to see why the attitude is well-suited to 

address certain kinds of puzzling problems. Acceptance allows us to be genuinely responsive to 

practical and moral considerations, and to regulate our beliefs in accordance with these reasons–

without forcing us to posit an implausibly voluntaristic account on which we can simply choose what 

to believe directly in response to these reasons. But acceptance also does not force us to require the 

doxastic gymnastics of trying to trick ourselves into holding a belief, nor does it force us to have the 

aim of infringing on our well-functioning belief-forming mechanisms in a way that is likely to be 

epistemically suspect.  

 
acceptance has received more attention—the profile developed here may have some role to play, but that it will fail to 
capture significant aspects of religious cognition.  
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Acceptance deserves a prominent role in the development of a robust and psychologically 

realistic ethics of belief. For instance, perhaps those seeking to defend epistemic partiality in friendship 

(e.g., Keller, 2004; Stroud 2006) could make progress by appealing to acceptance. Similarly, an agent 

who holds a racially prejudiced belief may have compelling reason to suppress that belief across a wide 

range of contexts. Such suppression could be motivated by merely professional or reputational 

concerns, or by genuinely moral ones, as in the case of someone who has an attitude of regret towards 

her prejudiced belief.40  

More speculatively, acceptance may help clarify the landscape in other less overtly moral 

domains of belief. For instance, acceptance may play some role in the kinds of cases that tempt some 

to appeal to “the power of positive thinking.” A very ill person may accept that she will recover, 

despite strong evidence to the contrary. A runner who “decides to believe” that she will win the race 

as she steps onto the track may be incorporating acceptance into her pre-competition ritual. 

Acceptance may have a role in understanding grit: in undertaking difficult long-term projects, we may 

at times need to suppress our beliefs about our likelihood of failure.41 Conversely, acceptance may play 

a role in certain kinds of self-deception or self-denial. In each of these cases, acceptance may not tell 

the whole story, and there may be other kinds of doxastic regulation or propositional attitudes in play–

exploring this remains an opportunity for future work.  

I’ll conclude by highlighting three key takeaways. First, I hope to have vindicated the role of 

acceptance as an important component of our cognitive ecologies, and a helpful tool in epistemology, 

philosophy of mind, and the ethics of belief. Second, I hope this present work invites us to expand 

how we think about doxastic control and the scope of our doxastic agency. I have tried here to shed 

light on a way in which we can exert significant control over our doxastic states, through the lens of 

regulating of our underlying beliefs, rather than through the traditional lens of choosing what to believe. 

Finally, I hope to have shown by example that the topic of doxastic control, which has long been 

primarily the purview of armchair philosophy, can be significantly elucidated with help from the 

empirical psychological sciences. Ultimately, this discussion of acceptance should be understood not 

as an ending point, but rather as a starting point: inviting us to both consider what other doxastic 

 
40 Rapstine (2021) develops this idea of epistemic agent regret more fully, building on Bernard Williams’s conception of 
agent regret in the moral sphere. I find the heart of Rapstine’s proposal compelling: the idea that we can hold a belief, 
take that belief to be evidentially justified, but nevertheless regret being a “vehicle” for that belief on moral grounds. 
Acceptance gives us a resource to do something about our beliefs in such cases, rather than merely resigning ourselves to 
this regret.  
41 See Morton and Paul (2019) for a thorough philosophical treatment of this topic.  
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capacities can be understood via empirical investigation, and also to consider what roles belief 

regulation capacities such as acceptance may play in our epistemological, practical, and moral lives. 
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Chapter 2 

Reframing Epistemic Partiality:  

Acceptance and the Cognitive Work of Friendship42 

 

 1. Introduction  

 What do we owe our friends, epistemically? This question has been discussed at length in the 

recent philosophical literature on epistemic partiality in friendship—which asks whether friendship can 

make demands on our epistemic and doxastic lives, and whether those demands of friendship can 

stand in tension with the norms of epistemic rationality. Various answers have been proposed in 

response to this question, including that we owe it to our friends to believe in them when they 

undertake difficult endeavors (e.g., Marušić & White, 2018; Paul & Morton, 2018), to take special 

epistemic care when we reason about them, to double check evidence that paints them in a bad light 

(Arpaly & Brinkerhoff, 2018; Goldberg, 2019), to believe well of them, to look for the good in them 

and not dwell on the bad (Basu, 2019b; Brinkerhoff, forthcoming; Gardiner, mansucript; Keller, 2004, 

2018), to trust them (Hawley, 2014), to interpret evidence about them especially charitably and expend 

extra effort in thinking through matters concerning them (Stroud, 2006; see also Gardiner, 

manuscript)—and so on.  

 These proposed obligations fall (roughly) into two categories. The first category contains 

obligations that target our “upstream” epistemic practices—those concerning, for instance, when and 

how we inquire into matters concerning our friends, how thoroughly we gather and verify evidence 

regarding them, how much effort we put into thinking through and understanding situations involving 

our friends. These practices are surely important features of the epistemic landscape of friendship, 

and this is where some have located most or all of our obligations in this sphere.  

 
42 I am grateful to Chandra Sripada, Peter Railton, Renée Jorgensen, and Maegan Fairchild for their detailed feedback on 
various drafts of this paper, and to Susan Gelman, Ethan Kross, Gabrielle Kerbel, and Zach Barnett for further 
discussion. Versions of this paper have been presented at the University of Michigan, Duke University, the 2022 Munich 
Graduate Conference in Ethics, and the 2022 Rocky Mountain Ethics Congress; thanks to those audiences for their 
discussion, and to Simon Stromer and Helen Han Wei Luo for their conference comments.  
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The second category contains obligations that look like they require us to believe against the 

evidence when it comes to our friends. For instance, consider the following case:  

CHEATING: Mateo comes to have good evidence that his best friend Shelby may have cheated 

on her final statistics exam. A reliable teaching assistant insists she saw Shelby staring 

suspiciously at her inner arm, where she now has a large smudge of ink, too obscured to tell 

what was written. Shelby has gotten in trouble for cheating once in the past. And Shelby’s 

performance on the exam was quite a bit better than her performance on past exams in the 

class. Although Shelby told the teaching assistant that she studied extra hard, Mateo has been 

busy with his own finals and does not have evidence to verify that. Mateo feels torn: he 

thinks his evidence suggests that Shelby likely cheated, but he feels he owes it to her 

as her friend to believe she did not.43  

Some authors (most notably, Keller, 2004; 2018; Stroud 2006) have argued that in cases like this one, 

friendship can make demands on our beliefs: what Mateo ought to believe qua good friend is different 

from what he ought to believe qua rational epistemic agent.  

 My focus in this paper will be this second category of doxastic obligation in friendship.44  Many 

have found cases like CHEATING compelling45 —there are, it seems, situations in which it a good 

friend will believe against the evidence (and these intuitions cannot be satisfied by appealing only to 

modifications in upstream practices). But defenses of such obligations face pressing objections, rooted 

in both the nature of friendship and the nature of belief. Most centrally, they face the worry that we 

cannot choose to adopt beliefs for moral or practical reasons—a worry which threatens to entirely 

head off the debate about owing our friends belief against the evidence. This leaves us with a puzzle 

 
43 I focus here on cases where a friend’s testimony is not part of the evidence. I agree with Goldberg (2019) that our 
friends’ testimony can provide us with strong (though not insurmountable) evidence for the truth of what they say, 
especially in high-stakes cases. As Goldberg argues, given reasonable background assumptions from both sides about the 
importance of maintaining trust in a committed friendship, it is often evidentially reasonable to believe that our friends 
are telling us the truth in high-stakes scenarios, because they know that to lie would compromise trust and damage the 
friendship. However, there are many cases where we either do not have access to testimonial evidence from our friends, 
or where the belief at stake is not one which testimonial evidence can clearly settle. Though Goldberg takes his 
explanation to apply equally well to cases where a friend’s testimony is involved and those where it is not; however, he 
does not fully explain how his account is supposed to cover the latter—and I think there is more work to do to account 
for these cases.  
44 Others have labeled this “direct” partialism (Mason, 2021; see also Arpaly and Brinkerhoff, 2018): the thesis that 
friendship can make demands directly on the content of our beliefs. This is contrasted to “indirect” partialism, which 
focuses on various practices which may impact the beliefs we ultimately come to have. 
45 Importantly, the specifics of the case are not central here—I offer a case where a friend has been accused of 
wrongdoing as just as one kind of example that has been frequently offered in the literature. Others might prefer cases 
involving belief in a friend succeeding at something very difficult and unlikely, or involving beliefs about whether a 
friend and their partner are a good match—or any other number of scenarios.  
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which has not been satisfyingly answered by the existing literature: how can we preserve the intuition 

that we have doxastic obligations towards our friends in such cases, while taking seriously the 

challenges that have been raised against this picture? 

 In this paper, I propose a novel solution to this puzzle: what we really owe our friends in these 

cases is not belief, but rather acceptance. Specifically, we owe them acceptance in the sense of regulating 

the characteristic downstream guiding role of a belief in cognition, reasoning, and action—an account 

developed by Soter (under review).  

 This paper will proceed as follows. I start by describing and motivating the partialist thesis 

(§2), and then describe two families of objections that have been raised against it (§3)—objections that 

we shouldn’t believe partially about our friends, and objections that we can’t. I then introduce a specific 

account of acceptance as doxastic regulation, which has close ties to the familiar architecture of 

emotion regulation (§4). I show that appealing to acceptance, instead of belief, to make sense of 

epistemic partialism both accounts for the objections raised against partialism (§5) and also attractively 

captures other features of the cases in question (§6).  

 Before diving in, a quick note about “belief.” There is reason to suspect important differences 

between the folk and philosophical conceptions of belief. The philosophical conception of interest is 

a “thin” evidentialist notion of belief as a mental state that is specifically and immediately responsive 

to our evidence—a state over which we lack direct voluntary control (especially for extra-evidential 

reasons), and which represents our confidence in the likely truth or falsity of some proposition p. But 

this may be just a narrow slice of the (admittedly under-investigated) folk notion of belief, which, in 

contrast, appears to be fairly capacious—for instance, there is empirical evidence that laypeople 

attribute substantive control over belief (Cusimano & Goodwin, 2019; Turri et al., 2018).46 It is 

specifically this thin evidentialist philosophical notion of belief that, as we will see shortly, runs into 

all sorts of problems in the domain of epistemic partiality. Nevertheless, the solution I ultimately offer 

of appealing to acceptance rather than belief will, I suspect, allow us to capture these folk intuitions; 

plausibly, we should interpret folk obligations of partiality as having been about acceptance all along.  

 

 
46 Several studies have found that people’s attributions of control over belief consistently fell above the midpoint on a 
seven-point Likert scale (Cusimano & Goodwin, 2019; Turri et al., 2018), and that people attributed more control over 
beliefs than some other mental states like emotions (Cusimano & Goodwin, 2019). Exactly what people think this 
control amounts to remains an open empirical question, and an important one to explore. One possible hypothesis is 
that many of the doxastic-regulatory mechanisms that I defend as part of acceptance are actually captured within the folk 
notion of belief.  
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2. The Partialist Thesis  

 The partialist claim of interest is whether friendships (and other close personal relationships) 

(at least sometimes) make demands on our beliefs, such that we can owe it to our friends to believe 

against the evidence in matters concerning them.47 This suggestion is proposed against the background 

of evidentialism as a dominant view in mainstream epistemology (Feldman & Conee, 1985; Shah, 2006), 

on which only evidential factors (i.e., information that bears on the truth or falsity of a proposition) 

are reasons to believe that proposition.48 The mere fact that someone is my friend is not, in many 

cases, something that bears on the likely truth or falsity of some proposition about that person. Thus, 

partialists—who endorse the claim that friendship can give us obligations to believe favorably about 

our friends even in cases where the evidence does not support such a favorable belief—hold that 

“there are cases in which an agent cannot meet both the highest standards of friendship and the highest 

standards of epistemic responsibility” (Keller, 2004, p. 330).49 Most famously, this view has been 

defended by Simon Keller (2004; 2018) and Sarah Stroud (2006).  

 In cases like CHEATING, the partialist might claim that Mateo owes it to Shelby to believe her 

innocence, despite the unfavorable evidential situation. Stroud and Keller propose other examples that 

share this dynamic as well. In Keller (2004)’s well-known example, Eric’s evidence suggests that his 

friend Rebecca’s poetry will likely be mediocre and not impress a literary agent in the audience; 

nevertheless, Keller suggests that Eric owes it to Rebecca to try to form more favorable beliefs about 

her work. Stroud (2006) considers a case where your friend Sam recently slept with someone and then 

never returned her calls, despite Sam’s awareness of the feelings she had for him. Stroud assumes that 

in this case, your evidence of Sam’s bad behavior is solid—and yet, she suggests that in such a case 

you owe Sam “something other than an impartial and disinterested review of the evidence” (2006, p. 

504), as his friend. Crucially, the claim at stake here is that we owe it to our friends to believe some 

 
47 I follow others in this debate in focusing on cases where the belief at stake is a belief about one’s friend. However, we 
might also owe doxastic duties of friendship concerning beliefs about other matters—say a belief about someone or 
something else important to them.  
48 There is some disagreement about the best way to characterize evidentialism. In the partiality literature, it is sometimes 
characterized as the claim that what one ought to believe is solely determined by one’s evidence. In the literature on 
encroachment, this stance is called purism (Bolinger, 2020).  
49 Though partialism has most often been discussed with reference to evidentialism (and I will follow that trend here), 
the same tension can arise even on theories of epistemic rationality that allow other considerations to play an important 
role in standards of belief formation and revision beyond the narrowly evidential: for instance, those that given an 
important role to explanatory considerations. Against such theories, the partialist thesis can be reframed to claim that 
friendship will still give us reasons to adopt beliefs that are not necessarily consistent with the beliefs that epistemic 
rationality would require us to adopt  
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way about them despite the unfavorable evidence50 (what Mason (2021) labels “direct partialism”); this 

is distinct from, though consistent with, the claim that we might also owe our friends different 

“upstream” epistemic practices (such as double-checking our evidence).51   

These altered doxastic practices are proposed to be motivated by the needs and interests of 

our friends, not by what is likely to be true. But because the motivation for these practices has nothing 

to do with making our beliefs likely to be more accurate, this means that friendship is giving us reason 

to be epistemically irrational by evidentialist lights. Importantly, Stroud and Keller talk not only about 

partiality being characteristic and constitutive of friendship, but also frequently talk in terms of what 

friendship demands of us, or of what we owe our friends.52 The partialist proposal is thus not merely an 

evaluative claim about how we should assess people as friends in virtue of their beliefs; rather, this 

thesis is framed as an action-guiding one, telling us what ought to do to be good friends.  

 There are several reasons philosophers have found the partialist thesis attractive. First, there 

is the simple observation that many people feel an intuitive tension between what the evidence 

suggests we ought to believe and what a friend ought to believe in various cases. There appears to be 

a reasonably reliable intuition that one’s beliefs and mental states can make a difference to the 

friendship in cases like CHEATING, and others raised in the literature. Further, there is some empirical 

evidence that this kind of intuition is shared by laypeople: for instance, people indicate that a close 

friend should believe more optimistically about someone accused of a drug charge than an 

acquaintance should, and, crucially, that the close friend should believe more optimistically about their 

friend than they think is permitted by the evidence (Cusimano & Lombrozo, 2021). Insofar as this 

kind of intuition is reasonably widely shared among both philosophers and laypeople, it seems worthy 

of serious investigation. Friendship is a domain in which we all have intimate personal experience; 

thus, we ought to take seriously widespread judgments about what friendship involves.  

 Moving beyond mere intuitions about particular cases, Keller (2018, pp. 25-26) motivates 

partialism by arguing that some of the distinctive goods of friendship—including support, having 

 
50 Partialists acknowledge that sometimes we believe more favorably about our friends than a detached observer because 
we have more evidence about them. However, the cases of interest are those where we owe our friends epistemic and 
doxastic duties that are not justified by this further evidence—cases where by stipulation, the evidence against our friends 
does not look good.  
51 Mason (2021) labels this “upstream” partialism “indirect partialism; and Apraly and Brinkerhoff call it “partialism-
light.” Both take the light/indirect version of partialism to be strictly compatible with the view that there are no practical 
reasons for belief.  
52 For instance, Keller writes that “the tendency to treat us sympathetically [through their beliefs] is not just one that we 
think likely to be manifested in our friends, it is one that we can want them to manifest” (2004, p. 338; emphasis in 
original).  



 

 38 

someone on your side, and openness to seeing the world through our friends’ eyes—require us to 

sometimes form beliefs based on reasons of friendship, rather than on the evidence. He also notes 

that what others think of us—especially those with whom we share close relationships—can make a 

difference to our wellbeing on any account that goes beyond subjective hedonism (Keller, 2018, pp. 

20-24). He proposes that we want our friends to believe well about us—even (or perhaps especially?) 

in cases where the epistemic chips are down and things don’t look good for us. In this sense, he argues, 

we have a stake in what our friends believe about us—even if we don’t actually know what those 

beliefs are.53 These lines of reasoning point to an even more basic reason in favor of the partialist 

thesis, which is that it gets something very fundamentally right about friendship: that friendship makes 

demands not only on how we treat our friends, but also on how we think about our friends.  

3. The Partialist Puzzle: Some Key Objections  

 Nevertheless, when we interpret these claims on the standard philosophical account of belief, 

this partialist thesis runs into several serious problems. The objections that have been raised against 

partialism fall into two main categories: those that target the “friendship” part of the partialist thesis, 

and those that target the “belief” part.  

3.1. Objections from Friendship 

 The first family of objections against partialism claim that we should not believe partially and 

irrationally about our friends, because there are important goods and obligations of friendship that 

require our beliefs to be based on evidence about who are friends really are. There are several versions 

of this worry.  

 Let’s call the first version the objection from honesty. It holds that partialism overlooks the 

importance of having honest assessments of our friends (see Arpaly and Brinkerhoff, 2018; Kawall, 

2013; and Mason, 2021). The first way to motivate this is by pointing out that there are important 

cases in which having an overly inflated view of our friends would interfere with our ability to fulfill 

certain roles of friendship. For instance, we frequently seek out our friends’ advice before undertaking 

big life choices or risky endeavors, such as the decision to open a new business. Our friends’ ability to 

give sound advice in such situations depends in crucial ways on their having a sufficiently honest and 

accurate view of us to form a reasonable belief about our likely chances of success—without this, they 

 
53 Similarly (though with a broader focus) Basu (2021) suggests that “we care how we feature in the thoughts of other 
people and we want to be regarded in their thoughts in the right way” (p. 109). 
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might encourage us to put our life savings into a business that’s doomed to fail.54 Thus, the argument 

goes, there are salient cases in which holding more favorable beliefs about our friends than would be 

justified by the evidence alone would actually make us worse friends. 

 Of course, all this shows is that we sometimes need honesty from our friends’ beliefs; this does 

not disprove the thesis that other times, friendship will indeed involve evidentially unjustified beliefs. 

While honest belief might be important when a friend is seeking frank advice, optimistic belief might 

be important when what they need is support or motivation. The problem here is that once we’ve 

adopted an irrational belief in one context, this will make trouble for the cases where honesty and 

evidential rationality is needed. Beliefs (on the standard philosophical view) are characteristically 

acontextual and stable across contexts (barring changes in one’s evidence). Thus, a friend who 

succeeds in adopting an irrationally favorable belief about my chances at business success in some 

context will not (on the standard view) be able to simply discard that belief in a context where 

evidentially-justified beliefs become crucially important. 

 There is a deeper dimension to the honesty objection: we want our friends to love us based 

on who we actually are, not based on some fictionalized, idealized version of us. Kawall points out that 

if a friendship is based on systematic illusion and unjustified belief about someone, we should worry 

that the friendship is flawed, and “not a love of the friend herself, with her actual character and 

qualities” (Kawall, 2013, p. 361; see also Gardiner, manuscript). Similarly, Mason (2021) proposes a 

Murdochian account of friendship on which knowledge of a friend’s true character is a central part of 

friendship. Both authors (but especially Mason) suggest that systematically irrational beliefs about 

important features of one’s friend undermines the legitimacy of the friendship, as they seem to prevent 

one from loving and relating to the person themself as a friend. It is surely right that we want our friends 

to know and love us for us, and not for an idealized fiction of ourselves.55  

 A related objection about the importance of evidentially-grounded belief in friendship is the 

objection from authenticity. This objection worries that believing on the basis of friendship itself is the 

wrong kind of reason (in a normative or evaluative sense) for thinking well of our friends. Crawford 

(2019) proposes that to believe favorably about our friends, on the basis of thinking that is what one ought 

 
54 Arpaly and Brinkerhoff (2018, p. 43) and Kawall (2013, p. 360) both worry about such cases. For instance, Kawall 
discusses cases where—as a result of encouragement from a friend with “positive illusions” about their friend’s 
abilities—someone takes on tasks or goals for which they lack the requisite skills.  
55 Further, being clear-eyed about someone’s flaws or bad actions need not always undermine our friendship with them: 
surely we have all had the experience of fully recognizing a friend’s flaws, but loving them anyway. See Yao (2020) for a 
compelling discussion about the importance and challenge of loving someone with full recognition of their flaws.  
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to do to be a good friend, is to be inauthentic towards our friends. Insofar as we hold positive beliefs about 

our friends, we should hold them because think those beliefs are rationally warranted: because we are 

attuned to the good-making features of our friends that justify those beliefs. On this view, we are not 

being good friends when we believe well about our friends because we think that favorable beliefs 

about one’s friends are the kinds of attitudes we think friends should have; rather, we are good friends 

when we believe well about them because we notice, attend to, and appreciate the qualities in them 

that make them deserving of our positive assessment and estimation.  

3.2. Objections from Belief  

 The objections from honesty and authenticity raise crucial concerns about the nature of 

friendship. But even if we alleviate these worries,56 there remain pressing objections to partialism 

grounded in its claim about how we ought to believe. 

 Perhaps the most obvious objection to partialism is a persistent worry for the ethics of belief: 

the problem of doxastic control. On the standard philosophical accounts of belief, we do not have direct 

voluntary control over our beliefs; in particular, we cannot choose to believe something unsupported 

by our evidence directly on the basis of practical or moral reasons.57 Beliefs are, on this view, not only 

rationally but also psychologically or constitutively determined by our evidence. But if we cannot 

choose to believe on the basis of non-evidential reasons (such as moral and pragmatic considerations), 

and assuming we accept some kind of “ought implies can” constraint on our duties and obligations, 

then how can we make sense of any claims that there are moral or pragmatic duties to believe 

something? At its core, this objection retorts that we do not owe it to our friends to believe against 

the evidence because we cannot believe against the evidence for reasons of friendship (see Arpaly and 

Brinkerhoff, 2018; Goldberg, 2019 (p. 2230, fn. 17)).   

 One way to try to avoid this problem is to appeal to various strategies we might adopt to try 

to cultivate favorable beliefs about our friends in situations that demand such beliefs. But this too 

faces worries: as Arpaly and Brinkerhoff (2018) point out, philosophers are often a bit too happy to 

throw around the idea that we can cultivate specific mental states in ourselves—but this is actually 

quite difficult to do with much precision or reliability. And the worry is particularly bad in the case of 

 
56 We might distinguish between the proposal that we ought to have a policy of believing more favorably about our 
friends in general, versus the proposal that there are some specific cases in which we ought to believe more favorably 
about our friends, but that in general rational belief is warranted. The objections from honesty and authenticity seem to 
have far less bite against the claim that we just sometimes owe our friends belief against the evidence than against the claim 
that we ought in general believe better about our friends than the evidence warrants—and the latter thesis does indeed 
seem implausibly strong.  
57 See Alston (1988) and Williams (1970) for particularly foundational defenses of this claim.  
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belief—for if we alter our epistemic practices with the stated goal of trying to bring about a particular 

belief in ourselves that we don’t take to be supported by our evidence, this processes risks becoming 

self-undermining (Williams, 1973). So the problem of doxastic control persists.  

 A final salient challenge to partialism simply denies that the epistemic and doxastic obligations 

owed to our friends are epistemically irrational. For instance, Kawall (2013) proposes that friendship 

demands at most a modest epistemic bias towards our friends: the beliefs we form in cases like those 

discussed above may indeed be different than those of a disinterested observer, but this does not yet 

show that such beliefs are irrational.58 We might flesh this idea out by appealing to epistemic 

permissivism,59 which holds that there is not one unique (set of) belief(s) or confidence state(s) that is 

rationally required by any given body of evidence (e.g., Kelly, 2013; Schoenfield, 2014). On such a 

view, there might be room for practical/moral considerations like those of friendship to influence 

which (set of) belief(s) to adopt from those that fall within the rationally permitted range—thus 

allowing friendship to act as a reason to adopt a belief without condemning us to irrationality or 

requiring us to believe against our evidence.60 

 However, I do not think this objection succeeds at discharging the puzzle of partialism, 

because it always seems open to the partialist to continue presenting cases that further stack the 

evidential deck against our friend. In CHEATING, for instance, we can introduce further unflattering 

pieces of evidence against Shelby—and the intuition might still remain that Mateo owes her some kind 

of doxastic duty of friendship. Our goal should not be to kick off an endless string of case-swapping—

first, because this is an unproductive philosophical approach, and second, because our goal here is not 

to develop an account of why Mateo might be evidentially rational in believing that Shelby is innocent 

after all. Rather, the present aim is to try to make sense of precisely the cases in which friendship does 

 
58 Relatedly, Paul and Morton (2018) argue that purely epistemic considerations are often not enough to pick out a 
uniquely best “evidential policy”—a standard that structures our reasoning, thinking, or belief-updating practices—and 
so there is room for practical and contextual factors to influence the beliefs we adopt. They suggest that the limits of 
epistemic rationality to determine a unique appropriate evidential policy are especially salient when forming beliefs about 
agents’ future endeavors (“believing in” people).  
59 See also Hawthorne (2014) and Goldberg (2019) for use and discussion (respectively) of this strategy  
60 Another way to develop a version of this objection would be to adopt an encroachment view, on which moral and 
practical considerations can legitimately affect what it is rational to believe (see Bolinger, 2020 for an overview). 
However, encroachment is a controversial view (and, as Bolinger argues, there is not one single kind of encroachment 
thesis). We will be strategically better off if we can develop an account of partialism that does not rest on antecedently 
accepting encroachment, and I will not wade into the weeds of encroachment in this paper. For more on the relationship 
between encroachment and partiality, see Goldberg (2019) and Gardiner (manuscript).  
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seem to come into conflict with epistemic rationality—those cases when we really seem to owe our 

friends some kind of doxastic duty, despite the unflattering evidence—whatever those cases may be.61   

3.3. Taking Stock of the Puzzle  

 We find ourselves stuck with a puzzle. On the one hand, we have the persistent intuition 

proposed by partialists that we can sometimes owe it to our friends to believe against the evidence in 

matters regarding them (in addition to whatever other epistemic obligations of friendship we might 

have); this is a key component of the partialist view. On the other hand, we have a collection of serious 

concerns about the viability of this view. Such obligations risk being both impossible due to worries 

about doxastic control, and (even if we could fulfill them) inadvisable given the importance of honesty 

and authenticity in friendship—concerns which both highlight the importance of believing based on 

the evidence within friendship. The puzzle is this: how do we account for our intuitions that friends 

can owe each other specific doxastic duties in cases like CHEATING, without sacrificing important 

goods of friendship or positing unfulfillable obligations?  

 As it stands, we lack a clear account that can capture the doxastic duties at stake without falling 

prey to one or more of the objections discussed above. Prior work in the literature has either retreated 

to our indirect or upstream duties in response to worries about doxastic control (e.g., Arpaly and 

Brinkerhoff, 2018; Goldberg, 2019) or else has insisted that we must reject our partialist intuitions to 

preserve honesty and authenticity in friendship (e.g., Crawford, 2019; Mason, 2021). No account put 

forward in the literature adequately addresses the motivations and concerns on both sides of the 

debate. Happily, I think there is a way to capture the motivating spirit of the partialist thesis, while 

also accounting for the objections that have been raised against it. 

4. Acceptance and the Regulation of Beliefs   

 My proposal is that what’s really at stake are not obligations of belief, but rather of acceptance—

specifically, acceptance in the sense developed by Soter (under review). On this account, acceptance 

involves a commitment to preventing a belief from playing its usual guiding role in cognition and 

action. In what follows, I lay out this view of acceptance and show how it can help us account for 

both sides of the puzzle of partialism: it can give us a story of what we owe our friends when we seem 

to owe them belief against the evidence, without falling prey to the objections discussed above. It 

turns out, on this view, that what is at stake when it comes to the doxastic landscape of friendship is 

 
61 In general, I think we ought to be skeptical of attempts to show that (even permissivist accounts of) evidentialism can 
always explain away conflicts between morality and epistemic (see Traldi, 2022 for one way of defending this idea). The 
world is an uncooperative place; why should we assume that we can never have morally undesirable beliefs that are 
nonetheless reasonable and rational given our evidence?  
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not just the beliefs that we hold regarding our friends—but rather, the roles we do (and don’t) allow 

those beliefs to play in our cognitive economies. What’s important is not only what we think about our 

friends, but also how we think about them.   

4.1. An Account of Acceptance  

 In domains far removed from epistemic partiality, other philosophers have proposed that in 

circumstances where we do not want to let some belief play its usual guiding role in structuring our 

deliberation and action, we can instead accept some alternative proposition—where acceptance is 

characterized as taking a proposition as a premise in practical deliberation and action.62 In particular, 

Bratman (1992) describes acceptance as departing from our “default cognitive background” of belief. 

For instance, a lawyer might believe based on the evidence that her client is guilty, but nonetheless 

accept the client’s innocence on professional grounds and in professional contexts: that is, she might 

commit to a policy of reasoning and acting on the basis of her client’s innocence.63 Thus, on a 

Bratman-style account, we can accept when we want to reason and act on the basis of something other 

than what we believe—as belief would normally guide these processes spontaneously and non-

inferentially (Railton, 2014).  

While belief is (in some sense) involuntary and determined by the evidence, acceptance is 

proposed to be more clearly under our direct voluntary control. Acceptance is something we can 

choose to do, and we can undertake this action for practical goals, in specific contexts, and in response 

to non-evidential considerations. When we choose to accept something we do not strictly speaking 

believe, we intervene on our default cognitive background to prevent our beliefs from playing their 

usual guiding role, and we instead commit to acting and reasoning on the basis of whatever we accept.  

Elsewhere, I adopt this high-level characterization as a starting point, and from it develop a 

more precise account of what actually goes on, cognitively, in the mind of an agent who departs from 

her default cognitive background of belief (Soter, under review). The goal of this account is to 

characterize acceptance in terms of empirically psychological mechanisms. Here, I outline some of the 

key features of that account that are important to understand for present purposes.  

 
62 Acceptance has been discussed by a number of authors, including Bratman (1992); Cohen (1989; 1992), Engel (1998), 
and Van Fraassen (1985). There are important differences between these accounts—for instance, Cohen describes 
acceptance as whatever we take as a premise in practical deliberation, while Bratman describes acceptance as specifically 
what we do when we want to rely on something other than what we believe. Soter (under review) prioritizes the Bratman-
style account of acceptance; see that paper for more discussion on the motivation.  
63 Cohen (1992) discusses this kind of example at length.  
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An accepting agent seeks to reason, deliberate, plan, and act on the basis of something other 

than what she believes. To do this, she will need to monitor her cognition to identify the various ways 

in which the unwanted target belief is active and influencing her cognition and action. She will then 

need to intervene to block all the usual inferences, actions, and other downstream effects caused or 

licensed by the target belief—and (where appropriate) substitute in the alternative accepted 

proposition. This blocking can be described as a cognitive gating operation, consisting in preventing the 

target belief from having its usual downstream role in cognition, deliberation, and action—and then 

restructuring one’s deliberative and inferential landscape accordingly. Patterns of thinking and acting 

that would be licensed (or inhibited) by the underlying belief must now be blocked (or are now 

permitted) by acceptance. Importantly, these processes can target belief states of any level of 

confidence, including states of uncertainty.  

Two key features of acceptance arise from this characterization. First, acceptance is cognitively 

effortful and demanding on executive processes, of which we have a limited supply, as it often involves 

active inhibition of default patterns of thinking and acting. Second, acceptance is not a one-off action, 

but rather a temporally extended sequence of specific mental acts. Accepting, in other words, involves 

committing to the gating operation and restructuring over time: for however long and in whatever 

contexts an agent is trying to accept, she is committed to working to block and restructure the 

characteristic downstream effects of her target belief in cognition and action. This is something the 

agent can choose to do: it is under her volitional control. But the control profile here is one of effortful 

regulation over time.  

This account gains both theoretical and empirical plausibility by its operational analogy to well-

known strategies in the domain of emotion regulation. One prominent class of emotion regulation 

strategies are response modulation strategies, which seek to regulate the verbal, behavioral, and cognitive 

consequences of an emotion that has already been elicited (e.g., see Gross, 1998a, 1998b; McRae, 

2016).64 Such strategies target the characteristic downstream effects of an activated emotion state—

for instance, facial expressions of disgust or vocalizations of fear—but do not directly target the 

alteration of the underlying emotion state itself.65 I argue that we ought to understand acceptance as 

 
64 These response-focused strategies are classically contrasted with antecedent-focused strategies, which seek to prevent the 
elicitation or activation of an emotion state in the first place, or otherwise intervene upon the generation of the emotion 
state. This distinction is broad and oversimplifies things, but it is useful for present purposes. See Gross and Feldman 
Barrett (2011) for a helpful discussion of how the success of the distinction depends on one’s background view on the 
nature of emotions. 
65 These strategies are often labeled “expressive suppression” in the psychology literature.  
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applying the same cognitive mechanisms at work in emotional response modulation to belief states: 

acceptance is doxastic response modulation.  

There are numerous similarities between the gating account of acceptance and the well-studied 

profile of emotional response modulation, which I spell out in detail in Soter (under review). For now, 

it is enough to appreciate this at a high level: in both emotional and doxastic response modulation, we 

rely on cognitively effortful control mechanisms to prevent the characteristic downstream 

consequences on cognition, deliberation, reasoning, and action—and these suppression efforts do 

nothing to directly alter the underlying base (emotion or belief) state. In both domains, we must 

continue to deploy these regulatory mechanisms for as long as a) we are committed to suppressing the 

unwanted mental state, and b) the unwanted mental state remains (i.e., as long as I am still angry, or 

still believe that p). And crucially, in both the emotional and doxastic domains, response modulation 

allows us to regulate the mental state in response to practical and moral considerations which are not 

themselves the right kind of reason on which to form the underlying mental state. In other words, just 

as emotion regulation allows us to (for instance) suppress our anger in situations where anger is 

practically disadvantageous even if the anger was fittingly elicited, so too can doxastic regulation (i.e., 

acceptance) allow us to suppress the effects of a belief that is practically or morally undesirable, even if 

the belief is well-formed and evidentially justified. In both cases, we can regulate the underlying states without 

compromising the proper functioning of the state-elicitation processes.     

4.2. Partiality and Acceptance 

 With this account of acceptance as regulating the characteristic downstream effects of a belief 

on guiding cognition and action, we are now in a place to begin to unsnarl our puzzle of partiality. My 

proposal is this: in cases where an agent seems doxastically pulled in one direction by the evidence, 

and another direction by reasons of friendship, what they owe to their friend is not a duty of belief, 

but rather of acceptance. That is, it’s not that we directly owe it to our friends to adopt a belief about 

them that is inconsistent with our evidence. Rather, we owe it to our friends to regulate the usual 

functioning of the undesirable (from the perspective of friendship) belief in our cognitive economies. 

We owe it to them to commit to blocking the effects of our (well-formed and evidentially justified) 

belief and to coming ourselves to restructuring our reasoning and action on the basis of the accepted 

proposition. In the remainder of the paper, I will make the positive case for this view.   

5. Resolving the Challenges from Belief and Friendship   

First, I will show that appealing to acceptance to explain our doxastic duties to friends can 

resolve the challenges for partialism discussed in §3. I then provide several further reasons to think 
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that acceptance accurately captures what partialists want out of the rich doxastic landscape of 

friendship.  

One set of objections against partialism targeted the “belief” component of the thesis, 

worrying that we cannot have doxastic duties of friendship because we cannot form beliefs for such 

reasons, or that we don’t need them, because any cases of apparent tension can be resolved with a 

permissivist framework.  

Acceptance straightforwardly meets the challenge of doxastic control. Acceptance provides us 

with a substantive account of how friends ought to respond when evidential reasons for belief and 

reasons of friendship seem to conflict—without forcing us to either deny the orthodox view that we 

cannot choose to form beliefs in response to such practical and moral reasons, or to retreat to indirect 

methods of belief manipulation which may be at best unreliable, and at worst self-undermining. 

Acceptance takes seriously the limits of our control over belief formation—but also elucidates the 

substantive regulatory control we have over the role beliefs play in our cognitive economies.66  

 Second, because acceptance allows us to make sense of how we can respond doxastically to 

cases where the evidence, by stipulation, does not rationally permit a positive belief in our friends, we 

alleviate the temptation to try to explain away all cases of apparent evidential irrationality in terms of 

(for instance) permissive standards of belief. It may well be that a “modest epistemic bias,” permissivist 

standards of evidential responsiveness, and altered upstream inquiry practices of (e.g.) evidence-

gathering, interpretation of information, and patterns of attention can account for a great many cases 

where we believe differently about our friends than a disconnected rational observer would. But we 

need not (and, I think, should not) assume that there can never be dilemmas that pull us between 

epistemic norms and moral ones. Instead, acceptance—which is answerable to a wider range of 

reasons than the merely evidential—gives us the resources to explain what we owe our friends in those 

cases where what seems doxastically demanded by friendship is genuinely outside of what it is 

rationally permissible to believe based on our evidence.   

 In short, acceptance avoids the problems partialism encounters when we frame it as a duty to 

believe against the evidence, because acceptance is not about belief formation, but rather about belief 

regulation. Even if we cannot choose form beliefs in response to the needs of our friends, we can 

choose to regulate their characteristic guiding role in our cognitive economies, in response to the needs 

of our friends. 

 
66 Though as I discuss in §6.2, the fact that acceptance is under our voluntary control does not mean that we have perfect 
control over it.  
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 The other set of objections against partialism worried about important goods of friendship—

e.g., honesty and authenticity—whose realization depends on us believing based on our evidence when 

it comes to our friends.  

Acceptance can handle both versions of the objection from honesty. It accounts for the 

observation that there are important contexts where having an irrationally favorable belief would make 

us worse friends, such as when giving a friend advice depends on our having a clear-eyed view of the 

situation. Unlike belief, which is characteristically stable across contexts, we can choose to accept a 

proposition in some contexts but not others. Thus, explaining partiality in terms of acceptance gives 

us an important kind of discretion as friends: we can accept a proposition in cases where doing so 

would be beneficial for the friendship or our friend (e.g., when they need support and encouragement), 

but not accept it in cases where being guided by rational belief is more valuable (e.g., when they need 

clear-eyed advice, or perhaps an honest intervention). Keller himself notes the importance of this 

context-sensitivity, writing: “good friends treat each other differently under different circumstances, 

and a good friend often has the skill of being able to discern and respond to her friend’s needs, as they 

are and as they change… and the same goes for belief formation” (2018, p. 28). This feature, so 

puzzling from a belief-oriented account of partiality, is no problem for acceptance.  

In a similar vein, acceptance also allows us to account for worries about how we ought to 

weigh partialist reasons of friendship against other kinds of moral reasons. Gardiner (manuscript), for 

instance, raises broader moral worries about partialists’ reliance on cases in which a friend is accused 

of serious wrongdoing. Consider a friend who is credibly accused of sexual assault: even if we might 

in some sense be a good friend if we believe their innocence, we risk serious moral harm to the victim 

in doing so. The acceptance view gives us the right resources to make sense of these worries. Reasons 

of friendship are just one instance of the moral and practical considerations that govern acceptance. 

This means that in deciding whether to accept, we ought to take into account not only whether 

someone is our friend and whether it would be good for them, but also various other kinds of moral 

considerations—including considerations of justice to others involved. In some cases (such as 

CHEATING, which is relatively mild), reasons of friendship may dominate. In others—such as sexual 

assault cases—other moral concerns may outweigh considerations of friendship.  

This means that figuring out when and whether acceptance is appropriate will be part of the 

complex part of both friendship and morality. My goal here is not to defend whether acceptance is, 

on the whole, the right choice in any (kind of) particular case. Rather, I aim to show that if there are 
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times when considerations of friendship seem to come into conflict with epistemic rationality, than 

acceptance can handle these cases.  

 The second objection from honesty worried that partialism is incompatible with seeing, 

knowing, and loving our friends for who they truly are. Suggesting that in some cases we owe it to our 

friends to accept against the evidence leaves ample room for such honest acquaintance with our 

friends. The acceptance account recommends no systematic irrationality towards our friends; it merely 

holds that in some instances, we have reasons of friendship to prevent our (evidentially well-formed) 

beliefs about our friends from playing their characteristic role in guiding our cognition and action. 

This is entirely compatible with the view that having a rational and accurate assessment of our friends 

is in general an essential component of friendship, and it makes no demands that we set out to distort 

our belief-forming mechanisms. Instead, by accepting something which we cannot on good evidential 

grounds believe about our friends, we are committing ourselves to a supportive stance towards our 

friends, in the situations where that is what friendship requires.67  

 Finally, acceptance also allows us to address worries about authenticity. It would indeed seem 

inauthentic if we systematically believed well about our friends because we thought that was how a 

friend should believe, rather than out of a systematic attunement to them and their good-making 

features. However, in the cases of interest, it is the very fact that someone is our friend that motivates 

the doxastic duty—friendship is, in these cases, exactly the kind of reason to which we need to be 

responsive, despite our evidence. In such cases, responding to the fact of one’s friendship does not 

seem inauthentic; quite the contrary, it seems to be motivated by love for our friends. However, the 

importance of authenticity also reveals that the cases in which we accept for reasons of friendship 

need to be the exception rather than the rule—if someone was constantly trying to accept positive 

things about their friends, we might indeed run back into worries about the self-deception and 

authenticity of the friendship. As noted above, as a general policy, it is important that we form beliefs 

about our friends in response to evidence of their good qualities and attributes.   

6. What Acceptance Gets Right   

 I’ve now argued that acceptance can handle the worries that seemed so pressing when we 

framed our obligations in terms of believing against the evidence. But there is more work to do to 

show that acceptance can really capture the rich landscape of cases where we seem to owe our friends 

 
67 For a similar idea, see Frost-Arnold (2014) on the role of acceptance in proleptic trust. Frost-Arnold draws on 
Bratman’s notion of acceptance in trust where belief is not rationally permitted; I suspect her overall picture would be 
quite friendly to this cognitive profile of acceptance.  
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belief against the evidence, and that it can play the roles that care about regarding the stake we have 

in how our friends think of us.  

 Our discussion of how acceptance addresses the objections against partialism already began 

to draw out several positive reasons to think that acceptance accurately captures the landscape in cases 

of interest. Acceptance allows us to be directly responsive to reasons of friendship as such, it does not 

depend on a theoretically untenable account of doxastic control, and it makes sense of the observation 

that the doxastic demands of friendship can vary across contexts. But acceptance goes further towards 

characterizing the doxastic landscape of friendship by helping clarify two key ideas that partialists have 

sought to capture: that friendship can make demands not only on our words and actions but also our 

thoughts,68 and that in doing so friendship can demand a psychological commitment, and significant 

cognitive work.  

6.1. The Richness of Response Modulation 

First, acceptance accounts for the restructuring of diverse behavioral and psychological processes. 

We see this when we consider more precisely just what it means to prevent a belief from playing its 

default guiding role in cognition and action. Take Mateo’s acceptance that Shelby did not cheat on her 

exam. Some of the consequences of Mateo’s acceptance, especially the behavioral manifestations, are 

relatively straightforward. He might say supportive things about her in conversation with others, or 

he might still give her an important role in their next group project (and he might do neither of these 

if he were allowing his belief in her guilt to guide him). He might also prevent himself from reasoning 

on the basis of her guilt, as he normally would: for example, he needs to prevent himself from 

concluding that because she cheated her class grade is going to suffer, or that because she cheated on 

this exam she might be more likely to cheat on the next one as well.  

But when we start to consider not only the behavioral effects of acceptance but also the 

cognitive ones, we need to consider that beliefs normally guide a host of cognitive activities: in addition 

to guiding reasoning, intention, planning, and action, they also guide our patterns of thought, attention, 

memory, and other various processes. This means that when someone accepts, they seek to intervene 

on the way that belief normally guides these varied processes. So not only might Mateo try to prevent 

himself from making inferences or plans that take Shelby’s guilt as a premise—he might also try to 

prevent himself from spending time thinking or ruminating about her guilt (e.g., suppressing thoughts 

about “why would she do that?”), prevent his worries about her guilt from affecting his patterns of 

 
68 Basu (2019b) writes (though her concern is broader than just epistemic partiality): “there is a failure to relate to others 
as one ought that encompasses not only word and deed, but also thought [emphasis added]” (p. 916).  
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attention (e.g., not letting himself focus on the fact that his texts about her studying progress went 

unanswered, and instead attending to how determined she was to do better on this test), prevent 

himself from recalling memories of other times she was guilty (e.g., striving not to dwell on memories 

of the last time she cheated, and instead recalling other times she’s surpassed expectations on tests).  

Drawing out these diverse regulatory consequences of acceptance—many of which will feel 

like familiar parts of trying to be a good friend (and familiar more generally!)—reveals that acceptance 

accounts for a variety of ways in which we might intuitively think a good friend ought to respond 

cognitively in these kinds of situations. A friend ought indeed to restructure their patterns of thought, 

reasoning, and attention—but it turns out that insofar as these processes are normally guided by our 

beliefs, seeking to restructure these various processes just is part of accepting. Acceptance thus unifies 

what might otherwise appear to be a set of independent cognitive duties of friendship in such cases. 

Further, the robustness of the psychological regulation drives home that acceptance does not reduce 

to merely “pretending” or “acting as if” you believe, in a pejorative sense—the goal is not superficially 

behavioral, or centrally aimed at manipulating the beliefs of others. Rather, it centrally involves a 

positive goal of maintaining a particular way of thinking about one’s friends.  

6.2. Acceptance over Time 

Acceptance also captures the diachronic profile of partiality cases, in several key ways. First, it 

captures the profile of commitment and effort. Recall that acceptance is not a one-off action, but 

rather involves a series of effortful mental control actions exercised over time. Preventing belief’s 

usual role across all these diverse psychological and behavioral patterns is not something one just wills 

and then it’s done completely; it will instead involve continuous maintenance for as long as the 

underlying belief remains intact and the agent remains committed to regulating its downstream effects. 

This will take cognitive effort (i.e., engagement of executive control processes) and psychological 

commitment, especially if the underlying belief is frequently salient and activated.   

I think this rightly captures how cases like CHEATING play over time. As long as Mateo still 

takes his evidence to speak in favor of Shelby’s guilt, his trying to “take her side” psychologically will 

demand a serious kind of psychological commitment.69 Further, the fact that acceptance is constituted 

by this extended pattern of effortful mental actions means that there are many opportunities for the 

accepting agent to fail to identify and/or suppress the downstream effects of their belief. There is a 

non-zero probability of error (whether of monitoring or of suppression) for every cognitive effort 

 
69 Compare this to the case of emotion regulation: as long as my anger at my friend remains, I will need to continue to 
work to suppress its effects if I am so motivated.  
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made to block the downstream effect of belief (see Sripada, 2018, 2021, for further development of 

this idea in mental action)—and the probability of such error increases when an agent’s executive 

processes are fully engaged or directed elsewhere. It’s likely that an accepting agent will at some points 

fail to prevent the belief from playing its usual role. This, too, seems to reflect how we might imagine 

the scenario playing out: we can imagine that when Mateo is overwhelmed by other demanding tasks, 

or distracted, (or even drunk!), he might accidentally slip up and find himself thinking, acting, or saying 

something that reveals his underlying belief in Shelby’s guilt. Overall, on this picture, accepting can be 

difficult! But rather than being a problem for the view, I propose that this gets things exactly right: 

when the epistemic chips are down, being a good friend can be hard work. 

Two further things fall out of appreciating acceptance as a committed pattern of cognitively 

effortful actions deployed over time. First, the action profile should be understood as an instance of 

self-control: regulating behavior and cognition in alignment with our practical commitments. Our moral 

assessment of an accepting agent should be sensitive to this control profile. For instance, given the 

difficulty of perfect success in acceptance over long periods of time, an agent may not be fully culpable 

for each of these slips,70 particularly if they occur when she is engaged in other cognitively demanding 

tasks that leave fewer resources available for the mental activities demanded by acceptance. And while 

a friend might still feel upset about such slips, and an agent might still be somehow answerable for 

them, we ought to recognize that an agent who undertakes a commitment to accepting something on 

behalf of her friend is doing something morally serious and praiseworthy, even if—given her 

limitations as a finite cognitive agent—she does not do so perfectly. Further, our friend ought to 

recognize this: a good friend has some obligation to recognize that you are putting in the (cognitive) 

work for their sake, and that the occasional error is no sign that you’re not a true friend.   

This also highlights that insofar as acceptance is a commitment to deploying cognitive effort 

over time, acceptance can be a kind of psychological burden. In this sense, accepting on behalf of our 

friends shows that one is willing to take up costs as a friend. It requires the use of executive resources 

that will become unavailable for other effortful tasks. In the domain of emotion, relying on emotion 

suppression strategies over time can lead to negative psychological consequences, including stress, 

anxiety, and reductions in wellbeing (e.g., Butler et al., 2003; John & Gross, 2004; Moore et al., 2008); 

though it has not been empirically tested, we might predict similar effects in the doxastic domain. The 

costs of acceptance need to be taken into consideration when figuring out how we ought to handle a 

 
70 See Hendrickx (manuscript) for further development of this idea.  
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particular situation. But there is nothing mysterious about the claim that friendship can give rise to 

obligations that are costly to us: indeed, friendship frequently gives us strong reason to do costly things 

for our friends that we might not owe to just anyone. Acceptance is just another of instance of the 

ways in which friendship require us to adopt burdens on behalf of our friends.  

Second, reflecting on the temporally extended nature of acceptance highlights that the 

interaction between acceptance and belief is highly dynamic—and that acceptance can, over time, 

come to influence belief. Restructuring patterns of thought, attention, and action as the downstream 

consequences of a particular belief at a particular point in time, may well cause changes in one’s 

cognitive and doxastic profile at a later point in time, in virtue of the ways they alter how we reason 

and infer, and what evidence we have and how we think about that evidence. So though it is important, 

on my view, that the goal of acceptance is not to alter a particular belief state, on pain of being self-

undermining, our commitment to acceptance over time may well alter our beliefs—and the line 

between acceptance and belief may blur over time, especially if patterns of acceptance become learned 

and habitual.71  

6.3. Two Worries 

 Let us now address two possible lingering concerns about the view: one concerning agential 

coherence of an accepting agent, and another concerning the status of the underlying belief.  

My argument contends that an agent can take some body of evidence to support a belief that 

p—but also choose to gate or suppress that belief, preventing it from playing its default guiding role. 

One might worry whether this puts the agent in an oddly divided state: she concurrently takes herself 

to have sufficient reason to believe p (e.g., that Shelby cheated on the exam), and also to have sufficient 

reason to act and reason on the basis of not-p (e.g., that Shelby is innocent). Does this kind of internal 

division somehow threaten one’s agential coherence?  

The parallel case of emotion regulation again helps us here. An agent can (rationally) appraise 

a situation as warranting an emotion such as anger—but also recognize that expressing that anger 

outwardly, or even letting it structure her inner reasoning and thoughts—is prudentially or even 

 
71 Several recent accounts have focused on analyzing the doxastic/epistemic norms of friendship in terms of how we 
attend, rather than how we believe—see Brinkerhoff (forthcoming), Saint-Croix (forthcoming), and Gardiner 
(manuscript). Brinkerhoff and others primarily discuss attention in its capacity as an upstream mechanism, focused on 
noticing, inquiring, and evidence gathering. But though what we attend to influences the beliefs we come to have, 
attention is also importantly guided by our existing beliefs: beliefs guide attention by influencing what we notice, what 
we seamlessly assimilate, what we are surprised by, and so on. On my view, regulating patterns of attention is part of 
acceptance—but a part of acceptance that may be particularly likely to end up causing changes in the underlying beliefs 
themselves.   
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morally inappropriate. This is a deeply familiar situation, and the claim that an agent who seeks to 

prevent her anger from guiding her reasoning and action as it would if left unchecked, is somehow 

agentially incoherent lacks bite. Indeed, it is a sign of her status as an integrated agency that she has 

the capacity to decide whether to let her emotions guide her, or whether she has reason to override 

them.  

The cases of emotion and belief are not so different. Emotions too carry assessments of 

situations (even beliefs, on some views), and structure and guide our downstream cognition and action 

in all kinds of ways. And though philosophers and emotion regulation psychologists like to focus on 

cases where emotional reactions might be distorting, maladaptive, or otherwise undesirable, we very 

often have strong rational and practical reason to allow our emotions steer us—especially when we 

have no reason to doubt that our affective systems are well-functioning and properly attuned. Just as 

we have the capacity, and sometimes reason, to intervene to prevent the guiding role of emotions—

and this does not seem agentially suspect—I propose that the same applies in the case of belief. 

Though guiding reasoning, cognition, and action is a key part of belief’s role in our cognitive 

economies, we are not merely at the whim of our beliefs; accepting is thus a manifestation of our 

broader agency, rather than a challenge to it.  

A second worry concerns doxastic wronging: some philosophers have contended that beliefs 

themselves can be immoral in virtue of their content (Basu 2019b; Basu 2021; Basu & Schroeder, 2019). 

Are we still failing in some sense as a friend if we don’t actually believe the accepted propositions?  

Consider that on the evidentialist view of belief, what belief really reflects is the state of our 

evidential situation—it does not reveal all that much about us. In contrast, acceptance does reveal 

important things about us: in accepting, we choose to regulate our beliefs in accordance with our 

practical and moral commitments. Acceptance thus expresses what we value, and allows us to 

(re)structure our cognitive lives in accordance with those values—it allows us to take a stand on how 

we want to think and act in the world. Given this, why think that the thin notion of belief—which is 

primarily a reflection of the evidential situation an agent happens to be in—is what’s so morally 

significant? The decision to accept seems to reflect our agency and character much more richly—and 

so I remain rather unconvinced that belief itself is so important in comparison.  

Nevertheless, I am not here arguing against the very possibility of genuine doxastic wronging; 

one could still hold that there is something morally deficient about believing in such cases, though 

perhaps through no direct failure of the agent. Still, I suspect that acceptance—perhaps combined 
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with other kinds of upstream practices—will get very many of us very much of what we want from 

the moral-epistemic landscape of friendship.  

6.4. A Unified Account 

 A final theoretical advantage of the approach defended here is that acceptance provides a 

unified framework for reframing diverse problems in the ethics and pragmatics of belief. Acceptance 

is not special to the case of friendship; it is an independently plausible general-purpose cognitive 

regulation strategy that we can deploy in any case where we have moral or practical reason not to let 

belief play its default guiding role. Acceptance may help us make sense of cases where an agent seems 

to have an evidentially justified prejudiced belief but feels morally unsettled by that belief, or have a 

role to play in the explanation of scientific communities in which some researchers need to commit 

to hypotheses that they do not really think are best supported by the evidence. It may help us better 

understand the landscape in self-deception, ideological beliefs, believing in oneself, or processes of 

belief change and transition. I take the fact that acceptance might help us in many debates facing a 

confusing set of considerations—with worries about doxastic control and practical reasons for belief 

at their heart—to be another consideration in favor of affording it a role the partiality debate.  

 Taken together, these considerations make a compelling case that in situations where the 

partialists thinks that friendship seems to demand something of us other than rational belief, it is really 

acceptance that we owe our friends. Acceptance captures the features of these cases that were so puzzling 

when we tried to cash out partialism in terms of belief, while also explaining the rich cognitive 

landscape of these kinds of cases.  

7. Conclusion  

 In this paper, we have worked our way through a puzzle plaguing recent literature on 

friendship and belief: there has been a persistent intuition that we can sometimes owe it to our friends 

to believe against the evidence, and yet no previous account has been able to directly satisfy this 

intuition without either relegating everything to upstream inquiry practices, or else running headlong 

into worries about doxastic control—especially not without compromising the importance of honesty 

and authenticity in friendship. I have proposed a novel solution to this problem: what we owe our 

friends in such scenarios is not belief but rather acceptance—blocking the characteristic downstream 

effects of an unfavorable belief, and committing to reasoning, acting, and thinking on the basis of the 

accepted proposition. Acceptance allows us to get what we want out of partialism, without falling prey 

to the objections that plague the belief-focused version of the thesis.  
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 I will close by highlighting two key contributions of this argument. The first is methodological: 

I have tried to show that appealing to acceptance can help us navigate an otherwise quite confounding 

debate. I suspect that many tricky debates in the ethics of belief can be fruitfully clarified by 

incorporating my account of acceptance—especially those topics where worries about doxastic 

control and responsiveness to non-evidential reasons are a central problem. 

The second takeaway concerns friendship itself: I hope to have shown that friendship can 

demand significant cognitive work. It’s an essential component of being a good friend that we can commit 

ourselves to thinking about them in ways that we might not think about others. Though we may not 

be able to simply will away unwanted beliefs or emotions regarding our friends, we do have the 

capacity to exercise significant control over the ways in which these (and other) mental states structure 

our cognitive lives—and so, at least sometimes, being a good friend involves making this effort. On 

the one hand, the fact that friendship requires this cognitive work is something that few likely want to 

deny. But on the other hand, really working through this idea reveals something deeply important 

about the nature of our relationships to others: the needs and good of other people can make 

significant moral demands on how we structure our cognitive lives. And it is through the ways that 

we work to structure our cognitive lives that we can reveal our value and care for other people.  
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Chapter 3 

What We Would (but Shouldn’t) Do for Those We Love:  

Universalism versus Partiality in Responding to Others’ Moral Transgression72 

 

 

The moral standpoint is characterized by an attitude of impartiality, a refusal to see the life, projects, 

good, or interests of any particular person (oneself included) as having a greater or lesser value than 

those of another. (Archard, 1995, p. 129) 

 

[I]t is absurd to suggest that morality requires one to care, or act as if one cares, no more about one’s 

own child than a stranger. (Wolf, 1992, p. 244) 

 

1. Introduction  

The quotes above reflect a deep philosophical tension regarding how to make moral decisions 

involving those closest to us. On the one hand, treating all people equally is a key tenet of philosophical 

ethical theories. On the other hand, close relationships are deeply important in people’s lives, and may 

produce special moral obligations. These competing considerations can give rise to wrenching moral 

decisions when loved ones are involved.  

For decades, the vast majority of empirical research in moral psychology primarily studied 

people’s judgments regarding anonymous strangers (e.g., Greene et al., 2001, 2009; Haidt, 2001). Yet 

psychologists now recognize the importance of studying how relationships affect moral cognition, as 

a growing body of research reveals that people report dramatically different choices in decisions 

involving friends and loved ones from those involving strangers. One striking context in which this 

trend emerges is in deciding how to respond to the moral transgressions of others. Weidman et al. 

 
72 Martha Berg, Susan Gelman, and Ethan Kross are co-authors on the published version of this paper. We thank 
Chandra Sripada for comments on an earlier version of the manuscript. We also thank the members of the Kross 
Emotion and Self-Control Lab, the University of Michigan Language and Cognition Lab Group, and University of 
Michigan Weinberg Institute for Cognitive Science Seminar Series—particularly Rick Lewis—for their feedback on this 
work. This work was supported by the University of Michigan, Ann Arbor, and the National Science Foundation 
Graduate Research Fellowship.  
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(2020) asked participants to imagine witnessing either a close other (e.g., sister, best friend) or a distant 

other (e.g., dentist, mail carrier) committing a crime. Participants then had to decide whether they 

would report the perpetrator or lie to protect them when confronted by a police officer. Across several 

studies, a robust effect emerged: people were much more likely to protect a close (vs. distant) other, 

and this discrepancy increased with the severity of the crime people observed (also see Waytz et al., 

2013). 

But do people think it is morally right to behave this way? Against the background of Weidman 

et al. (2020), we take up the currently underexplored question of whether people believe that 

relationships should influence how they respond to others’ transgressions. If people think they should 

treat close and distant others differently, it suggests that people believe moral rules are sensitive to 

context—an idea that would challenge a common philosophical conception of morality as applying 

invariantly across people. If, on the other hand, people think they should treat everyone the same 

regardless of relationship, then this implies a discrepancy between what people think is right and how 

they would behave. In addition to posing a major challenge to psychological and philosophical theories 

that rely on consistency, this would demonstrate the striking result that difficult moral decisions about 

close others may be a domain in which people are particularly likely to fail to do what they think is 

right. Here we address these questions across four experiments, in the context of decisions about 

whether to report moral transgressions of a close or distant other.  

1.1 The Moral Universalism Hypothesis  

 One possibility is that people think that they morally should make the same decision regardless 

of whether the transgressor is a close or distant other (i.e., the Moral Universalism Hypothesis73). This 

idea that moral rules apply equally across people is a widely accepted philosophical principle. All three 

major philosophical ethical theories—utilitarianism, Kantian deontology, and virtue ethics—

incorporate a tenet of impartiality or universalism. Utilitarianism (Mill, 1895) claims that the morally 

right action is that which maximizes overall happiness, and clearly states that the interests of all people 

matter equally, regardless of the particular relationships we have with them (see Singer, 1972 for a 

particularly strong version of this view). Kantian deontology posits that certain acts are always morally 

impermissible (Kant, 1785). Strict deontological constraints forbid someone from breaking a moral 

 
73 “Universalism” may not be the best label for this hypothesis. One could hold, after all, that everyone ought to show 
partiality towards close others—meaning that partiality and universalism are consistent. A more appropriate name 
would, perhaps, be the “Impartiality Hypothesis.” However, since a version of this paper is already published using the 
term “Universalism Hypothesis,” I will continue to use that term here.  
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rule even for someone they love. Finally, Aristotle’s twelve basic virtues include justice—an important 

component of which is treating others equally and fairly (Aristotle, 2009, Book V; Kraut, 2018).  

Despite universalism’s status as the dominant moral framework in philosophical ethics 

(Archard, 1995; Wolf, 1992), very little empirical work has directly explored whether universalism 

guides laypeople’s moral judgments. However, several lines of research indirectly shed light on the 

role universalism might play in various kinds of moral decisions. For instance,  both adults (Dawes et 

al., 2007; Fehr & Fischbacher, 2003) and children starting around age eight (Blake & McAuliffe, 2011; 

Shaw & Olson, 2011) prefer fair treatment for everyone in economic resource allocation games, and 

will reject unequal offers that advantage themselves or their ingroup (Elenbaas et al., 2016). Yet this 

research does not speak decisively in favor of universalism, for children also show ingroup and close-

relation favoritism when they are in charge of resource distributions (Olson & Spelke, 2008), and often 

choose to preserve status quo group-based inequalities (Olson et al., 2011).  

In further support of universalist considerations, children are sensitive to interpersonal bias in 

judging contexts. By fourth grade, children (like adults) prefer, and attribute greater fairness to, neutral 

judges over those who have a personal connection (like friendship) to a contestant, especially in 

subjective contests (Mills & Keil, 2008). Such work provides evidence for children's and adults’ strong 

commitment to fairness and impartiality across contexts.  

Finally, both children and adults are sensitive to a distinction between moral and conventional 

rules (e.g., Nucci & Turiel, 1978a, 1978b; Rizzo et al., 2018; Smetana, 1981). One feature that 

distinguishes these categories is that moral rules are judged to apply invariantly to all people across all 

social contexts, whereas conventional rules are permitted to vary based on the relevant social standards 

(Smetana, 2013). Although the moral/conventional distinction does not directly address decisions 

regarding interpersonal relationships, it does speak to the characterization of moral rules as holding 

universally for all people.   

These diverse lines of research shed light on some ways in which universalist principles of 

equality and impartiality play an important psychological role. However, none directly examines 

people’s commitment to moral universalism in the context of high-stakes moral decisions, as the 

philosophical ethical theories considered above would prescribe. Although these philosophical 

theories are normative and not psychologically descriptive, it would be striking if their core universalist 

tenet were not expressed in folk moral judgments to some degree. Yet this result is far from 

guaranteed; rather, we will now discuss compelling evidence for a competing hypothesis.  
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1.2 The Moral Partiality Hypothesis  

 The alternative possibility is that people believe they should protect close others who have 

committed a moral transgression more than distant others (i.e., the Moral Partiality Hypothesis). In 

the philosophical literature, defenses of moral partiality consist of arguing that people are morally 

justified in treating the people closest to them with special moral concern. This idea is not new. It can 

be traced back as far as Confucius’s account of filial piety, which emphasized the special moral duties 

owed to family members (Confucius, 2005; Csikszentmihalyi, 2020), and the Ten Commandments, 

which tell people to “honor thy father and thy mother” (King James Bible, 1769/2017).  

More recently, philosopher Susan Wolf has commented that it would be “absurd to suggest 

that morality requires one to care, or act as if one cares, no more about one’s own child than a stranger” 

(Wolf, 1992, p. 244). She motivates this claim with a dramatic example: consider a woman in a boating 

accident who finds herself nearby two drowning children—one is her own child, and one is a 

stranger—and the ability to save only one (Wolf, 1992; see also Williams, 1981). Such cases have 

compelled a number of philosophers to argue that close relationships often give rise to distinctive 

moral obligations to display preferences towards close others (Archard, 1995; Baron, 1991; Lord, 2016; 

Scheffler, 2010; Williams, 1981). 

 The Moral Partiality Hypothesis has more direct empirical support than the Moral 

Universalism hypothesis. Loyalty is, for instance, a basic dimension in Moral Foundations Theory, 

which has received extensive support (Haidt & Graham, 2007). More specifically, people judge others 

who fail to help kin more negatively than those who fail to help strangers (Hughes, 2017; McManus 

et al., 2020), say that it is more important to help close others (Killen & Turiel, 1998), and believe that 

people who fail to help those closest to them are less suitable spouses and friends (Everett et al., 2018).  

These partialist tendencies emerge early: developmental researchers have found that by age 

eight, children judge someone who fails to help their friend (vs. stranger) to be meaner, suggesting 

that they believe an unhelpful friend is failing their obligations in a way that an unhelpful stranger is 

not. Conversely, children judge someone who helps a stranger (vs. friend) to be nicer, suggesting that 

helping a friend is expected, but helping a stranger surpasses one’s obligations and is thus especially 

commendable (Marshall et al., 2020).  

We thus also have promising empirical and philosophical support for the partialist idea that 

people will say they should protect close others more than distant others. Yet the studies discussed 

here focus primarily on evaluations of others’ helping behavior. Our primary question, in contrast, is 

how people weigh partialist and universalist considerations in their own moral decisions regarding close 
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others (and distant) who have committed transgressions—a question that has not yet been explored 

in the literature.  

1.3 Consistency across Judgments   

 Thus far we have discussed competing hypotheses regarding whether people will judge that it 

is right to show moral preference for close others. However, the present research question of whether 

people think they should protect close others who have committed a crime arises not in isolation, but 

against the backdrop of Weidman et al. (2020)’s findings that people think they would protect close 

others more than distant others. Thus, there is an additional remaining dimension not captured by the 

discussion thus far: are people’s judgments about what they think they would do consistent with what they think is 

morally right? 

 Much research has established that people are motivated towards maintaining consistency 

(Festinger, 1957; Higgins, 1987), and a consistently positive moral self-concept (Dunning, 2007; 

Jordan et al., 2011; Mazar et al., 2008; Monin & Jordan, 2009). Yet admitting one would not do what 

one believes is morally right would likely challenge one’s moral self-concept; thus, people may be 

psychologically motivated to avoid such an admission. One possible strategy for avoiding this 

psychological discomfort would be to bring these judgments into alignment: to change one’s 

prediction about how one would behave to match what they judge to be morally right, or to convince 

themselves that what they would do is the morally right choice. Thus, in support of these psychological 

goals, we might expect people to report little difference between what they would and should do—

especially if they are asked to make both judgments concurrently. Given Weidman et al. (2020)’s 

findings that people would protect close others more than distant others, this would imply that people 

also would say that they should protect close others more. Accordingly, predicting consistency across 

“should” and “would” judgments implies either predicting Moral Partiality, or predicting that people’s 

universalist judgments would lead them to change their predictions about how they would act towards 

close vs. distant others, to bring their “should” judgments into conformity with their “would 

judgments.” 

 In contrast, if the Moral Universalism Hypothesis is supported and we see the same pattern 

of behavioral predictions as Weidman et al. (2020), this would leave us with a notable discrepancy 

between what people think is right, and how they would act. Past research has found that judgments 

about moral norms, and choices about how to act, arise from distinct psychological processes, and 

factors that influence one kind of judgment may have little effect on the other (Pletti et al., 2017; Sood 

& Forehand, 2005; Tassy, Deruelle, et al., 2013; Tassy et al., 2012; Yu et al., 2018). Accordingly, it is 
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reasonable to predict that relational closeness might impact these distinct judgments in different ways. 

There is even some initial evidence supporting this possibility: Kurzban et al. (2012) found that in 

trolley problems, more people say both that they would sacrifice one person to save five others and 

also that doing so is wrong, when the people at stake were kin or friends, than when they were strangers 

(also see Tassy, Oullier, et al., 2013).  

Thus, discrepancies across what people should and would do in response to others’ moral 

transgressions would not be without empirical precedent. Such discrepancies suggest that moral 

decisions about close others may be a domain in which people are particularly likely to fail to do what 

they think is right. Given how ubiquitous moral decisions involving close others are in real life, this 

finding would be noteworthy and indicate an important avenue for future investigation, especially 

insofar as we think it is important for people to successfully live up to their own moral standards.  

1.4. The Present Studies  

 Across four studies, we seek to adjudicate between the Moral Universalism and Moral Partiality 

Hypotheses, in the context of responding to others’ moral transgressions. As Weidman et al. (2020) 

argue, witnessing a close other transgress presents people with a unique dilemma between 

considerations of loyalty and a desire to protect those closest to us and considerations of justice and 

punishing immoral acts.  In contrast, when a distant other transgresses, there is no such conflict. 

Weidman et al. (2020)’s findings show that when predicting how they would behave if faced with this 

dilemma, loyalty drives people’s decisions. In the present work we test whether this pattern persists 

when people consider what the morally right response is. Thus, our driving question is: do people 

think that they should lie to the police to protect close others from punishment for a crime, in addition 

to thinking that they would do so?    

We examined this question by first asking participants to make just one kind of judgment across 

a series of dilemmas (Studies 1a and 1b), and then asking them to make both judgments about each 

dilemma (Study 2). In our final study, we undertook a more in-depth examination of participants’ 

“should” judgments (Study 3).  All studies were preregistered on As Predicted, and all preregistered 

methods were followed unless noted otherwise in the text. All studies were determined to be exempt 

by the University of Michigan IRB; informed consent was obtained from all participants prior to 

survey administration.  

2. Study 1a  

 We started with the most basic version of our question: do participants who are asked what 

they would do in response to others’ moral transgressions give different responses than those asked 
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what they should do? Participants were asked to imagine a series of scenarios in which a close (or 

distant) other committed a high-severity moral transgression, and were asked either what they would, 

or should, report the transgression. We expected to replicate Weidman et al. (2020)’s findings that 

people believe they would protect close others more than distant others. Our competing hypotheses 

deliver distinct predictions for “should” judgments: the Moral Partiality Hypothesis predicts that 

people believe they should protect close others more than distant others. In contrast, the Moral 

Universalism Hypothesis predicts that people believe they should protect close and distant others 

equally.  

This study was preregistered through As Predicted #31495 (anonymous link for peer review: 

https://aspredicted.org/blind.php?x=ab7ka2).  

2.1. Method  

2.1.1. Participants 

Four hundred and three English-speakers in the United States were recruited through Amazon 

Mechanical Turk (61% women, 39% men Mage = 37.24, SD = 12.31). The self-reported racial/ethnic 

breakdown of the sample (participants could select multiple categories) was: 7% Asian, 9% Black or 

African American, 5% Hispanic or Latino, 2% Native American, 79% white, and 1% other. 

Participants were excluded from analysis according to the following criteria: answering “no” 

to a validity check question (N = 4); saying that English was not their native language (N = 4); 

providing the same name for multiple close/distant other nominations (N = 16); and failing the 

manipulation check (N = 80), for a final sample of 299. Due to oversight, manipulation check failure 

was not included as a pre-registered exclusion criterion; regardless, all results presented below are 

statistically equivalent when we include participants who failed the manipulation check. 

2.1.2. Procedure  

Participants were randomly assigned to either the “would” or “should” condition. They were 

first asked to think of two people whom they considered the closest to them (e.g., father, spouse, 

sister, best friend) and two of their most distant acquaintances (e.g., mailman, landlord, dentist). For 

each, participants provided a first name and the nature of the relationship. 

Next, participants were presented with eight vignettes. In each, they were asked to imagine 

that they had witnessed one of the nominees committing a high-severity theft, such as stealing a laptop 

or a wallet (see Appendix A for full list of scenarios). Participants were then asked to imagine a police 

officer approaching them and asking whether they had seen anything suspicious. (Henceforth, we will 

call these “punish-or-protect” dilemmas, for convenience.) Depending on their assigned condition, 
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they were asked either whether they would report the transgressor (“what you really would do”), or 

whether they should report them (“the ideal, right thing to do”). Participants responded using a 6-point 

Likert scale (1 = “Definitely would/should not report”; 6 = “Definitely would/should report”). After 

the final trial, they were asked to write about their thought process as they decided how to answer the 

preceding question; open-ended data was collected for exploratory purposes and was not analyzed for 

the present research. 

A manipulation check asked participants which kind of judgment they had been asked to make. 

Participants then reported their level of trust in the police (0 = “Very untrustworthy”; 6 = “Very 

Trustworthy”) as an exploratory measure, and completed a set of demographic questions. 

2.2. Results 

To test the effects of judgment and relationship on reporting, we ran a mixed linear model 

using the lme4 package in R (Bates et al., 2015). We included participant and dilemma as random 

intercepts, which was the maximal model that reached convergence. Likelihood of reporting the act 

was reverse-coded, so that higher scores indicate a greater likelihood of protecting the perpetrator. 

We reverse-code reporting as protecting in all studies presented here for the sake of consistency with 

Weidman et al. (2020)’s methods, and to facilitate comparison across these studies. We probed the 

interaction between relationship and judgment type with four follow-up tests, using a Tukey correction 

for multiple comparisons (corrected p-values reported).  

Overall, participants’ responses indicated more protection for close others (M = 3.29, SD = 

1.85) than distant others (M = 2.01, SD = 1.35; b = 1.23, t(2084.74) = 27.78, p < .001, 95% CI = [1.15, 

1.31]). This pattern emerged for both “would” judgments (simple effect: b = -1.49, t(2084.66) = 26.19, 

p < .001, 95% CI = [-1.71, -1.27]) and “should” judgments (simple effect: b = -0.97, t(2085.15) = 

14.31, p < .001, 95% CI = [-1.23, -0.71]), supporting the Moral Partiality Hypothesis.  

However, people also reported that they would protect a transgressor (M = 2.83, SD = 1.82) 

more than they reported that they should (M = 2.39, SD = 1.59; b = -0.44, p < .01, 95% CI = [-0.74, -

0.14]). This difference was greater when the transgressor was a close other (simple effect: b = 0.70, 

t(352.67) = -4.53, p < .01, 95% CI = [0.15, 1.25]) versus a distant other (where the difference was not 

significant; simple effect: b = 0.18, t(352.67) = -1.84, p = .24, 95% CI = [-0.37, 0.18]; closeness x 

judgment interaction: b = -0.52, t(2085.16) = -5.82, p < .001, 95% CI = [-0.70, -0.34]). These results 

suggest that there is a discrepancy between what people believe they would do and what they think is 

morally right regarding close others—indicating that while there is partiality in “should” judgments, 

that partiality is weaker than for “would” judgments.  
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 All effects of relationship and judgment were equivalent in an exploratory model that added 

police trust (M = 3.96, SD = 1.50 on a 0-6 scale) as a covariate; full model statistics are reported in a 

Supplement in Appendix C.  

3.  Study 1b 

Study 1b served two purposes. First, we sought to replicate the findings of Study 1a. Second, 

we added an explicit contrast between “would” and “should” judgments in the instructions given to 

the participants. Whereas in 1a, participants had read a description of only the one type of judgment 

they were asked to make (either “would” or “should” judgments), in 1b, participants read about both 

types before learning which kind of judgment they were to make. This further clarified the instructions 

and made an explicit contrast between the judgment types.  

This study was preregistered through As Predicted #31493 (anonymous link for peer review: 

https://aspredicted.org/blind.php?x=gr3ev8).  

3.1. Method 

3.1.1. Participants 

Three hundred and ninety-nine native English-speakers in the United States were recruited 

through Amazon Mechanical Turk (56% women, 43% men, 0.3% other; Mage = 39.15, SDage = 12.79). 

The self-reported racial/ethnic breakdown of participants (where participants could select more than 

one option) was: 7% Asian, 7% Black or African American, 6% Hispanic or Latino, 1% Native 

American, 0.3% Native Hawaiian or Pacific Islander, 78% white, and 2% other.  

Participants were excluded from analysis according to the same criteria as in 1a: non-native 

English speakers (N = 5); providing the same name twice (N = 19), and failing the manipulation check 

(N = 59). This gave us a final sample of N = 316. Results did not differ when we included participants 

who failed the manipulation check. 

3.1.2. Procedure 

The design of Study 1b was nearly identical to Study 1a, again using a 2 (relationship: close, 

distant; within-subjects) x 2 (judgment: should, would; between-subjects) design. The only difference 

was in the instructions: while in 1a, participants had simply been asked to make either “would” or 

“should” judgments, in 1b the instructions explicitly contrasted the two kinds of judgments. The 

instructions read, “In such situations, people may think about what they should do (the ideal, right 

thing to do) or they may think about what they would actually do (how they would behave in the real 

world),” and then told participants which kind of judgment they would be asked to make.  
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3.2. Results 

We used the same mixed linear model as in 1a, again including participant and dilemma as 

random intercepts, which was the maximal model that reached convergence. Likelihood of reporting 

was reverse-coded; higher scores here indicate greater likelihood of protecting the transgressor. We 

probed the interaction between relationship and judgment with four follow-up tests, using a Tukey 

correction for multiple comparisons (corrected p-values reported). 

Overall, we replicated our results from 1a. Participants were significantly more inclined to 

protect close others (M = 3.78, SD = 1.94) than distant others (M = 2.23, SD = 1.57; b = 1.49, 

t(2203.21) = 33.10, p < .001, 95% CI = [1.41, 1.57]). This pattern again emerged for both “would” 

judgments (simple effect: b = -1.84, t(2205.49) = 31.54, p < .001, 95% CI = [-2.06, -1.62]) and “should” 

judgments (simple effect: b = -1.14, t(22.04.52) = 16.62, p < .001, 95% CI = [-1.40, -0.88]).  

As in 1a, people also revealed that they would protect a transgressor (M = 3.39, SD = 1.98) 

more than they should (M = 2.47, SD = 1.72; b = -0.93, t(314.00) = -6.07, p < .001, 95% CI = [-1.23, -

0.63]). The difference was again greater when the transgressor was a close other (simple effect: b = 

1.27, t(370.68) = -8.00, p < .001, 95% CI = [0.69, 1.85]), versus a distant other others (simple effect: b 

= 0.58, t(370.68) = -3.64, p = .05, 95% CI = [-0.004, 1.16]; relationship x judgment interaction: b = -

0.69, t(2206.41) = -7.71, p < .001, 95% CI = [-0.87, -0.51]; see Figure 3.1).  

Figure 3.1  

Effect of Relationship on “Would” and “Should” Judgment: Studies 1a and 1b 

 
Note. Error bars show standard error of the mean.  

Results were equivalent when we controlled for police trust (M = 3.83; SD = 1.58); see 

Supplement in Appendix C for full model.  

Finally, we note that across both Studies 1a and 1b we observed that more people failed the 

manipulation check—which asked them what kind of judgment they had been asked to make—in the 

“should” condition (after other exclusions: 89% of failures in 1a; 85% of failures in 1b). Of those 
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“should” failures, most said that they had been asked to say what they would do (96% in 1a; 92% in 

1b). We interpret this pattern as resulting from the fact that “what should you do” is sometimes used 

in everyday language to ask a predictive question (about how one is likely to act) rather than a strictly 

normative one (about how one ought to act). This ambiguity between readings is absent for “would,” 

which asks a clearly predictive question. Thus, although our opening instructions asked people what 

they ideally should do—a normative, deontic question—some participants may have strayed towards the 

predictive reading as they completed the survey. Excluding these participants did not alter the results. 

3.3. Studies 1a and 1b Discussion 

In Studies 1a and 1b, we tested whether participants who were asked what they would do in 

response to a close (vs. distant) others’ moral transgression gave different responses than those who 

were asked what they should do. In both studies, we replicated Weidman et al. (2020)’s findings that 

participants would protect close others more than distant others. Participants also said they should 

protect close others more – providing initial support for the Moral Partiality Hypothesis.  

However, we also saw a notable discrepancy emerge across judgments: people thought they 

would protect close others more than they should, due to the fact that relationship affected “would” 

judgments more strongly than “should” judgments. These findings thus suggest that people are 

relatively less partialist when thinking about what is morally right, as opposed to how they would 

actually act. This resulting discrepancy between judgments also provides initial evidence that moral 

decisions involving close others may indeed be a context in which people are especially unlikely to do 

what they think is right.  

4.  Study 2 

Studies 1a and 1b provide initial evidence for two important claims. First, that people believe 

they should protect close others more than distant others. And second, that relationships influence 

what people think they should do more weakly than what they think they would do. These findings 

suggest that while people believe that relationships influence what the morally right decision is, there 

is also discrepancy between what people think is right and what they would actually do when it comes 

to close others.  

In Study 2, we sought to test the strength of this discrepancy between “would” and “should” 

judgments. In Studies 1a and 1b, participants made only one type of judgment, meaning there may 

not have been much psychological pressure for people to avoid a discrepancy between what they 

would do and what they say is right. If participants were asked to make both “would” and “should” 
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judgments together, it is possible that they would feel an increased pressure to make those judgments 

consistent, in order to avoid admitting that they would fail to act morally (by their own lights).  

Participants in Study 2 were thus asked both what they would and should do for every 

dilemma. (See Appendix E for two supplemental studies in which participants made only one 

judgment about each dilemma, but where judgment type is varied across dilemma within subjects.) 

For the discrepancy between judgments to emerge in this within-subjects design, participants would 

have to be both self-aware of this discrepancy, and also willing to admit that they would not do what they 

think is morally right.  

Based on our previous results, we predicted that we would still see higher protection of close 

than distant others, for both judgment types. We further predicted that relationship would influence 

“would” judgments more strongly than “should” judgments, leading to a discrepancy between what 

people think they would and should do regarding close others.   

This study was preregistered through As Predicted #38203 (anonymous link for peer review: 

https://aspredicted.org/blind.php?x=xe76ve).  

4.1. Method 

4.1.1. Participants 

Four hundred and two native English-speakers in the United States were recruited through 

Amazon Mechanical Turk (51% women, 48% men, 0.7% other; Mage = 36.38, SD age = 11.58). The self-

reported racial/ethnic breakdown of participants (where they could select more than one option) was: 

7% Asian, 11% Black or African American, 4% Hispanic or Latino, 0.5% Native American, 77% 

white, and 1% other.  

Participants were excluded for being non-native English speakers (N = 8), responding that 

their data was not valid (N = 3), and giving the same name more than once (N = 35; all pre-registered 

exclusion criteria); for a final sample of N = 356. 

4.1.2. Procedure 

Participants again nominated two close and two distant others, and considered the same eight 

punish-or-protect dilemmas as in the previous studies. Instructions included the explicit contrast 

between “should” and “would” judgments. After each dilemma, participants were asked both what 

they should and what they would do. Both questions were presented on the same screen; question 

order was held constant across dilemmas for each participant, but counterbalanced across participants.  
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4.2. Results  

We used the same linear mixed model method as in previous studies, including participant and 

dilemma as random intercepts as the maximal model that reached convergence. Likelihood of 

reporting was again reverse-coded; higher scores here indicate greater likelihood of protecting the 

transgressor. There was no significant effect of question order across participants; accordingly, we 

collapsed across order for the analyses reported here. We probed the interaction between relationship 

and judgment with four follow-up tests using a Tukey correction for multiple comparisons (corrected 

p-values reported).  

We saw largely the same pattern of results as in Studies 1a and 1b. Again, participants showed 

higher protection for close others (M = 3.13, SD = 1.93) compared to distant others (M = 2.18, SD 

= 1.55; b = 0.95, t(5328.38) = 30.75, p < .001, 95% CI = [0.89, 1.01]). This pattern emerged for both 

“would” judgments (simple effect: b = -1.36, t(5328.190) = 31.31, p < .001, 95% CI = [-1.51, -1.21]) 

and “should” judgments (simple effect: b = -0.53, t(5328.19) = 12.17, p < .001, 95% CI = [-0.68, -

0.38]), further supporting the Moral Partiality Hypothesis.  

We again saw a difference between what people thought they would do (M = 3.22, SD = 1.89) 

and should do (M = 2.09, SD = 1.54; b = -1.13, t(5327.99) = -36.62, p < .001, 95% CI = [-1.19, -1.07]). 

This difference emerged for both close (simple effect: b = 1.54, t(5327.99) = -35.47, p < .001, 95% CI 

= [1.39, 1.69]) and distant others (simple effect: b = 0.71, t(5327.99) = -16.32, p < .001, 95% CI = 

[0.56, 0.86]), but was greater for close others (interaction: b = -0.83, t(5327.99) = -13.54, p < .001, 95% 

CI = [-0.95, -0.71]; see Figure 3.2).  

Figure 3.2  

Study 2: Would/Should Judgments in a Within-Subjects Design  
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Note. Error bars show standard error of the mean.  

Results were equivalent when we controlled for police trust (M = 3.91, SD = 1.61); full model 

statistics reported in a Supplement in Appendix C.  

To further explore the distribution of would/should discrepancies, we calculated each 

participant’s average would-should difference for close and distant others; this distribution is plotted 

in Figure 3.3. This visualization reveals a group of participants who showed no difference between 

what they reportedly would and should do (though, consistent with our primary analyses, a far larger 

number of participants showed no average would/should discrepancy for trials involving distant 

others), and a group who indicated a difference, though to varying degree. Future research might 

explore the psychological predictors and effects of these individual differences.  

Figure 3.3 

Would-Should Difference Scores for Close vs. Distant Others

 
Note. Difference scores by participant, calculated by subtracting “should” judgments from “would” 

judgments for each vignette and averaging across vignettes, separately for close vs. distant others.  

4.3. Discussion  

 Study 2 revealed largely the same pattern of results as Studies 1a and 1b. In further support of 

the Moral Partiality Hypothesis, participants again said that they both would, and should, protect close 
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others more than distant others. Relationship again influenced “should” judgments more weakly than 

“would” judgments, resulting in the key finding of Study 2: that the discrepancy between what 

participants said they would and should do persisted even when they were asked to make both 

judgments about each dilemma. Given what we know about people’s motivation to maintain a positive 

and consistent moral self-concept, this discrepancy across judgments is striking: it suggests that people 

recognize—and are willing to admit—that they would not do what they think is right by their own 

lights. This finding further supports the hypothesis that difficult moral decisions about close others 

may be a domain in which people are particularly likely to fail to act as (they believe) they should.  

5. Study 3 

 Thus far, our evidence supports the Moral Partiality Hypothesis: people believe that they 

should be more lenient regarding close others’ moral transgressions. However, we have also seen that 

relationship influences what people think is right less than it influences what they think they would do. 

This finding suggests delivers a key upshot: participants have admitted to a striking discrepancy between 

what they say they would and should do, especially when it comes to close others.  

 There remain, however, two available—and importantly different—interpretations of this 

discrepancy, both of which are consistent with the evidence thus far. The first is that people genuinely 

think that they would not do what they think they should do; that is, they are revealing an inconsistency 

between their predicted actions and their evaluative judgments. Natural extensions of such a finding 

would include discussions of whether, in displaying this inconsistency, people are being irrational, 

hypocritical, or akratic (acting against their own considered best judgments).  

 An alternative view appeals to a “Many Reasons” picture of judgment, which is a widespread 

(though not entirely uncontroversial) view in philosophy. On this view, one’s overall set of reasons to 

rationally choose to do something include moral reasons (e.g., whether it would harm someone) as 

well as non-moral “pragmatic” reasons (e.g., whether it would advance one’s own personal goals). It 

follows that a person can rationally and consistently choose to do something even if the moral reasons 

oppose it, because they are outweighed by pragmatic reasons. That is, all things considered, they 

“overall” should do that thing, even though they morally should not.  

To give a concrete example, consider someone at the airport who notices a passport on the 

ground. Under normal circumstances, they probably ought (morally and overall) to turn it in to security 

so it can be safely returned to its owner. But on this day, doing so would come at excessive cost: if 

they take the time to turn in the passport, they will miss their flight. So while they still might have 

moral reason to turn the wallet in, it is reasonable to say—taking all the relevant reasons into account 
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(moral and pragmatic) —that they ought to leave it and go catch their flight.  If, like the passport-

finder, people distinguish what they morally should do from what they overall should do, then perhaps 

there is no inconsistency at all in our observed difference between “would” and “should” judgments. 

In some circumstances, it may be that failing to act on our moral reasons over practical ones is selfish 

or otherwise reveals bad character, but there may be nothing inconsistent or irrational about it.  

In Study 3, we sought to adjudicate between these two possible interpretations. We also 

addressed a related question arising from wording of the “should” questions used thus far: asking 

people about the “ideal, right thing to do” is arguably ambiguous between the “overall should” and 

“morally should” interpretations. Accordingly, in this study we asked participants to make one of four 

judgments about the set of punish-or-protect dilemmas: participants were either asked about what 

they actually would do, ideally should do (the language used throughout Studies 1a, 1b, and 2), morally 

should do, or overall should do.  

We propose two competing hypotheses for this study, based on the conceptual possibilities 

outlined above. The Genuine Inconsistency Hypothesis predicts that participants will say they would 

protect close others more than they morally and overall should protect them. In contrast, the Many 

Reasons Hypothesis predicts no discrepancy between what people think they would and overall should 

do, instead revealing that people say they overall should protect close others more than they morally should.   

Finally, it is possible that we will see something in between these two clear hypothesized 

alternatives: that “overall should” judgments will fall somewhere between “would” and “morally 

should” judgments. This would suggest that people can distinguish between “should” judgments that 

encompass a broad range of reasons and those that include merely moral ones, but also that there is 

an inconsistency between what people think they ought to do and actually would do. This study will 

serve the additional purpose of revealing whether people were interpreting our “ideally should” 

question in the prior studies as a specifically moral question (as we intended), or whether they were 

taking it to ask about a broader, all-things-considered “should” judgment.  

This study was preregistered through As Predicted #43538 (anonymous link for peer review: 

https://aspredicted.org/blind.php?x=qq6tt5).  

5.1. Method 

5.1.1. Participants  

 Seven hundred and ninety-eight native English-speakers from the United States were recruited 

through Prolific (51% women, 47% men, 2% other; Mage = 33.34, SDage = 11.91). This sample size 

entailed 200 participants per cell, before exclusions, as in all previous studies. The self-reported 
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racial/ethnic makeup of participants was: 9% Asian, 8% Black or African American, 6% Hispanic or 

Latino, 0.4% Native American, 0.4% Native Hawaiian or Pacific Islander, 72% white, and 2% other.  

Participants were excluded from analysis according to the following criteria: duplicate worker 

IP addresses (cutting just the second response, N = 4); non-native English speakers (N = 3); not 

responding to all dilemmas (N = 1); saying their data were not valid (N = 9); providing the same name 

more than once (N = 15); gibberish or nonsensical answers to the open-ended study probe (N = 10); 

being in the wrong “ballpark” for the judgment manipulation check (e.g., selecting “would” when they 

were in one of the “should” conditions; N = 147).74 This gave us a final sample of N = 609. 

5.1.2. Procedure  

The basic paradigm was the same as in all previous studies, but with two additional levels in 

the judgment factor, giving us a 2 (relationship: close, distant; within-subjects) x 4 (judgment: ideally 

should, morally should, overall should, would; between-subjects) design. Before the dilemmas, 

participants were presented with one of four sets of instructions telling them what kind of judgment 

to make: what you ideally should do; what you morally should do; what you overall should do; or what 

you actually would do; see Table 3.1 for full instructions. Because this study depended on participants 

clearly understanding which judgment they were supposed to be making, additional language was 

included in the presentation of each dilemma reminding participants of which judgment they were 

being asked for. After participants responded to the eight dilemmas, they completed an exploratory 

open-ended response question, an exploratory police trust measure, a judgment manipulation check, 

an attention check, demographic questions, and an open-ended study probe.  

 

 

 

 

 

 

 

 
74We preregistered that we would exclude participants who failed an attention check question, which was disguised as an 
additional police trust question but asked participants to type a particular response. However, only 304 participants 
responded correctly; it is possible that it was “too well hidden” as a closing demographic question that came after all the 
main experimental survey questions were completed. Accordingly, we did not use this question as an exclusion criterion 
for the analyses reported here.  
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Table 3.1  

Instructions for Each Judgment  

Judgment Instructions 
 

Would We will be asking you to think about what you actually would do – 
how you would behave in the real world, if you really found yourself in 
this situation.  

 Ideally Should We will be asking you to think about what you ideally should do – 
the ideal, right thing to do.  

Morally Should We will be asking you to think about what you morally should do – 
what the most morally right choice is in this situation.  

Overall Should We will be asking you to think about what you overall should do – 
what the all-things-considered best decision is, when you account for 
all the factors and complexities of the decision, including both moral 
and practical considerations.  

 

5.2. Results  

 Likelihood of reporting was again reverse-coded; higher scores here indicate greater likelihood 

of protecting the transgressor. To test our hypotheses, we fit a multilevel model predicting protecting 

from the type of judgment people made, which was coded as a set of three orthogonal contrasts to 

test our three primary research questions: do “would” judgments differ from all kinds of “should 

judgments; do “overall should” judgments differ from “morally should” and “ideally should” 

judgments; and do “ideally should” and “morally should” judgments differ from each other. The 

maximal model that reached convergence included participant and dilemma as random intercepts, and 

relationship as a random slope across participants. To interpret interactions, we ran four follow-up 

simple effects tests, using a Tukey correction for multiple comparisons (corrected p-values reported). 

Descriptive statistics for cells are reported in Appendix B.  

We replicated the main effect of relationship across judgment types, with overall higher 

protecting for close others (M = 3.04, SD = 1.82) than distant others (M = 2.01, SD = 1.42; b =1.01 

t(604.79) = 19.50, p < .001, 95% CI = [0.91, 1.11]).  

 The first contrast tested whether “actually would” judgments differed from the three kinds of 

“should” judgments. “Would” judgments (M = 3.17, SD = 1.84) elicited higher protecting responses 

than all “should” judgments (M = 2.26, SD = 1.58; b = 0.89, t(605.01) = 7.97, p < .001, 95% CI = 

[0.67, 1.11]), consistent with the Genuine Inconsistency Hypothesis. As in previous studies, the 

discrepancy between what people said they would and should do was greater for close others (simple 

effect: b = 1.20, t(702.85) = 10.37, p < .001, 95% CI = [0.96, 1.44]) than distant others (simple effect: 
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b = 0.56, t(702.86) = 4.98, p < .05 , 95% CI = [0.32, 0.80]; contrast 1 x relationship interaction: b = 

0.63, t(605.29) = 5.60, p < .001, 95% CI = [0.41, 0.85]). (See Appendix D for a Supplement containing 

an exploratory analysis comparing only “overall should” and “would” judgments.)  

 The second contrast tested whether participants’ judgments of what they overall should do 

differed from judgments of what they morally should do. “Overall should” judgments (M = 2.57, SD = 

1.65) elicited higher protecting responses than “morally should” and “ideally should” judgments (M 

= 2.13, SD = 1.53; b = 0.43, t(605.01) = 3.23, 95% CI = [0.18, 0.68], p < .01). The difference between 

what people overall and morally/ideally should do was greater for decisions about close others (simple 

effect: b = 0.63, t(702.65) = 1.72, 95% CI = [0.36, 0.90], p < .01) than distant others (simple effect: b 

= 0.24, t(702.65) = 1.72, p = .93, 95% CI = [-0.03, 0.51]; contrast 2 x relationship interaction: b = 0.39, 

t(604.78) = 2.90, p < .01, 95% CI = [0.14, 0.64]).  

 Finally, the third contrast tested for differences between “morally should” (M = 2.12, SD = 

1.57) and “ideally should” judgments (M = 2.15, SD = 1.48). No significant difference emerged (b = 

-0.03, t(605.01) = -0.21, p = .84, 95% CI = [-0.32, 0.26]). Results for Study 3 are shown in Figure 3.4. 

Figure 3.4 

Study 3: Protecting Decisions across Four Judgments   

 
Note. Error bars show standard error of the mean.  

Results were equivalent when we controlled for police trust (M = 3.07, SD = 1.78); full model 

statistics reported in the Supplement in Appendix C. Results were also equivalent when we applied a 
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more stringent manipulation check exclusion criterion, excluding any participant who truly failed the 

manipulation check, rather than just those who were in the wrong “ballpark” category (N = 530).  

5.3. Study 3 Discussion  

 Study 3 examined whether the discrepancy between “should” and “would” judgments 

documented in Studies 1a, 1b, and 2 reflected a genuine inconsistency between what people thought 

they should and would do in punish-or-protect dilemmas (the Genuine Inconsistency Hypothesis), or 

whether participants were not showing any inconsistency, but instead thought that what they morally 

should do is different from what they all-things-considered should do (the Many Reasons Hypothesis).  

 Consistent with the Genuine Inconsistency Hypothesis, “would” judgments elicited higher 

protecting responses than all three kinds of “should” judgments, especially for close others. 

Additionally, “overall should” judgments elicited higher protecting than “morally should” and “ideally 

should” judgments, particularly for close others. This suggests that people distinguish between 

specifically moral “oughts” and all-things-considered normative judgments. The fact that people said 

they would protect more than they overall should suggests that there is a genuine inconsistency across 

people’s judgments—and that this inconsistency cannot merely be accounted for by appealing to a 

broader kind of “should” judgment.    

Finally, our analyses revealed no difference between “morally should” and “ideally should” 

judgments, suggesting that the judgments participants have been making across all our studies have 

indeed been judgments about what they morally should do. 

6. General Discussion  

Across four studies, we examined whether people believe they not only would, but also should, 

preferentially protect close others who have committed severe moral transgressions. In doing so, we 

tested two competing hypotheses—the Moral Universalism and Moral Partiality Hypotheses—each 

of which carries an important, but distinct, insight into the nature of moral decision-making. 

 Our findings provide strong evidence for the Moral Partiality Hypothesis: in each study, 

participants said they should protect close others more than distant others. However, the effect of 

relationship was consistently weaker for “should” judgments than “would” judgments, revealing that 

people show relatively less partiality in their judgments of what is morally right, compared to judgments 

of how they would act. These findings suggest that when it comes to difficult moral decisions about 

close others, people think that they would fail to do what is by their own standards “right.”  

These studies provide further evidence that judgments about moral rules versus decisions 

about how to act may be sensitive to different considerations (Pletti et al., 2017; Tassy, Deruelle, et 
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al., 2013; Tassy et al., 2012; Yu et al., 2019). This fits with the growing appreciation of moral cognition 

as a multifaceted area that involves many distinct kinds of judgments, including whether actions are 

right or wrong (e.g., Cipolletti et al., 2016; Greene et al., 2009), what to do in hypothetical, lab-based 

situations (e.g., Bostyn et al., 2018; FeldmanHall et al., 2012; Francis et al., 2016; Patil et al., 2014), 

what to do when faced with real-world moral choices (Hofmann et al., 2014; Johnson & Goldstein, 

2003; Rosenbaum, 2009), and how to evaluate people’s moral character (Siegel et al., 2017, 2018).   

Our findings also further inform discussions about how relationships and other elements of 

identity and context influence moral judgments (Hester & Gray, 2020; Schein, 2020). The present 

work provides additional evidence that relationships influence moral decision-making, and that people 

think close relationships carry moral weight and generate moral obligations. However, it also shows 

that different kinds of moral judgments are influenced by relational considerations to different degrees. 

Further exploring how relational and contextual factors influence a diverse set of moral judgments 

will help us gain a fuller understanding of the real-world functioning of moral cognition. On a practical 

level, our findings reinforce an important methodological lesson for moral psychology researchers: it 

matters both conceptually and empirically what kind of judgment we ask participants to make, and we 

cannot assume that there will be no difference between what people think they would and should do 

(see also Barbosa & Jimenez Leal, 2017).  

Our findings also are relevant to a number of topics of interest to researchers working at the 

intersection of psychology and philosophy. Researchers studying hypocrisy—particularly as it relates 

to inconsistency, self-deception, and akratic thinking—may be particularly interested in our finding 

that people willingly admit they do not think they would do what they think they should (Alicke et al., 

2013; Bartel, 2019; Batson et al., 1999; Jordan et al., 2017; Laurent & Clark, 2019; Lönnqvist et al., 

2014). Our findings may shed light on how laypeople think about the relation between moral and 

practical reasons for action—a topic that ties into many debates in philosophical ethics and action 

theory. The present work is also relevant for researchers engaged in the philosophical moral partiality 

debate, and holds particular promise for philosophers who take a more naturalistic and empirically-

informed approach to their theorizing (even if the empirical documentation of folk intuitions about 

moral dilemmas cannot on its own settle normative philosophical questions).  

6.1. Future Directions 

An important question that we did not address concerns the mechanisms underlying the 

differences between “would” and “should” judgments, and between responses for close and distant 



 

 77 

others (especially for “should” judgments; see Weidman et al., 2020, for mechanisms underlying 

differences in what people would do).  

First, future work should explore what leads people to say they morally should protect close 

others more. One possibility is that when close others are involved, one has to consider competing 

virtues of justice and loyalty. Thus, people’s normative endorsement of moral partiality could reflect the 

belief that loyalty is an important moral virtue, and that close relationships give rise to special moral 

obligations. People might also feel more empathy toward close others than distant others (as they do 

for ingroup members; see e.g., Gutsell & Inzlicht, 2012; Tarrant et al., 2009). This could lead people 

to incorporate an expanded set of moral considerations beyond just justice (Batson et al., 1995), could 

make them more inclined to believe in the underlying goodness of close others, and/or could lead 

them to assume that the person had a good reason for acting as they did—all of which might lead 

people to judge the need for (legal) punishment to be less pressing. Finally, attentional mechanisms 

may contribute to this effect: Berg et al. (2021) show that people tend to focus on the actor when a 

close other transgresses, but the crime when a distant other does so. These differences in focus could 

affect not only the decisions people make (Berg et al.’s focus) but also their conclusions about what is 

the right thing to do.  

These empathic processes, character attributions, and attentional mechanisms might also be 

mechanisms that underlie the would/should discrepancy. For example, people’s empathy toward a 

close other might make it more challenging for them to do what they think justice requires in these 

situations (Batson et al., 1995). Another potential explanation for the would/should discrepancy 

involves reputational concerns and the relational stakes of acting impartially toward close others. 

People sometimes say that making the morally right decision makes one a worse friend or spouse 

(Everett et al., 2018), and that leaders who do the morally right thing are judged as cold and lacking 

empathy (Uhlmann et al., 2013). Thus, people who say they would not do what they should, might be 

worried about reputational or relational costs of doing what they believe to be right. However, this 

does not seem to explain why people think they would protect more than they all things considered should 

protect (Study 3)—unless they think that these practical reasons would influence their actions in a 

manner that is not justified. Our findings also suggest that people think they would protect distant 

others more than they should (though the effect was smaller than for close others). This could be 

driven by fear of retaliation or worries about the consequences of engaging with law enforcement. 

These numerous possibilities emphasize that there is much future research to be done to disentangle 

all of these possible mechanisms and their implications.  



 

 78 

Another important future question is whether people actually act in real-life scenarios how they 

think they will in hypothetical ones. On the one hand, some work suggests that people may actually 

behave more morally than they think they will (Teper et al., 2011), positing that affective forecasting 

failures can lead to poor behavioral predictions. Thus, perhaps people are actually more likely to report 

a close other (i.e., act as they say they should) than they anticipate. On the other hand, it might be that 

people are actually rather successful affective forecasters in this domain, if it turns out that thinking 

about a close other’s transgression is highly emotional. Though the general emotionality of these 

situations has not been directly tested, Weidman et al. (2020) show that psychological distancing—a 

common strategy for regulating emotions—makes people less likely to say they would report a close 

other. Given these competing predictions, the relation of “would” and “should” judgments to actual 

behavior marks an exciting area for future research.  

6.2. Concluding Comment 

There are several key takeaways from the present findings. First, we have demonstrated that 

people believe it is morally right to treat close others differently than distant others. This suggests that 

relationship is a powerful factor in folk ethical theory. Second, we have shown that—despite their 

preference for moral partiality—people also believe that they would protect close others more than 

they should, suggesting that people believe they are likely to fail to do what they think is right in moral 

decisions involving close others. Third, our work has relevance to a number of topics of interest to 

philosophers, including the relation between moral and practical reasons in folk psychology, and 

hypocrisy, inconsistency, and akratic thinking. Our results carry both theoretical implications for 

understanding how relationships influence moral judgments and how different kinds of moral 

judgments relate to each other, and practical methodological implications for moral psychologists 

investigating different kinds of moral judgments. Overall, these findings reinforce the claim that 

decisions involving close others remains a lively domain and fruitful area for moral psychological 

research.  

 

  



 

 79 

 

 

 

Chapter 4 

How Relationship Affects Adolescents’ Decisions to Report Moral Transgressions75  

 

1. Introduction 

Imagine an eighth grader passing an empty classroom during lunch one day. As she walks by, 

she sees another student stealing money from someone’s backpack. Later, a teacher approaches her 

and asks whether she saw anything related to the theft. Would she report the student to the teacher, 

given the opportunity? What if the thief was her very best friend? 

Work speaking to this puzzle comes from two different research domains, which have 

historically seen little contact with one another. In developmental psychology, there is a rich literature 

exploring how children (Kenward & Östh, 2012; McAuliffe et al., 2015; Riedl et al., 2015; Robbins & 

Rochat, 2011; Vaish et al., 2011; Yudkin et al., 2020) and adolescents (Brank et al., 2007; Chiu Loke et 

al., 2011; Friman et al., 2004; Syvertsen et al., 2009; Watson & Valtin, 1997) respond to others’ moral 

transgressions. Alongside this literature is a growing body of work demonstrating that relationships 

dramatically affect adults’ moral decisions (Everett et al., 2018; Hughes, 2017; McManus et al., 2020), 

including how they respond to others’ transgressions (Berg et al., 2021; Lee & Holyoak, 2020; Soter 

et al., 2021; Waytz et al., 2013; Weidman et al., 2020). Yet little prior work has systematically examined 

the intersection of these literatures –how adolescents’ relationship to a transgressor affects their 

responses.  

The absence of work speaking to this question is striking, as adolescents who witness a close 

friend acting immorally face a particular dilemma that does not arise when the transgressor is a stranger 

or distant acquaintance. On the one hand, children and adults alike are strongly motivated to punish 

wrongdoing (Graham et al., 2009; Hofmann et al., 2018; Schein & Gray, 2018). On the other hand, 

people have a fundamental tendency to protect the wellbeing of close others (Aron et al., 1991; 

Hamilton, 1964). This tension may be heightened in adolescence, which is characterized as a time 

when peer relationships are an particularly central part of one’s social world (Berndt, 1982; Brown & 

Larson, 2009; Hart & Carlo, 2005; Hunter & Youniss, 1982), and moral development undergoes 

 
75 The in preparation version of this paper is co-authored with Martha Berg, Ethan Kross, and Susan Gelman. Thanks 
also to Annalee Miklosek for her help in coding open-ended responses.  
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substantial growth (Gibbs, 2019). Thus, when the immoral actor is a close other, an adolescent must 

decide whether to prioritize justice or loyalty. In the present work, we seek to fill this gap in the 

literature, examining how relationship to a transgressor affects adolescents’ decisions to report an 

immoral act.  

1.1 Reporting Transgressions in Childhood 

 From at least three years old, children show strong motivation to respond to others’ immoral 

acts (Kenward & Östh, 2012; McAuliffe et al., 2015; Riedl et al., 2015; Robbins & Rochat, 2011; Vaish 

et al., 2011; Yudkin et al., 2020), a tendency that continues into adulthood (Graham et al., 2009; 

Hofmann et al., 2018; Schein & Gray, 2018). Although there are many possible ways to respond to 

another’s transgression, including intervening to prevent the act (e.g., Vaish et al., 2011), helping the 

victim (e.g., Lee & Warneken, 2020; Riedl et al., 2015), or punishing a transgressor by taking away 

desired resources (e.g., Kenward & Östh, 2012; McAuliffe et al., 2015; Yudkin et al., 2020), one 

important strategy is reporting the wrongdoing to an authority figure. This is an especially relevant 

response for children and adolescents, who may not be positioned to directly punish others or rectify 

harm done, but who frequently have access to an authority figure such as a parent, teacher, or police 

officer. Thus, reporting behavior, sometimes referred to as “tattling,” has received much attention in 

the developmental literature (Chiu Loke et al., 2011, 2014; Den Bak & Ross, 1996; Heyman et al., 

2016; Ingram & Bering, 2010; Lyon et al., 2010; Misch et al., 2018; Ross & Bak-Lammers, 1998; 

Watson & Valtin, 1997).  

 The decision to report a transgressor can carry significant social weight, and may explain age 

differences in children’s willingness to report others. Whereas children from three to seven years old 

are quite willing to report both peers and adults who commit major and minor transgressions (Chiu 

Loke et al., 2011; Den Bak & Ross, 1996; Heyman et al., 2016; Ross & Bak-Lammers, 1998), by age 

eleven children endorse reporting only major transgressions (Chiu Loke et al., 2011, 2014). A primary 

hypothesis for this reluctance to report as children enter adolescence is the increase in the perceived 

social costs of reporting (Friman et al., 2004). Adolescents are more concerned than younger children 

about their peers’ perceptions (Jankowski et al., 2014; Juvonen & Murdock, 1995; LaFontana & 

Cillessen, 2010; Mulvey & Killen, 2016; Sebastian et al., 2008), and about negative consequences in 

general (Vasey et al., 1994). Consistent with this hypothesis, adolescents’ willingness to report potential 

violence is mediated by their beliefs about unfavorable consequences of confiding in a teacher 

(Syvertsen et al., 2009), and increases under conditions of anonymity (Brank et al., 2007). Further, 
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these reputational concerns appear to be grounded in reality: Friman et al. (2004) documented strong 

negative associations between perceived tattling and both social status and likeability for adolescents.  

1.2. Adult Reporting and Relationships  

 In the domain of adult research, a growing body of work has demonstrated that social 

relationships dramatically affect how adults respond to witnessing someone commit a moral 

transgression (Berg et al., 2021; Lee & Holyoak, 2020; Waytz et al., 2013; Weidman et al., 2020). After 

witnessing someone transgress, adults are far more likely to report the transgressor to an authority 

figure when the transgressor is someone they barely know (e.g., mail carrier, dentist) than when it is 

one of the people closest to them (e.g., best friend, sibling)—especially when the transgression is a 

severe one (Berg et al., 2021; Weidman et al., 2020; see also Waytz et al., 2013). Further, adults say that 

it is morally right to report close others less than distant others (Soter et al., 2021).  

1.3. Relationships in Adolescence  

 Despite this strong evidence that relationships impact reporting decisions in adults, less is 

known about the developmental trajectory of this pattern. Though prior work has explored how 

children’s judgments about transgressions vary based on their relationship to the victim of a 

transgression (e.g., Costin & Jones, 1992; Olson & Spelke, 2008; Recchia et al., 2013; Slomkowski & 

Killen, 1992; Smetana & Ball, 2018), less work has directly explored children’s and adolescents’ 

relationship to the transgressor. Specifically, little is known about how this influences their reaction to 

the transgression—especially whether they decide to report to an authority figure. In the existing work 

on children’s (ages 3-12) reporting decisions, there has been considerable variation across studies in 

whether the transgressor was a stranger or anonymous (Chiu Loke et al., 2011, 2014; Heyman et al., 

2016; Vaish et al., 2011), a hypothetical or real friend or sibling (Den Bak & Ross, 1996; Ross & Bak-

Lammers, 1998; Watson & Valtin, 1997), or a classmate (with relational closeness either unspecified 

or not controlled for, Friman et al., 2004; Ingram & Bering, 2010; and most of the questions in Brank 

et al., 2007). Relationship to the transgressor has thus varied across studies, but not been systematically 

manipulated. The few studies that have directly manipulated relationship via manipulation have done 

so only in younger children (e.g., ages 4-9) and have examined ingroup/outgroup relationships (Misch 

et al., 2018) or relationships to adults (Lyon et al., 2010), rather than individual peer relationships. 

Moreover, such studies have typically examined how relationship affects children’s assessments of the 

transgressor, but not how it influences their responses and reporting decisions (Peets et al., 2007).  

 Yet as briefly noted earlier, adolescence in particular is a time when peer relationships are 

central to children’s social lives (Berndt, 1982; Hart & Carlo, 2005). In this period, friends begin to 
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exert a significant influence over one another (Brown & Larson, 2009; Youniss & Haynie, 1992) and 

become a crucial element of social adjustment and belonging (Bukowski et al., 1993; Rubin et al., 2004; 

Waldrip et al., 2008). Given the importance of these peer social ties, relationship closeness may be a 

salient factor in determining how adolescents make social decisions. This is especially plausible given 

the evidence discussed above emphasizing that social consequences appear to be a major consideration 

influencing whether adolescents choose to report (Brank et al., 2007; Friman et al., 2004). Reporting 

one’s best friend surely carries much heavier potential social costs than reporting a distant 

acquaintance: it risks, for instance, damaging a highly valued relationship and being perceived as a bad 

or disloyal friend. Indeed, in the domain of bullying, it has been found that friendship with a bully is 

often a motivational factor that discourages  bystander intervention (Forsberg et al., 2014; Thornberg 

et al., 2012, 2018).  

 To our knowledge, only one study to date has systematically examined how relationship affects 

adolescents’ decisions to report transgressions to an authority figure. Brank et al. (2007) investigated 

middle schoolers’ responses to a classmate bringing a weapon to school and found that students 

indicated slightly more reluctance to report a friend than an unspecified classmate. However, Brank 

et al.’s (2007) evidence came from a single item embedded in an extensive questionnaire exploring the 

highly specific (and emotionally charged) issue of students’ responses to weapons at school. Thus, 

more systematic research is needed.  

2.  The Present Study  

 The goal of this research is to test whether and how relationships influence how adolescents 

respond to witnessing a moral transgression. To address this issue, we asked a large sample of sixth 

through ninth graders to imagine witnessing either their best friend, or a student they know distantly, 

committing a high or low severity theft. We then asked whether they would report the act to an 

inquiring teacher. Our participants were recruited from urban schools with predominantly Black and 

low-income populations, allowing us to conduct this research with participants who are often 

underrepresented in empirical psychological research. We focused on theft-based transgressions for 

three reasons: thefts are transgressions that adolescents realistically might do or observe; theft easily 

allows for manipulation of severity, based on whether a high- or low-value item is stolen; and focusing 

on theft allows for straightforward comparison with existing adult work in this domain (e.g., by 

Weidman et al., 2020).  

Based on adult studies documenting a reluctance to report close others who transgress, and 

adolescent research showing the heightened importance of peer relationships at this point in 
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development, we hypothesized that adolescents would be more likely to report a distant classmate 

who transgresses, than their best friend, and more likely to report severe transgressions than minor 

ones. We preregistered the prediction that this effect would be more pronounced for high severity 

transgressions, based on the available evidence from adult studies; however, we also noted that we did 

not have a strong prediction regarding the relationship by severity interaction, as this was the first 

study investigating this phenomenon in adolescents. 

This study was preregistered through the Open Science Framework; blinded preregistration 

for peer review available in “Files” at 

https://osf.io/znstf/?view_only=02c0894e02aa416aad618e8493310a4e. All methods and analyses 

follow the preregistered plan, except where otherwise noted.  

3. Method 

3.1. Data Collection  

This investigation was part of a larger data collection effort that included a variety of studies 

designed by scientists affiliated with Character Lab Research Network (CLRN). CLRN simultaneously 

rolled out multiple independent studies, and students were randomized to one of the studies running 

in their school. This study was conducted on school computers during class time in participating 

schools over the course of a two- to three-week testing window. On a predetermined testing day, a 

teacher proctor at each school administered the CLRN research activities to students. To introduce 

the study, teachers read a script that explained to students that all research activities were part of an 

educational research initiative at their school, that participation was voluntary and they were not being 

graded, and that teachers would not see their answers. Teachers also instructed students to focus on 

their own computers and (if relevant) not to look at classmates’ screens. Upon logging into the CLRN 

platform, all students first viewed an assent screen that reiterated this information and, in addition, 

explained that parents would not see their responses and that their names and any other unique 

identifying information would not be shared with researchers. Students who agreed to participate were 

then directed to the survey. 

3.2. Participants 

 Our participants came from CLRN Stratum D: mostly Black, high number of students 

receiving free/reduced-price lunch, often urban schools, in the United States. These schools represent 

12% of all middle and high schools in the US. The full sample consisted of 1,349 sixth through ninth 

grade students. Participants were excluded from analysis for the following criteria: not finishing the 

survey (n = 213), skipping over more than two (out of eight) dilemmas (n = 4), selecting “no” when 
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asked if they answered honestly (n = 44), saying they were distracted during the survey (n = 149), and 

for self-reporting ages younger than 10 or older than 16 or not reporting an age (n = 8; not pre-

registered), for a final adolescent sample of N = 913. 

The final sample consisted of 39% sixth graders, 27% seventh graders, 26% eighth graders, 

and 8% ninth graders; mean age was 12.36 (SD = 1.14; range 10-16). Fifty-five percent identified as 

girls, 44% as boys, and 0.12% as other. The sample was 2% Asian, 7% bi-/multi-racial, 63% 

Black/African American, 13% Hispanic/Latino, 1% Native American, 0.1% Native Hawaiian/Pacific 

Islander, 7% white, and 7% other.  

3.3. Procedure 

Our paradigm was adapted for a school context and younger sample from Weidman et al. 

(2020). We followed Weidman et al. (2020) in focusing on theft-based transgressions of high and low 

severity. In an online Qualtrics survey, participants were first asked to imagine their best friend at 

school, and a student in another class whom they do not know very well. For each relationship, they 

were asked to think of a specific person and hold that person in mind for the rest of the survey. Next, 

participants were presented with eight vignettes. In each, they were asked to imagine that they 

witnessed either their best friend, or the distant student, committing a theft. Half of the thefts were 

high severity (e.g., taking the teacher’s laptop) and half were low severity (e.g., taking an extra cookie 

from the cafeteria without paying). Severity was distinguished by the value of the stolen item; we 

verified the perceived severity of each theft in a pilot study with adult participants. The full list of 

scenarios is included in Appendix F. Severity and relationship were fully crossed: each participant 

responded to two dilemmas with each relationship/severity combination. Participants were then asked 

to imagine a teacher approaching them and asking whether they had seen anything suspicious. 

(Weidman et al. (2020)’s original studies involved reporting to a police officer.) Participants then 

indicated whether they would report the transgressor to the teacher, on a 6-point Likert scale (1 = 

“Definitely would not report”; 6 = “Definitely would report”). After the final trial only, participants 

were asked to write what they were thinking about as they responded to the preceding question (the 

report measure for the final vignette). Open-ended data are currently being coded, and results from 

these analyses are not reported in this dissertation. Finally, participants reported their level of trust in 

teachers (0 = “Very untrustworthy”; 6 = “Very trustworthy”) as an exploratory measure, and 

completed a set of demographic questions.   
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4. Results  

Overview of Analyses  

 To test the effects of relationship and severity, we ran a mixed linear model using the lme4 

package in R (Bates et al., 2015). We included participant and dilemma as random intercepts; thus, 

variance across both individual participants and differences in vignettes were accounted for in the 

model. For random slopes, severity and relationship were allowed to vary by participant, and 

relationship was allowed to vary by dilemma (the maximal model that reached convergence). A 

likelihood-ratio test indicated that this model including random slopes provided a better fit for the 

data than a model that only included random intercepts (c2(7) = 324.85, p < .001).  Binary fixed effects 

(relationship and severity) were contrast coded (-0.5/0.5).  

Main Results  

 Participants were less likely to report close others (M = 3.70; SD = 1.76) than distant others 

(M = 4.24, SD = 1.83; b = -0.54, t(6.76) = -8.4-, 95% CI = [-0.68, -0.40], p < .001). Participants were 

also less likely to report low severity (M = 3.44; SD = 1.78) than high severity transgressions (M = 

4.50; SD = 1.69; b = 1.06, t(6.73) = 10.33, 95% CI =[0.82, 1.30], p < .001). There was no significant 

relationship by severity interaction (b = 0.08, t(4.96) = 0.68, 95% CI =[-0.23, 0.39], p = .53). Results 

are displayed in Figure 4.1.  

Figure 4.1 

Reporting Close versus Distant Others for High and Low Severity Transgressions  

 
Note. Error bars show standard error of the mean.  
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Exploratory Analyses  

 We conducted three additional exploratory analyses to check for age and gender effects, and 

to control for baseline trust in teachers. Reporting decreased overall with age (b = -0.22, t(910.82) = -

6.20, 95% CI = [-0.30, -0.14], p < .001). Main effect of age is displayed in Figure 4.2; age did not 

significantly interact with relationship or severity. Girls were more likely to report overall than boys 

(excluding non-binary participants, n = 11, for this analysis; b = 0.53, t(899.51) = 6.45, 95% CI = [0.37, 

0.69], p < .001; random slopes of relationship and severity over participant removed to avoid 

convergence failure). Finally, higher teacher trust (M = 3.32, SD = 1.17) predicted higher reporting (b 

= 0.42, t(902.6) = 12.90,  95% CI = 0.36, 0.48], p < .001; random slope of relationship over participant 

removed to avoid convergence failure). None of these additional parameters eliminated the main 

effects of severity and relationship.  

Figure 4.2  

Reporting Decreases with Age  

 
Note. Error bars show standard error of the means.  
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5. Discussion  

 Our driving question for this study was: (how) does relationship to a transgressor affect 

whether adolescents decide to report a peer whom they witness stealing something? This question 

emerges from the intersection of two lines of research: the developmental literature on adolescent 

reporting decisions, and work on how relationship affects adults’ responses to moral transgressions. 

We studied this question in a predominantly Black and low-income adolescent population, a 

demographic that is underrepresented in research on the development of moral reasoning.  

 We found that adolescents were indeed more reluctant to report a best friend who stole 

something than a distant classmate. We also found that adolescents were more likely to report both 

close and distant others who had committed more serious transgressions, than those who had 

committed minor ones—again consistent with findings in adults. Additionally, we found that older 

participants in our sample were overall more reluctant to report than younger participants. This age 

effect is consistent with previous developmental work showing decreasing reporting with age in 6-11 

year-olds (Chiu Loke et al., 2011); our work documents the continuation of this trend into early 

adolescence. This finding is also consistent with work suggesting that as young people enter late 

childhood and early adolescence, they gain the capacity for more complex moral reasoning—moving 

beyond the simple application of moral rules, and towards considering multiple perspectives, thinking 

more abstractly, and integrating more complex information processing strategies (e.g., see Graber et 

al., 2018; Simmons & Blyth, 2017 for discussion).  

 Notably, we did not observe a severity by relationship interaction. Although participants were 

more likely to protect close others overall, the degree to which they showed this preference did not 

depend on the severity of the theft. This marks a striking difference from the pattern seen in adults 

(Weidman et al., 2020), whose preferential protection of close others is consistently greater for severe 

transgressions. This could indicate a developmental difference: the fact that we see an equally strong 

reluctance to report close others, even for low-severity thefts could suggest that relationships have a 

more robust effect for this age group, and that discretion in when to prioritize not reporting close 

others develops later in adolescence or early adulthood. (See Supplemental Study in G for a study that 

provides preliminary data addressing this question.) This lack of discretion in when to avoid reporting 

close others—i.e., not doing so even when consequences are likely to be relatively low—could also 

reflect the central role that friendships occupy in adolescents’ social worlds.  

 However, there are several differences between the present study and existing adult work, such 

that we cannot be certain that this lack of interaction reflects developmental differences. The present 
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adolescent sample differed demographically from the adult samples tested in Weidman et al. (2020)’s 

work: our sample was predominantly Black and low-income, whereas previous samples have been 

majority white and relatively higher socioeconomic status. These racial and socioeconomic differences 

might reflect relevant differences in how participant groups view and respond to the relevant authority 

figures, as well as the consequences of their decisions (e.g., Gregory & Ripski, 2008; Panditharatne et 

al., 2021; Tuma & Livson, 1960; Viki et al., 2006; Wright & Weekes, 2003). In the present study, 

participants imagined reporting the transgression to a teacher, rather than a law-enforcement officer; 

given that teachers might be assumed to know all the students involved, participants could have been 

motivated not to report a theft even when the consequences would otherwise likely be mild. Future 

work focused on the emergence of the difference in reporting close others for high or low severity 

transgressions should control for these factors.    

 Another key question for future research concerns at what age children begin to show this 

reluctance to report close others who transgress—or whether this tendency is present throughout 

development. Because adolescence is a particularly transformational time for the role of peer 

relationships and the importance of friendships, perhaps adolescence marks the beginning of this 

pattern of preferential non-reporting (but see Misch et al., 2018).  

The mechanisms underlying the reluctance to report close others across age groups is also an 

important area of future study. In the adult literature, feelings of loyalty to close others and concerns 

about harm to close others have both been proposed as important mechanisms explaining the bias 

towards protecting close others, as have self-interest and reputational concerns (Weidman et al., 2020). 

Adolescents’ reluctance to report may similarly be motivated by both self-interested reputational 

concerns about social standing, or by relationship dynamics such as loyalty and desire to protect close 

friends. There may also be more cognitive-developmental mechanisms in play, such as increased 

capacity for perspective-taking (especially of close others), and ability to apply moral rules in a more 

nuanced and selective way. Exploring the developmental trajectory of these concerns and capacities 

has the potential to provide a richer understanding of the motivations behind adolescents’ responses 

to the transgressions of those around them (and will offer key insight into how the reluctance to report 

can be reduced, when appropriate).  

Finally, future work should explore the generalizability of these findings to other kinds of 

transgressions. Though this pattern has been documented across multiple domains in adults (both 

theft and sexual assault transgressions, Weidman et al., 2020), the data presented here cannot directly 

speak to how adolescents may respond to transgressions in other domains. However, work on 
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adolescent responses to bullying do suggest that relationship to an aggressor can be a powerful force 

preventing bystander intervention (Forsberg et al., 2014; Thornberg et al., 2012, 2018), offering some 

initial evidence that a reluctance to intervene when a transgressor is a close other extends beyond the 

domain of theft.  

 Although there remains much to investigate in this domain, the present findings establish that 

interpersonal relationships are an important factor in understanding how adolescents respond to the 

moral transgressions of others. In the rich literature on children’s and adolescents’ reporting decisions, 

almost none has systematically explored this dimension previously. We thus hope that the present 

study will spur future research into how different kinds of relationships—and other relevant social 

factors—influence how people at various stages of development judge and react to others’ moral 

transgressions.  
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Concluding Remarks 

 

I want to conclude this dissertation by offering some thoughts on future work. In both my 

philosophical and empirical projects, there remain many open questions, and I take the chapters in 

this dissertation to be starting points rather than end points. In what follows, I outline some of the 

lingering questions and plans for future research that have stemmed from the present projects.  

1. Future Plans for the Philosophical Project  

 My work on acceptance lays the foundation for future research into the nature and ethics of 

doxastic regulation. My planned projects in this domain include both philosophical and empirical 

work.  

 My immediate next planned project takes the broad methodological approach I use in my 

work on acceptance—that we can learn a lot about doxastic control by looking to empirical research 

on other kinds of mental state control—and uses it to engage more directly in the debate over doxastic 

(in)voluntarism.76 The existing voluntarism debate has focused nearly exclusively on whether we can 

control belief formation. Call this “front-end” control. The general consensus is that we cannot, or at 

least not directly, and at least not in responsive to non-evidential reasons.77 However, changing and 

updating in response to evidence is just one of the primary functional roles of belief. Beliefs also serve 

as the default guiding basis for a wide variety of cognitive, reasoning, and action processes; they are 

powerful prepotent mental states that cause effects across a wide range of psychological mechanisms. 

In virtue of this, I plan to argue that we can exert significant “back-end” control over this guiding or 

steering role of beliefs—and that we know a lot about what this kind of control looks like from 

research on cognitive control mechanisms in controlling mental states like emotions, cravings, and 

other thoughts. Drawing on work from authors such as Sripada (2021) and Bermúdez (2021), I will 

ultimately argue that the control profile at hand is one of self-control. An upshot of this view is that 

evidentialist theories of belief, which care primarily about belief’s evidence-responsive capacities, tend 

to be more involuntaristic, while pragmatist or dispositionalist theories of belief, which care more 

 
76 This debate concerns whether and to what extent we can control what we believe or choose our beliefs.  
77 Though authors such as Hieronymi have argued that this fact does not pose a problem for epistemic deontology, 
because we have the capacity to respond doxastically to the right kinds of reasons for belief (i.e., evidence), and in doing 
so we can manifest our epistemic agency.  
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about the way belief guides cognition, reasoning, and action, will ultimately be more voluntaristic. This 

project will also allow me to address a lingering challenge for my present account of acceptance: as I 

currently discuss acceptance, I insist that the “underlying belief” remains untouched by our response 

modulation efforts. However, on some prominent theories of mental states, if you completely cut off 

a mental state’s functional role, it’s hard to say that you still have that mental state. This two-pronged 

approach to belief and doxastic control gives us the resources to handle this worry: we can say that 

the front-end appraisal of the evidence remains unchanged by the back-end control mechanisms—

but then whether to call the mere appraisal a belief may depend in part on what kind of theory of belief 

one goes in for.78  

 The preceding paper will be primarily a descriptive project. In another paper, I will explore 

how we ought to think about the normative landscape of these two functional roles of belief. Much 

recent work has focused on theorizing about the relationship between epistemic norms and moral or 

practical norms. For instance, advocates of encroachment theories propose that the moral content or 

stakes of a belief can affect whether an agent is epistemically justified in holding that belief. I will use 

my two-pronged framework (i.e., the explicit distinction between the front-end and back-end 

functional roles of belief) to offer a new way of framing the possible ways in which these different 

kinds of norms can interact with each other to govern in belief. I will argue that we should think of 

familiar evidentialist/purist epistemic norms as really being “front-end” doxastic norms, but that what 

such norms say about “back-end” belief guidance is far less clear—and that in this back-end role, there 

is much more room for practical and moral considerations to get purchase. My project will in part be 

to lay out the choice points available for theorists who want to understand how various kinds of norms 

interact with belief, but I will also argue more positively that appealing to moral and normative 

constraints on back-end belief guidance is the most promising route to getting what advocates of 

encroachment or doxastic wronging want from their views, but that carving up the space in this way 

avoids many of the theoretical challenges that plague those kinds of views.79  

 I also intend to use my accounts of acceptance and doxastic regulation to make progress on 

other specific debates within the ethics of belief and philosophy of mind. In some instances, I will 

continue to argue that regulating beliefs in the way I prescribe is a good thing—such as cases involving  

 
78 In fact I think it is a benefit of this framework that I don’t have to commit myself to any specific account of what a 
belief actually is: by laying out the functional roles and mechanisms in play, I can say what I want about control, and 
then people who have other reasons to prefer one kind of theory over another can do with the terminology as they like.   
79 I also think that some doxastic wronging advocates have inflated the front-end and back-end functional roles of belief 
in a way that this framework will help significantly clarify.  
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involving profiling, stereotyping, or generic reasoning about social groups. In these cases, an agent has 

(by stipulation) strong statistical or group-level evidence about people of a particular kind of social 

group—but she also seems to have strong moral reason not to let that assessment of the evidence 

play the role it usually would in guiding her reasoning, cognition, and action. Though some work has 

already been done to apply acceptance to cases of racial generalizations (e.g., Bolinger, 2020), I think 

there is more to be said by leveraging my psychological account, including addressing: the ways in 

which these beliefs naturally license and lead to—but do not necessitate—certain patterns of thought 

and inferences; why prior work has struggled with whether to characterize these kinds of 

considerations and acceptances as epistemic or merely moral; and the cognitive difficulty of exercising 

this kind of control, which I think is important for our moral assessments of agents’ mistakes. There 

are also plenty of cases in which accepting seems to be important in our distinctively epistemic 

projects: for instance, much focus has been paid recently to withholding or suspending judgment in 

inquiry. On my view, a plausible way to cash those ideas out is via the response modulation 

mechanisms I describe: preventing the appraisal of the evidence—even if we have high confidence—

from playing its usual downstream role, in favor of a withholding attitude.  

 Much of my focus, so far, has been on cases where acceptance is a good thing. But insofar as 

I think it is a psychological capacity we actually have, it is a skill that can be used poorly as well. I think 

that my account can help us understand doxastic phenomena such as self-deception and denial. I also 

think they may play a role in social phenomena such as ideology—especially cases where people seem 

to learn to habitually and skillfully prevent themselves from responding to even very strong evidence 

in the usual way. This also raises conceptual questions about the relationship between acceptance and 

rationality: when should we think an agent is accepting, and when should we say she is actually 

believing or appraising the evidence irrationally? Does it depend on the kinds of reasons that she 

actually is, or takes herself to be, responsive to? And (how) does the distinction between front-end 

and back-end functional roles, control, and norms of belief affect how we even conceptualize 

questions about rationality? Finally, I think that there is much to say about how we can do real harm 

to other people when certain kinds of social norms place demands on them to accept things despite 

good evidence. For instance, part of what we do when we gaslight people, or we tell them not to make 

an issue out of insulting comments or microaggressions, is that we ask them to do the work of 

accepting: of not letting their belief (for instance, about the insulter’s motivations or values) play its 

usual guiding role in how they assess and interact with that person.  
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 Having rambled about my philosophical ideas for a while, let me also add that I hope to do 

various kinds of empirical work that build on my philosophical work on doxastic control and 

acceptance. I think there are ways I can directly test the account of acceptance I put forward. For 

instance, we can design experiments that induce beliefs in people (or verify preexisting beliefs), give 

them tasks that involve making judgments or decisions involving those beliefs, and then instruct some 

people to accept something else—that is, to prevent those beliefs from guiding their judgments and 

decisions in the usual way. We can then look for classic markers of inhibitory control mechanisms, 

such as slower reaction times and increased failure under cognitive load.  

 More broadly, I want to develop research exploring how laypeople think about control over 

mental states, and how those conceptions of control affect their moral judgments their own and 

others’ mental states. With Ethan Kross and Susan Gelman, I am already beginning a line of work 

exploring how people think about two possible kinds of control over mental states like thoughts and 

emotions: a) controlling whether an unwanted mental state arises in the first place, and b) controlling 

whether and how you continue to elaborate on that mental state. Prior work on folk theories of mental 

state control has not been sensitive to this distinction. Our data so far suggest that nearly half of our 

participants thought that people should be able to control whether an unwanted thought or emotion state even 

arises. We are currently exploring how individual differences in this “spontaneous control” affects 

people’s moral judgments about unwanted mental states in others, and how it affects their responses 

to their own unwanted mental states. I am excited to continue working on these projects.  

 I think there is also much work to do to understand the folk concept and ethics of belief, 

specifically. For instance, what little work exists in this domain suggests that the folk concept of belief 

is surprisingly (from a philosophical perspective, anyways) voluntaristic (e.g. Cusimano & Goodwin, 

2019; Cusimano & Lombrozo, 2020). I want to further probe what this voluntarism actually amounts 

to. In particular, my suspicion is that when laypeople think about belief, they don’t think of the narrow, 

front-end evidentialist conception that many philosophers have in mind—but rather, they also think 

of belief as an attitude that richly guides our cognition, reasoning, and action. If that’s right, then 

perhaps we can push people’s judgments around: perhaps when people think more about belief as a 

state that is evidence-responsive (i.e., front-end functionality) they will become less voluntaristic, and 

when they think about belief as a guiding or steering mental state (i.e., back-end functionality) they 

will become more so. I think this is especially plausible because often what we actually care about when 

we think about others’ beliefs is the way those beliefs guide their mental and behavioral lives—which 

is why we do so often evaluate people robustly in terms of what they believe.  
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2. Future Plans for the Psychological Project  

 There is also much future work to do stemming from the empirical chapters of this 

dissertation. (Though I have already highlighted some of my current psychological work in the 

preceding section.)  

 In one future project, I hope to build on the findings from the final study in Chapter 3, that 

showed people’s ability to distinguish between what they morally ought to do, and what they all-things-

considered ought to do. Philosophers differ dramatically in how they think moral reasons do and should 

interact with other kinds of reasons for action. To my knowledge, little work has explored how 

laypeople think about this. Do people—like some philosophers—think that moral considerations are, 

or should be, overriding? Or do they think—like other philosophers—that moral considerations enter 

our deliberations on exactly the same footing as any other kind of practical consideration? Or do they 

occupy some middle role? A related sries of questions might investigate what kinds of things people 

take to fall into the domain of the moral in the first place. (Relationships are an interesting case: do 

people think that special considerations regarding close others are moral considerations, specifically, or 

some other kind of practical consideration?)  

 Another line of ongoing research, led by Yeonjee Bae, is exploring how partiality in responding 

to transgressions develops in children as young as four years old. The developmental trajectory of 

partiality versus impartiality may have interesting philosophical implications. For instance, do we learn 

how to be impartially moral by starting out partial and learning to expand our moral circle? Or do we 

start by valuing everyone equally, and learn about special relational obligations as we get older?  

 I am excited to continue to explore how various other kinds of relationships influence moral 

cognition as well. I’m interested in the role of reciprocity expectations in relational moral cognition: 

how does what people expect close others would do in a situation influence their own choices? 

Another relatively less explored relationship in empirical moral psychology is our relationship to 

ourselves. In an ongoing project with Fan Yang, I am investigating whether people think there are 

moral duties to the self, and how they reason about those duties in comparison to moral duties to 

others. (The data so far strongly suggest that people do think there are moral duties to the self, and 

that those are distinct from social conventions or duties to others.) In my post doc, I will be working 

on intergroup relationships and moral cognition. One question I have been mulling over lately, and 

hope to be able to explore at some point, is whether there are differences in how we reason about 

groups marked by clear physical differences (e.g., race, or class as marked by clothes) versus groups 

marked by beliefs (e.g., political party). Do we tend to run these two together in our minds—for 
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instance, do we infer that that people in different racial groups have different beliefs, and create 

visual markers for people in different political parties? Or do they enter our reasoning and moral 

judgment in distinct ways?   

*   *  * 

 This concluding section has really just been a place for me to document the current state of 

my idea-space as I am finishing up this doctoral program. There is, in summary, plenty more work to 

do. Of course, the suggestions here are all just possibilities; I’m sure some projects will pan out more 

successfully than others, and that new projects will develop from and instead of the ones described 

here. Regardless, I am so grateful to have been able to get the training over the past five years that 

will allow me to do it, and I’m so excited for all the research ahead.  
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APPENDIX A  

List of Chapter 3 Moral Transgressions 

 

Below is the set of theft dilemmas used in the studies presented in Chapter 3.  

1. Stealing a wallet from the seat of a parked car.  

2. Stealing an unattended laptop in a coffee shop.  

3. Taking a dog tied up outside a shop.  

4. Stealing jewelry from a locked store display.  

5. Blackmailing someone for money by threatening to post unflattering pictures of them online.  

6. Breaking into a house and stealing a TV.  

7. Taking money out of a charity donations basket.  

8. Taking a credit card left on a restaurant table.  
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APPENDIX B  

Study 3 Descriptive Statistics  

 

Table B.1 displays the cell descriptive statistics for Study 3.   

Table B.1 

Mean Protecting across Study 3 Judgment Conditions (1-6 Scale)  

 Ideally 
Should 

Morally 
Should 

Overall 
Should 

Would 

Close 2.49 (1.61)  2.49 (1.74)  3.12 (1.71)  3.91 (1.77)  
Distant 1.78 (1.24)  1.75 (1.30)  2.00 (1.35)  2.42 (1.60)  
Total 2.14 (1.48)  2.12 (1.58)  2.55 (1.64)  3.17 (1.84)  

Note. Standard deviations in parentheses.  
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APPENDIX C  

Chapter 3 Supplement 1: Police Trust Models  

 

In each of our four studies, we collected a self-report measure of police trust from participants. 

In the main text we note that controlling for police trust did not change the pattern of primary findings 

in any study. Here we report full statistics for the models including police trust as a covariate. One 

general finding emerged: across all studies, higher police trust predicted lower protecting. For several 

studies (1a, 1b, 2), this effect was significantly stronger for decisions involving close others.  

Table C.1 

Study 1a: Model including Police Trust  
Effect Estimate SE 95% CI p 

LL UL 
Relationship a  1.23 .04 1.15 1.31 <.001 
Judgment b -0.41 .14 -0.69 -0.13 .004 
Police Trust c  
Relationship x Judgment  
Relationship x Police Trust 
Judgment x Police Trust  
Rel. x Judgment x Police Trust  

-0.26 
-0.49 
-0.22 
0.01 
-0.04 

.04 

.09 

.03 

.09 

.06 

-0.36 
-0.67 
-0.28 
-0.17 
-0.16 

-0.16 
-0.31 
-0.16 
0.19 
0.08 

<.001 
<.001 
<.001 

.90 

.49 
      

Note. N = 299. CI = confidence interval; LL = lower limit; UL = upper limit. 
a -0.5 = distant, 0.5 = close. b -0.5 = would, 0.5 = should. c Police trust was mean centered.  
 

Table C.2  
Study 1b: Model including Police Trust  

Effect Estimate SE 95% CI p 
LL UL 

Relationship a  1.49 .04 1.41 1.57 <.001 
Judgment b -0.91 .14 -1.18 -0.64 .004 
Police Trust c  
Relationship x Judgment  
Relationship x Police Trust 
Judgment x Police Trust  
Rel. x Judgment x Police Trust  

-0.37 
-0.69 
-0.06 
0.06 
0.002 

.04 

.09 

.03 

.09 

.06 

-0.45 
-0.87 
-0.12 
-0.12 
-0.16 

-0.29 
-0.51 
-0.001 
0.24 
0.12 

<.001 
<.001 

.03 

.50 

.97 
      

Note. N = 316. CI = confidence interval; LL = lower limit; UL = upper limit. 
a -0.5 = distant, 0.5 = close. b -0.5 = would, 0.5 = should. c Police trust was mean centered.  
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Table C.3  

Study 2: Model including Police Trust  

Effect Estimate SE 95% CI p 
LL UL 

Relationship a  0.95 .03 0.98 1.01 <.001 
Judgment b -1.13 .03 -1.19 -1.07 <.001 
Police Trust c  
Relationship x Judgment  
Relationship x Police Trust 
Judgment x Police Trust  
Rel. x Judgment x Police Trust  

-0.29 
-0.83 
-0.09 
0.04 
-0.04 

.04 

.06 

.02 

.02 

.04 

-0.37 
-0.95 
-0.13 

0.0008 
-0.12 

-0.21 
-0.71 
-0.05 
0.08 
0.04 

<.001 
<.001 
<.001 

.02 

.35 
      

Note. N = 356. CI = confidence interval; LL = lower limit; UL = upper limit. 
a -0.5 = distant, 0.5 = close. b -0.5 = would, 0.5 = should. c Police trust was mean centered.  
 

Table C.4  
Study 4: Model including Police Trust  

Effect Estimate SE 95% CI p 
LL UL 

Relationship a  1.01 .05 0.91 1.11 <.001 
Judgment Contrast 1b 0.81 .10 0.61 1.01 <.001 
Judgment Contrast 2c 
Judgment Contrast 3d 

0.44 
-0.05 

.13 

.14 
0.19 
-0.32 

0.69 
0.22 

<.001 
.69 

Police Trust c  
Relationship x J. Cont. 1 
Relationship x J. Cont. 2 
Relationship x J. Cont. 3  
Relationship x Police Trust 
J. Cont. 1 x Police Trust 
J. Cont. 2 x Police Trust 
J. Cont. 3 x Police Trust 
Rel. x J. Cont. 1 x Police Trust  
Rel. x J. Cont. 2 x Police Trust 
Rel. x J. Cont. 3 x Police Trust 

-0.23 
0.62 
0.02 
0.02 

0.0008 
-0.22 
-0.002 
-0.07 
-0.04 
0.14 
-0.01 

.03 

.11 

.13 

.15 

.03 

.06 

.07 

.08 

.06 

.07 

.08 

-0.29 
0.40 
0.13 
-0.27 
-0.06 
-0.34 
-0.14 
-0.23 
-0.16 
0.003 
-0.17 

-0.17 
0.84 
0.63 
0.31 
0.06 
-0.10 
0.14 
0.09 
0.08 
0.28 
0.15 

<.001 
<.001 
.005 
.87 
.98 

<.001 
.97 
.35 
.48 
.06 
.89 

      
Note. N = 609. CI = confidence interval; LL = lower limit; UL = upper limit. 
a -0.5 = distant, 0.5 = close. b (-1/3, -1/3, -1/3, 1) contrast: comparing “would” judgments to all 
“should” judgments. c (-1/2, -1/2, 1, 0) contrast: comparing “overall should” judgments to “morally 
should” and “ideally should”. d (-1, 1, 0, 0) contrast: comparing “ideally should” to “morally should” 
judgments. e Police trust was mean centered.  
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APPENDIX D  

Chapter 3 Supplement 2: Study 3 Exploratory Model 

 

In this supplement, we report the results of an additional exploratory model run on the data 

from Study 3.  

In this model, we test for a two-way interaction between relationship and judgment type, 

among only participants in the “overall should” and “actually would” judgment conditions (N = 305). 

In this model, participants were more likely to protect close others than distant others (b = 1.29, 

t(302.88) = 16.40, p < .001), and participants overall said that they would report more than they overall 

should report (b = 0.60, t(302.99) = 3.98, p < .001). There was a significant interaction between 

judgment and relationship (b = 0.36, t(303.07) = 2.03, p = .02): the difference between judgments was 

greater for close others (b = -0.78, t(302.99) = 4.22, p < .001) than distant others (b = -0.42, t(302.99) 

= 2.73, p < .01). 
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APPENDIX E 

Chapter 3 Supplement 3: Blocked Judgment Studies 

  

 In this supplement, we present two additional studies run in the course of this research project.  

1. Supplemental Study 1  

 Supplemental Study 1 (S1) was conducted first and designed to test the relation between 

“should” and “would” judgments in punish-or-protect dilemmas. Afterward, we concluded that the 

methodology was flawed, as we lacked a manipulation check to determine if people were making the 

right kind of judgment (should vs. would), and the instructions did not specify what was meant by 

“should”. Nevertheless, we report the methods and results here for transparency.  

 This study was preregistered on As Predicted (#28776; anonymous link for peer review: 

https://aspredicted.org/blind.php?x=ve3ky9).  

2. Method  

2.1. Participants  

Three hundred and ninety-nine native English-speakers in the United States were recruited 

through Amazon Mechanical Turk (59% women, 40% men, 0.3% other; Mage = 38.87, SD = 12.95). 

The self-reported racial/ethnic makeup of participants was: 6% Asian, 10% Black or African 

American, 5% Hispanic or Latino, 1% Native American, 0.5% Native Hawaiian or Pacific Islander, 

78% white, and 1% other.  

Participants were excluded for providing the same name more than once (N = 13), for being 

non-native English speakers (N = 2), and for saying that their data were not valid (N = 2). Twenty 

more were excluded due to an experimenter error in the survey software which caused some 

participants to see the same dilemma more than once, and interfered with recording their response. 

This left us with a final sample of N = 362. 

2.2. Procedure  

 As in the four studies in the main text, participants each responded to eight dilemmas. For 

each, participants were asked either what they should, or would, do. Judgment was a blocked within-

subjects factor: participants were asked what they would do for the first four dilemmas, and what they 

should do for the second four, or the reverse. Additionally, participants were either asked what they 
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thought “you, personally” or “people, generally” would/should do. Judgment target was constant 

across all trials for each participant. Study S1 thus used a 4-way design: 2 (relationship: close, distant; 

within-subjects) x 2 (judgment: should, would; within-subjects) x 2 (block order: should first, would 

first; between-subjects) x 2 (target: you, people; between-subjects).  

 These methods lacked two key elements that were included in later studies. First, the 

instructions did not include the clarifying explanations of each judgment type discussed in the main 

text studies—participants were simply asked what they “would actually” or “should ideally” do. 

Second, there was no manipulation check for judgment type.  

3. Results  

Likelihood of reporting was reverse-coded; higher scores thus indicate greater likelihood of 

protecting the transgressor. We fit a linear mixed model, including participant and dilemma as random 

intercepts and relationship and judgment type as random slopes on dilemma, the maximal model that 

reached convergence.  

First, we found a main effect of judgment target (“you personally” vs. “people, generally”), 

showing that people overall reported they themselves both would and should protect more (M = 2.85, 

SD = 1.88) than people in general (M = 2.49, SD = 1.65; b = 0.36, t(358.01) = 2.73, p < .01, 95% CI 

= [0.10, 0.61]). Target was also involved in a significant four-way interaction (b = -1.00, t(1802.02) = 

-3.91, p < .001, 95% CI = [-1.51, -0.49]). However, as this was an exploratory factor and we had no 

specific predictions involving a four-way interaction, we collapsed across judgment target for the 

remaining analyses and will not discuss this factor further.  

There was a significant three-way Relationship x Judgment x Block Order interaction (b = 

0.90, t(1801.38) = 7.03, p < .001, 95% CI = [0.65, 1.15]), shown in Figure E.1.  To interpret this 

interaction, we ran ten post-hoc pairwise contrasts to interpret this interaction, using a Bonferroni 

correction, giving us a corrected p-critical value of 0.005. For participants who made “would” 

judgments first, the results looked very similar to those reported in main text Studies 1a and 1b. 

Participants said they both would and should protect close others (would: M = 3.77, SD = 1.86; should: 

M = 2.59, SD = 1.77; b = 1.44, t(539.91) = 13.79, p < .001, 95% CI = [1.24, 1.64]) more than distant 

others (would: M = 2.34, SD = 1.56; should: M = 1.84, SD = 1.32; b = 0.75, t(539.77) = 7.21, p < 

.001, 95%CI = [0.55, 0.95). Would-first participants also said that they would protect close  others 

more than they should (b = -1.19, t(589.98) = -12.55, p < .001, 95% CI = [-1.37, -1.01]); the same 

pattern emerged for distant others, although the would/should discrepancy was smaller (b = -0.50, 

t(590.40) = -5.32, p < .001, 95% CI = [-0.68, -0.32]).  
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In contrast, participants who made “should” judgments first did not reveal the same 

discrepancy between judgment types. These participants indicated overall more protecting for close 

others (would: M = 3.21, SD = 1.86; should: M = 3.29, SD = 1.90) than distant others (would: M = 2.24, 

SD = 1.45; should: M = 2.13, SD = 1.51; would: b = 0.97, t(540.22) = 9.24, p  < .001, 95% CI = [0.77, 

1.17]; should: b = 1.16, t(540.10) = 11.11, p < .001, 95% CI = [0.96, 1.36]), but there was no difference 

between “should” and “would” judgments for either close (b = -0.11, t(590.01) = -1.14, p = .36, 95% 

CI = [-0.31, 0.09]) or distant others (b = 0.09, t(590.88) = 0.91, p = 0.36, 95% CI = [-0.11, 0.27]). In 

other words, when participants were asked to make “should” judgments first, the effect of judgment 

disappeared – there was no difference between what people said they would and should do.  

To further understand the effect of judgment order, we tested how the protecting responses 

of participants in the should-first condition—where there was no difference between what people said 

they would and should do—compared to the protecting responses of participants in the would-first 

condition.  

 Should-first participants’ “would” and “should” protecting responses were significantly 

higher than what would-first participants said they should do (b = 0.71, t(384.62) = 3.99, p < .001, 95% 

CI = [0.38, 1.04]), and were significantly lower than what would-first participants said they would do (b 

= -0.57, t(383.82) = -3.18, p < .01, 95% CI = [-0.92, -0.22]). In other words, should-first participants’ 

judgments about protecting close others fell in between what would-first participants thought they 

should and would do regarding close others.  
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Figure E.1 

Study S1: Relationship and Judgment Effects across Block Order 

 
Note. Error bars show standard error of the mean. 

4. Discussion  

 Participants who made “would” judgments first showed the same pattern of responses 

observed in all studies reported in the main text: participants said they both would and should protect 

close others more than distant others, but also that they would protect more than they should, especially 

for close others.   

 In contrast, no difference between “should” and “would” judgments emerged for participants 

who made “should” judgments first. However, these results are very difficult to interpret given the 

crucial methodological limitations noted previously: there was no manipulation check for judgment 

type, and the instructions lacked clarifying explanations of judgments. In the absence of these 

elements, we cannot be sure that the participants who were first asked what they should do interpreted 

this clearly as a normative moral question, rather than a pragmatic and pseudo-predictive one. This 

worry is supported by data from the manipulation check failures of later studies: across all studies, far 

more participants failed the manipulation check by selecting “would” when they were supposed to 

select “should” (e.g. 85% of manipulation check failures in Study 1a, 78% in 1b), than any other kind 

of failure. 
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5. Supplemental Study 2 

 In Supplemental Study 2 (S2), we replicated the blocked-judgment structure of S1, 

incorporating improved methods that included clearer judgment instructions and judgment 

manipulation checks (used in Studies 1a and 1b). As in all main-text studies, all questions were about 

what “you should/would do;” we eliminated the judgment target factor from S1. Because Study 2 

presents a stronger test of the effects of making both kinds of judgments, we present that study in the 

main text; however, we report the present findings for transparency. 

 This study was preregistered with As Predicted (#35667; anonymous link for peer review: 

https://aspredicted.org/blind.php?x=3qk4kz).   

6. Method 

6.1. Participants 

Four hundred and three native English-speakers in the United States were recruited through 

Amazon Mechanical Turk (54% women, 46% men, 0.5% other; Mage = 37.94, SDage = 12.42). The self-

reported racial/ethnic makeup of participants was (where participants could select as many options as 

applied to them): 6% Asian, 10% Black or African American, 4% Hispanic or Latino, 1% Native 

American, 0.3% Native Hawaiian or Pacific Islander, 79% white, and 2% other. 

Participants were excluded for the following criteria: providing the same name more than once 

(N = 22); saying they were not native English speakers (N = 2); saying their data were not valid (N = 

7); and failing either of the manipulation check questions (N = 73; all pre-registered criteria). This 

gave us a final sample N = 299. Results did not differ when we included participants who failed the 

manipulation check. 

 6.2. Procedure 

 We used the same basic design as in Study S1, in which participants responded to eight punish-

or-protect dilemmas. In the first four dilemmas they were asked what they would do, and in the second 

four they were asked what they should do, or the reverse (i.e. order was counterbalanced across 

participants).  

We made the following changes in S2 from the initial S1 design. First, we eliminated the 

judgment target factor, and (as in Studies 1a and 1b) simply asked participants “what you 

would/should.” We also added the clarified instructions from Study 1b: we explicitly contrasted the 

question of what one would do (“how you would actually behave in the real world”) with what one 

should do (“the ideal, right thing to do”). Finally, as in 1a and 1b, we added a manipulation check: 

after each judgment block, we asked participants what kind of judgment they were supposed to be 
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making in the preceding dilemmas. Thus, S2 has used a 2 (relationship: close vs. distant; within-

subjects) x 2 (judgment: should vs. would; within-subjects blocked) x 2 (order: should first vs. would 

first; between-subjects) design.  

7. Results 

Likelihood of reporting was reverse-coded; higher scores here indicate greater likelihood of 

protecting the transgressor. We used a linear mixed model, including participant and dilemma as 

random intercepts, the maximal model that reached convergence. We used a Tukey correction for 

follow-up tests to interpret interactions (Tukey-corrected p-values reported for simple effects).  

         A significant Relationship x Judgment Type x Block interaction emerged (b = 0.75, t(2080.55) 

= 4.01, p  < .001, 95% CI = [0.38,1.12]); findings displayed in Figure E.2.  To further explore the 

effects of judgment and relationship, we broke down the data by block order and ran two separate 

two-way models.  

 We first looked at participants who made “would” judgments first. As in S1, would-first 

participants indicated that they would protect close others more than distant others (b = 1.63, 

t(2080.61) = 17.89, p < .001, 95% CI = [1.45, 1.81). However, unlike in S1 and our other studies, 

participants did not say that they should protect close others more than distant others (b = 0.33, 

t(2080.09) = 3.56, p > .05, 95% CI = [0.15, 0.51]). Finally, would-first participants said they would 

protect more than they should, for both close (b = -2.25, t(2080.52) = -24.67, p < .001, 95% CI = [-

2.43, -2.07]) and distant others (b = -0.94, t(2080.34) = -10.35, p < .001, 95% CI = [-1.12, -0.76]).   

 Next we examined participants who made “should” judgments first. These should-first 

participants said that they would protect close others more than distant others (b  = 1.46, t(2080.48) 

= 15.13, p < .001, 95% CI = [1.26, 1.66]), and also that they should do this (b = 0.91, t(2080.28) = 

9.40, p  < .001, 95% CI = [0.71, 1.11]). Additionally, they responded that they both would and should 

protect close others more than distant others. Additionally, the discrepancy between judgment types 

emerged for both close others (b = -1.04, t(2080.77) = -10.76, p < .001, 95% C = [-1.24, -0.84])  and 

distant others (b = -0.49, t(2080.36) = -5.03, p < .05, 95% CI = [-0.69, -0.29]).  

The three-way interaction appeared to be driven by an order effect for “should” judgments 

about close others. Should-first participants responded that they should protect close others more 

than would-first participants did (b = 0.84, t(506.81) = 5.08, p < .01, 95% CI = [0.51, 1.17]). No other 

pairwise comparisons across order were significant after correcting for multiple comparisons. 
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Figure E.2 

Study S2: Relationship and Judgment across Block Order  

 
Note. Error bars show standard error of the mean. 

8. Discussion  

 The results in this study were consistent with the overall pattern reported in our main-text 

studies. Participants in both block order conditions reported that they would protect close (and distant) 

others more than they should protect them. Participants who made “should” judgments first said that 

they both would and should protect close others more than distant others, consistent with the pattern 

reported in our main-text studies. Participants who made “would” judgments first did not report that 

they should protect close others more than distant others. This order block is the only instance across 

all studies presented here where there was not a significant difference between what people thought 

they should do regarding close and distant others.  

These two supplements overall present further evidence for both the Moral Partiality 

Hypothesis, and for a reliable discrepancy between what people think they would and should do upon 

witnessing the moral transgression of a close other.  
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APPENDIX F 

Chapter 4 Moral Transgressions 

 

Below is the complete list of transgressions used in the study.  

High Severity:  

1. Breaking into the principal’s locked office and taking their wallet.  

2. Stealing the math teacher’s laptop computer out of the locked desk drawer.  

3. Taking money out of another student’s backpack.  

4. Breaking the lock on another student’s bike and taking it.  

 

Low Severity:  

1. Taking two cookies from the cafeteria, but only paying for one.  

2. Working at a bake sale fundraiser and eating some brownies on sale.  

3. Taking gum from another student’s desk.  

4. Sneaking into a high school football game without paying.  
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APPENDIX G 

Chapter 4 Supplemental Undergraduate Study 

 

1. Study Introduction  

In this supplemental study, we sought to test whether the well-documented relationship by 

severity interaction observed in previous adult studies (Berg et al., 2021; Weidman et al., 2020) would 

replicate in the school context employed in our adolescent study. To do this, we ran the same 

experiment reported in the main text with current college students over 18 years old: a sample of 

young adults who are still immersed in a school context.  

We preregistered competing predictions regarding the interaction: on the one hand, prior adult 

work has shown a replicable interaction effect in which adults report close others less than distant 

others particularly for high-severity transgressions, across transgression contexts—this motivates the 

prediction that we would see this same interaction with this sample. On the other hand, our adolescent 

data—which were collected using school rather than “real-world” scenarios used in all prior research 

with adults—did not reveal an interaction, motivating the alternative prediction that we would not see 

the interaction effect in school contexts with young adults. This study was preregistered on the Open 

Science Framework; blinded preregistration for peer review available in “Files” at 

https://osf.io/znstf/?view_only=02c0894e02aa416aad618e8493310a4e.  

2. Method 

2.1. Participants  

We recruited 961 current undergraduate students in the United States from Amazon 

Mechanical Turk (35%) and Prolific (65%). We screened for participants who were not on multiple 

crowdsourcing platforms to avoid duplicate respondents. (We preregistered that all data would be 

collected from Mechanical Turk, but transitioned to Prolific when we had trouble recruiting enough 

participants to fit our narrow criteria.) Participants were excluded from analysis for the following 

criteria: saying they did not answer honestly (n = 10), saying they were not currently in college or listing 

their grade as a graduate degree (n = 37), or having a duplicate IP address (n = 1; only duplicate 

response excluded), for a final undergraduate sample of N = 913. 
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The final undergraduate sample consisted of 54% women, 44% men, and 2% non-

binary/other, with a mean age of 22.46 (SD = 5.22). The sample was 23% Asian, 11% Black/African 

American, 15% Hispanic/Latino, 1% Native Hawaiian/Pacific Islander, 1% Native American, 57% 

white, and 1% other.  

Participant information—including exclusion numbers and demographics of the adolescent 

sample—are reported in the main text. The full dataset consisting of the data from the main 

experiment (reported in the main text) and this additional undergraduate sample contained N = 1826.  

2.2. Procedure  

 As in the study reported in the main text, participants were first asked to imagine their best 

friend at school, and another student from their school whom they do not know very well. They were 

asked to think of a specific person and hold that person in mind for the rest of the survey. They were 

then presented with eight vignettes, in which they imagined witnessing either their best friend, or the 

distant student, committing either a high- or low-severity theft. Participants were then asked to 

imagine a professor approaching them and asking whether they had seen anything suspicious, and 

indicated on a 6-point Likert scale whether they would report the transgressor (1 = “Definitely would 

not report;” 6 = “Definitely would report”). Participants rated their level of overall trust in professors 

(0 = “Very untrustworthy”; 6 = “Very trustworthy”) as an exploratory measure, and completed a set 

of demographic questions. 

We used the same stimuli as with the adolescent sample, with minor wording adjustments 

where appropriate for making the school context relevant to undergraduates (e.g., sneaking into a 

“college soccer game” instead of “high school football game”; authority figure was a professor instead 

of a teacher).  

3. Results 

As preregistered, we ran a multilevel model using the lme4 package in R (Bates et al., 2015), 

combining our adolescent data (collected in the main text study) and the undergraduate data collected 

here, allowing us to directly test for age group effects. We included participant and dilemma as random 

intercepts; for random slopes, severity and relationship were allowed to vary by participant, and 

relationship was allowed to vary by dilemma. A likelihood-ratio tested indicated that this maximal 

model including these random slopes provided a better fit for the data than a model that only included 

random intercepts (c2(7) = 1198.1, p < .001).   

Overall, participants were less likely to report close others (M = 3.33, SD = 1.84) than distant 

others (M = 3.97, SD = 1.84; b = -0.64, t(6.81) = -12.38, p < .001, 95% CI = [-0.76, -0.52]), and less 
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likely to report for low severity (M = 2.89, SD = 1.74) than high severity transgressions (M = 4.41, 

SD = 1.68; b =1.52, t(6.57) = 14.48, p < .001, 95% CI = [1.28, 1.76]). Undergraduates (M = 3.33, SD 

= 1.87) were less likely overall to report than were adolescents (M = 3.97, SD = 1.82; b = -0.64, 

t(1823.79) = 11.66, p < .001, 95% CI = [-0.74, -0.54]). Table G.1 displays the full model fixed effects 

statistics. These main effects were qualified by a significant three-way interaction among relationship, 

severity, and age group (b = -0.58, t(9089.44) = -8.55, p < .001, 95% CI = [-0.72, -0.44]). As 

preregistered, we thus examined the effects of relationship and severity separately by age group. Full 

results for the adolescent sample are reported in the main text; below we report only the results for 

the undergraduate sample.  

Table G.1 

Full Three-Way Model Statistics  

Effect Estimate SE 95% CI p 
LL UL 

Relationship a  -0.64 .05 -0.52 -0.76 <.001 
Severity b 1.52 .10 1.28 1.76 <.001 
Age Group c  
Relationship x Severity  
Relationship x Age Group 
Severity x Age Group  
Relationship x Severity x Age Group 

-0.63 
-0.21 
-0.21 
0.91 
-0.58 

.05 

.10 

.05 

.06 

.07 

-0.74 
-0.46 
-0.31 
0.79 
-0.72 

-0.53 
0.04 
-0.11 
1.03 
-0.44 

<.001 
.08 
<.001 
<.001 
<.001 

      
Note. N = 1826. CI = confidence interval; LL = lower limit; UL = upper limit. 
a -0.5 = distant, 0.5 = close. b -0.5 = low, 0.5 = high. c -0.5 = adolescents, 0.5 = undergraduates.  
 

Undergraduates 

 The maximal model again failed to converge with only undergraduate data, so we removed the 

random slope of relationship varied across dilemma.  

 Undergraduates were less likely to report close others (M = 2.96, SD = 1.78) than distant 

others (M = 3,71, SD = 1.88; b = -0.75, t(1815.24) = -22.09, p < .001, 95% CI = [-0.81, -0.69]), and 

less likely to report low severity transgressions (M = 2.35, SD = 1.51) than high severity ones (M = 

4.32, SD = 1.66; b = 1.97, t(7.55) = 18.11, p < .001, 95% CI = [1.71, 2.23]). However—unlike in our 

adolescent sample reported in the main text—there was also a significant relationship by severity 

interaction (b = -0.50, t(9084.47) = -10.36, p < .001, 95% CI = [-0.60, -0.40]). Planned comparisons 

revealed that undergraduates reported close others less than distant others for both high severity (b = 

-0.99, t(3889.63) = -24.02, p < .001, 95% CI = [-1.07, -0.91]) and low severity transgressions (b = -
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0.50, t(3889.74) = -12.06, p < .001, 95% CI = [-0.58, -0.42]), but the difference was greater for high 

severity. Results for adolescents and undergraduates are displayed in Figure G.1. 

An exploratory model controlled for professor trust (M = 3.55, SD = 0.84); higher trust 

predicted higher reporting (b = 0.28, t(1811.56) = 6.51, p < .001, 95% CI = [0.20, 0.36]), but did not 

change the overall pattern of relationship and severity effects. We also tested for differences between 

recruitment platforms. Participants from Prolific were overall less likely to report than those from 

Mechanical Turk (b = -0.18, t(910.99) = -2.40, p < .05, 95% CI = [-0.33, -0.03]), and there was a 

severity by platform interaction (b = 0.43, t(910.95) = 4.79, p < .001, 95% CI = [0.25, 0.61]). Despite 

these effects, the main patterns of results (main effects of relationship and severity, and a relationship 

by severity interaction) remained constant when we controlled for platform.   

Figure G.1 

Reporting in Adolescents and Undergraduates  

 
Note. Error bars show standard error of the mean.  

4. Discussion  

 The goal of this study was to test whether the interaction between severity and relationship 

observed in prior adult work (e.g., Berg et al., 2021; Weidman et al., 2020) would replicate in the school 

context. We did see a replication of this effect: undergraduate participants were less likely to report 
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close others than distant others—and the reluctance to report close others was especially pronounced 

for high-severity transgressions.  

 This provides evidence that the lack of interaction observed in our early adolescent sample 

may be indicative of a developmental difference: as children progress into early adulthood, they 

continue to become overall less likely to report, and the bias against reporting close others begins to 

become most dramatic when the transgression is serious. It is noteworthy, however, that the racial 

and socioeconomic demographics of samples varied in key ways. The undergraduate sample was much 

more heavily white and higher in socioeconomic status than our early adolescent sample. Thus, future 

research is needed to examine the factors that may contribute to differences across the samples that 

we have documented. 
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