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ABSTRACT

To enhance the e�ciency and capability of aeropropulsion platforms, step changes

in thermal e�ciency and fuel burn, particulate emissions, and device thrust-to-weight

ratio are of paramount importance. Such fundamental e�ciency improvements may

be attained through detonation-based combustion, in contrast to deflagration-based

combustion traditionally found in gas turbines, rockets, and scramjets today. The

rotating detonation engine (RDE) is one realization of detonation-based combustion,

where a propagating detonation wave confined within a combustion chamber pro-

duces shock-based compression with rapid chemical heat release. The complex flow

field within an RDE is fraught with non-idealities, ranging from incomplete propel-

lant mixing and stratification, unsteady injector dynamics, secondary combustion,

and multiple detonation waves. The goal of this dissertation was to 1) develop an

understanding of the non-idealities within RDEs and their e↵ects on device opera-

tion, 2) contribute high-fidelity data on detonation physics and RDE operation to the

community, and 3) establish a framework for the assimilation of data from numer-

ical and experimental campaigns and reduced-physics models for RDE performance

estimation.

The numerical simulations were used to provide unprecedented insight into the

physics of gaseous and multiphase detonating flows in RDE combustors. Canonical

detonating flows revealed that discrete injection and mixture preburning result in

detonation waves with diminished strengths, slower propagation speeds, and broader

spatial structure than the theoretical expectation. The simulations of full-scale gas-

and liquid-fueled RDEs performed here represent some of the highest fidelity com-
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putational studies of these systems, with advancements in the modeled degrees of

freedom through increased cell resolutions, larger computational domains, high-order

detailed chemical kinetics of hydrocarbon mixtures, and extended simulation times.

These studies revealed that parasitic combustion ahead of the wave results in com-

mensal combustion behind the wave; most of the heat released within an RDE is

through slow and distributed deflagrative combustion processes (° 60%) as opposed

to detonation. However, this secondary combustion, while decreasing the achievable

thermal e�ciency, may improve operability and the overall combustion e�ciency of

the system due to the complex interaction of unsteady turbulent mixing and detona-

tion wave propagation. Furthermore, multiple competing detonation and secondary

waves influence the flow structure by altering local heat release and fuel-oxidizer

mixing and are integral to RDE operation.

While small-scale processes are important for operational stability and dictate

how heat is released within the system, variations at the small-scale do not produce

propulsive performance changes of the same order. The operating mode cannot be

determined a priori as it is a manifestation of the equilibrium between small- and

large-scale processes. Due to this challenge, a modeling framework to construct a

surrogate model for RDE performance using limited and disparate data sets was pro-

posed and demonstrated on a characteristic detonation combustor. In essence, the

modeling approach establishes a pathway to unravel the connection between RDE op-

erating conditions and the propulsive performance of the device: a high-dimensional

coupling. The multi-fidelity fit of a performance quantity of interest, such as specific

thrust, yielded a solution with a tighter confidence interval than a standard Gaussian

process fit using the information contained within data at di↵erent fidelity levels, such

as experiments, numerical simulations, and reduced-physics models. Further, addi-

tional experiments and simulations can be commissioned to reduce model uncertainty

in an iterative design loop. The outcomes from the studies within this dissertation

xxxi



help shape the community’s current understanding of reacting flows within detonation

engines.
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CHAPTER I

Rotating Detonation Engines (RDEs) for

Aeropropulsion

1.1 The Current State of Aeropropulsion

The field of high-speed propulsion is at a crossroads: the aspiration to reach

distances farther and faster than ever before is faced with increasingly more stringent

environmental regulations and the obligation towards sustainable aviation. These

endeavors for more e�cient and sustainable propulsion systems are primarily driven

by economic motives. Current public sentiment has also heavily shifted towards

the reduced environmental impact of human travel. In most airborne platforms,

the onboard fuel is the primary contributor to the systems’ weight, often three to

four times the maximum payload capacity. The following form of the Breguet range

equation [206] highlights the importance of the overall e�ciency of the mission range

of a simplified aircraft system:

Range “ ⌘overall
�Hfuel

g

L

D
ln

ˆ
1 ` Wfuel

Wa

˙
, (1.1)

where ⌘overall “ ⌘thermal ⌘propulsive ⌘combustion, �Hfuel is the heat of combustion, L{D is

the lift-to-drag ratio of the aircraft, and Wfuel and Wa are the weights of the onboard

fuel and aircraft, respectively.
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For a platform with a given aerodynamic lift-to-drag capability, the tremendous

value of lower fuel consumption and increased propulsion system e�ciency, along

with reduced fuel weight, is clear: a more e�cient propulsion system will 1) reduce

the required fuel quantity for the same mission range and 2) allow for longer ranges

with current fuel quantities. Additionally, these platforms are constructed around

the propulsion system, as the engines themselves are of the same order of weight

as the payload. Increased payload capability is possible through reductions in ve-

hicle components, namely improvements to the propulsion system thrust-to-weight

ratio. Furthermore, aeropropulsion systems within the defense industry must adapt

to counter emerging threats abroad. Propulsion systems with reduced fuel consump-

tion and increased thrust density (increased thrust-to-weight ratio) will provide a

tactical advantage in countless environments.

Among the multitude of ground-breaking technological innovations within the

aerospace industry over the past few decades, namely in materials science, control

algorithms, and software systems, propulsion system performance advancement is

crucial and motivates this dissertation. In current aerospace applications, gas tur-

bine technology is the primary form of energy conversion, transforming chemical en-

ergy stored within hydrocarbon or hydrogen-based fuels into usable work. Here, the

combustion of the fuel occurs through deflagration, a relatively slow oxidation pro-

cess. However, the design of these combustors is optimized to encourage turbulence-

dominated flows, which intensify the mixing and transport of chemical species, fluid

momentum, and fluid energy significantly. The dynamics of these turbulent processes

occur across a wide range of length and time scales. As a result, understanding the

physics of turbulence within a complex reacting environment is a challenging task,

and the successful optimization of these combustors mandates that the interaction

between the large- and small-scale processes is resolved entirely.

Decades of refinement of gas turbine technology have led to reliable and highly
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mature technology, with practical implementations operating at near-theoretical e�-

ciencies due to the optimization of flow paths, materials advancements, and electronic

control capability. A range of technologies derived from e�cient fuel mixing and com-

bustion strategies for low-emission combustors are currently being developed [172],

such as Rich-Quench-Lean (RQL) combustors, premixing swirlers, and direct fuel in-

jection. These approaches integrate with traditional industry-standard fuels as well

as sustainable aviation fuels (SAFs) [203, 339], fuel mixtures with increased hydrogen

content [55, 336], and syngas [324]. Advancements to the turbomachinery within gas

turbines are being studied through the geared turbofan [161] and open rotor [304]

concepts to improve the thermodynamic e�ciency of aircraft engines.

Longer-term or lower technology readiness level (TRL) methods are also being

studied. Pure liquid hydrogen fuel is being considered for aerospace applications –

in modified gas turbine engines and rocket propellant settings [24, 35, 338] – due

to the potential elimination of all particulate emissions, with the exception of NOx

derivatives. Hydrogen is a clean-burning fuel that eradicates carbon emission, al-

though its highly reactive nature changes the combustion dynamics within the engine

(i.e., flame flashback, flame holding, and flapping) and requires additional safeguards

for safe operation in a practical setting. The reader is referred to Ref. [225] for fur-

ther details of hydrogen fuel applications and challenges. Similarly, ammonia (NH3)

has been recognized as an alternative sustainable fuel that burns without carbon

emissions while o↵ering a higher energy density than liquid hydrogen [303]. Ammo-

nia can be blended with hydrocarbon-based traditional fuels and hydrogen to retain

their combustion properties enabling their use in gas turbine systems. Hybrid-electric

propulsion systems (HEPSs) are also being considered, pairing hydrogen and SAF-

powered combustion engines with electric motors to supplement the energy demand

of airborne systems [11]. Additionally, liquid hydrogen can be used to generate elec-

trical power that augments the gas turbine using hydrogen fuel cell technology [337].
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HEPSs can support the electrical demands of kW-class general aviation and MW-

class regional aircraft [66], with a reduction in fuel consumption, noise, and emissions

in dense urban environments. Furthermore, a HEPS platform can power emerging

technologies onboard unmanned aircraft systems (UAS) for defense applications [90].

1.2 Detonative Combustion

The drive to meet upcoming e�ciency and environmental goals implores a step

change in fuel burn and particulate emissions, namely CO2 and NOx. Gas turbine

engine operation is defined by deflagrative combustion through the Brayton ther-

modynamic cycle. To provide this fundamental e�ciency change, detonation-based

combustion, dictated by the more e�cient Fickett-Jacobs cycle, is an alternative ap-

proach [176]. In this detonation cycle, Zeldovich-von Neumann-Döring (ZND) theory

states that a detonation wave (DW) traveling at the Chapman-Jouguet (CJ) veloc-

ity releases energy through a fundamentally unsteady process [174]. The reactant

gases are initially compressed by the shock wave (leading component of the DW

system), driving energy release through a constant volume chemical reaction process.

Deflagration-based combustion occurs nominally at constant pressure, although losses

may result in a small pressure drop. In detonation-based combustion, gas expansion

by heat release is spatially constrained, leading to a rise in the stagnation pressure.

In the limit of infinite wave speed, an instantaneous conversion of reactants into

products occurs in a constant-volume process. Thus, devices exploiting detonative

combustion are classified as pressure gain combustion (PGC) systems. Ultimately,

the rapid conversion of reactants in the detonation cycle (through speeds two orders

of magnitude higher than corresponding deflagration speeds) lends to a more intense

heat release process, allowing for a compact combustor with a greater thrust density

than traditional deflagrative devices. This quality can provide a substantial reduction

in propulsion system size and weight, with enhanced thermodynamic e�ciency.
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The T-s (temperature-entropy) diagram for the Fickett-Jacobs (FJ) detonation

cycle, in comparison to the Brayton and Humphrey cycles, are depicted in Fig. 1.1.

The Humphrey cycle is a modification of the Brayton cycle where the constant-

pressure heat addition process is replaced by a constant-volume heat addition process,

also resulting in PGC. The detonation cycle is identical to the Brayton cycle outside

of the heat addition process. The initial shock compression leads to entropy rise, and

combustion occurs through the constant volume reaction. At the end of heat addition,

the local Mach number is one (sonic or choked), defining a sonic plane in multi-

dimensional detonation wave systems. Following the end of reaction, the product

gases are isentropically expanded. The total entropy rise induced by the unsteady

propagating detonation wave is lower than that of deflagration-based combustion. As

such, the FJ cycle is thermodynamically more e�cient than either the Humphrey

or Brayton cycles, namely about 20% greater than a Brayton cycle with the same

compression pressure ratio [317].

Figure 1.1: T-s (Temperature-entropy) diagram comparing the Brayton, Humphrey,
and Fickett-Jacobs thermodynamic cycles. Adapted from Refs. [121]
and [69].
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It must be noted that the thermal e�ciency gains of the FJ cycle in comparison to

the Brayton cycle can be computed through thermodynamic analysis for an unsteady

propagating detonation wave, but the thermal e�ciency of a steady detonation-based

engine is lower than that of a deflagration-based system [318]. This is because deto-

nations produce the maximum amount of irreversible entropy rise which was shown

to control the system’s thermal e�ciency. In these steady air-breathing engines,

the initial stagnation state is fixed, and the total entropy rise is maximized through

detonation-based combustion as opposed to the deflagration solution [270]. In gen-

eral, high combustion thermal e�ciency corresponds to low entropy increase. In PGC

systems, such as a pulse detonation engine or rotating detonation engine, an unsteady,

propagating wave operating near the CJ velocity can be thermodynamically repre-

sented through a constant-volume process starting from a fixed initial thermodynamic

state that is at rest. The Rankine-Hugoniot relationship:

h2 ´ h1 “ 1

2

ˆ
1

⇢1
` 1

⇢2

˙
pP2 ´ P1q (1.2)

provides the thermodynamic state across a combustion wave (deflagration or detona-

tion) for a given initial state and energy release qc. The solution for the second state

must fall on the Rayleigh line defined by:

P2 ´ P1ˆ
1{⇢2 ´ 1{⇢1

˙ “ ´p⇢1u1q2 (1.3)

The pressure versus specific volume plot with the general form of the Rankine-

Hugoniot curve and Rayleigh lines for di↵erent levels of combustion energy release is

illustrated in Fig. 1.2. The points where the Rayleigh line is tangent to the Hugoniot

curve are the CJ points, of which there are two: the upper CJ point on the detonation

branch and the lower CJ point on the deflagration point. The CJ points represent
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states where the flow downstream of the combustion wave is sonic and correspond

to the entropy extrema of the post-combustion gases. Courant and Friedrichs have

shown that the upper CJ point corresponds to an entropy minimum and the lower

CJ point corresponds to an entropy maximum [63]. While this result may seem un-

expected due to the additional entropy generation associated with a normal shock

wave implicit in the detonation process, the entropy generation during combustion is

minimal because the heat addition occurs at a temperature higher than in a defla-

gration process. This relationship for a given one-dimensional detonation wave with

a prescribed energy release qc is depicted in Fig. 1.3. These analyses utilize premixed

representations of combustion waves and losses associated with shock waves, mix-

ing, and heat transfer will further reduce the thermal e�ciency of deflagration and

detonation combustion waves.

Figure 1.2: Pressure versus specific volume plot with the Rankine-Hugoniot relation
for the thermodynamic states across a combustion wave (deflagration or
detonation) for a perfect gas with a given combustion energy release qc.
Reproduced from Ref. [297].

In the pressure-specific volume diagram of Fig. 1.4, the pressure rise from a deto-

nation (with an operating pressure ratio (OPR) of 2 in this case) results in such high

pressure rise that more work can be extracted through flow expansion than from a

7



Figure 1.3: The variation of total entropy rise along the Rankine-Hugoniot curve for
a perfect gas with a given combustion energy release qc. Reproduced from
Ref. [270].

gas turbine with an OPR of 10 [262]. Analysis by Paxson [217] highlights that for a

given specific thrust, employing PGC with a nominal pressure ratio of 4% in a gas

turbine results in a specific fuel consumption reduction of approximately 2.4% and

3.6% for both turbojet and turbofan applications, respectively. The pressure gain

attributed to the detonation process allows for integration with existing propulsion

systems with downstream turbomachinery. Furthermore, the shock compression also

reduces the size of the required turbomachinery by needing a lower pre-compression

of the reactant gases along with limited high-pressure turbine components.

1.2.1 The rotating detonation engine (RDE) concept

Pressure gain and namely detonation-based combustion devices have been studied

for more than six decades starting most prominently with the work of Nicholls and

colleagues in the 1960s [204]. However, advancements in materials engineering along

with diagnostic and numerical simulation capabilities have led to a recent resurgence
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Figure 1.4: P-v (Pressure-specific volume) diagram comparing the available work be-
tween the Brayton (OPR = 10) and Fickett-Jacobs (OPR = 2) thermo-
dynamic cycles. Adapted from Ref. [286] and [262].

in the technology. PGC in the form of resonant pulse combustors [171], fast defla-

gration wave rotor combustors [1], pulse detonation engines (PDEs) [e.g., 141], and

rotating detonation engines [e.g., 3, 44, 174, 323] have been studied as implementation

strategies. The dynamics of detonative combustion within RDEs will be explored in

this dissertation. The primary advantage of the use of RDEs as opposed to PDEs is in

the near-uniform thrust provided by continuously propagating DWs, confined within

a detonation chamber. In a PDE, the well-mixed reactant gases are filled within

a detonator tube, and a detonation is formed through a deflagration-to-detonation

transition (DDT) event that combusts the mixture. The product gases are evacuated

from the tube and provide thrust for the system. However, the finite time needed to

purge and refill the detonation chamber before detonations can be initialized leads to

a mechanically-limited frequency for thrust generation. This behavior is detrimental

to downstream turbomachinery which relies on continuous thrust. While RDEs also

generate variations in thrust due to the presence of shock structures, such variations

occur at a very high frequency (as shown in Fig. 1.5). This variation can be greatly

reduced when coupled with exit nozzles [243].
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Figure 1.5: Comparison of the temporal evolution of thrust per unit area between
PDE and RDE. Reproduced from [334].

Apart from the high frequency of operation, the nature of DW propagation allows

for novel RDE combustor flowpaths that open up the design space, with radial [130],

planar [328], and even various non-circular combustors [202]. Figure 1.7 shows sample

designs and applications related to RDEs. The most common form of RDE is the

annular design with concentric inner and outer bodies separated by a narrow annular

combustion chamber, as shown by the schematic in Fig. 1.6. The RDE/RDC/RDRE

refers to the combustion chamber as well as the injection flowpath and the exit ge-

ometry attached downstream of the combustor. Fuel and oxidizer are injected from

the bottom face into the combustor, often through discrete injection ports. The de-

sign and placement of these injectors have a first-order e↵ect on performance. The

reactant streams then mix inside the annulus, mostly by shear-driven turbulence pro-

cesses. One or more DWs propagate azimuthally through the annulus, which both

compress and ignite the fuel/oxidizer mixture. The spatial structure of this heat

release determines the strength of the propagating shock, which in turn a↵ects the

detonation process. The expansion behind the DW accelerates the product gases,

which might be processed by another oblique shock formed above the height of the

DW. The flow then turns and is accelerated towards the exit of the combustion cham-

ber. The high operating frequency of these systems ensures continuous flow at the
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exit. This is an important property that essentially leads to drop-in integration with

existing power generation systems and their turbomachinery.

Figure 1.6: Schematic of a typical RDE configuration showing the DW, reactant
gases, post-detonation products, and typical propellant injection config-
urations.

Within an RDE, the number of detonation waves is a key feature ascribed to the

operating condition of the device. More than one DW may be present, traveling in co-

rotating or counter-propagating modes. Such annular RDEs have been studied using a

variety of injector designs, such as axial [e.g., 53, 151], radial [e.g., 5, 247], and discrete

impinging schemes [e.g., 45, 122]. Further, di↵erent fuel and oxidizer compositions

including H2/air [91, 247], hydrocarbon/air [e.g., 46, 170, 183, 254, 316, 344] and

hydrocarbon/O2 [e.g., 94, 112, 309] have been considered. Studies of RDE dynamics
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have focused on gas-phase propellants but initial investigations into the operability

of liquid fuels have also been considered [160, 184, 342]. In order to practically realize

this RDE concept, industry-standard liquid fuels for aviation applications (e.g., liquid

methane, jet fuels, and rocket propellants) must be implemented and their influence

understood.

Due to the nature of DWs, combustion can be sustained in a wide range of non-

conventional designs. One such configuration is the radial RDE [118, 130, 199], where

the DW is sustained between two concentric disks – refer to Fig. 1.7b. Fuel and

oxidizer are fed radially from the outer wall between the disks, and the exhaust flow

is removed through a port near the center of one of the disks. Such devices can be

readily integrated into turbomachinery for gas turbines [130]. Another design is the

shuttling reflective configuration, where the DW is sustained over a linear array of

injectors [268, 328, 329] – refer to Fig. 1.7c. The DW repeatedly moves across this row

of injectors, sustained by wave reflections at the ends of the domain. Interestingly,

Slabaugh and co-workers [268] have shown that even when only one of the ends of this

linear array is physically bounded, the DWs can be sustained through wave reflects

across a choked flow boundary. This phenomenon has been identified numerically

with its dynamics explained in Ref. [300]. Several additional configurations that

either improve diagnostic abilities [51, 56, 174, 248] or performance [202] have been

considered.

The RDE concept can be integrated into a variety of propulsion and energy con-

version systems described in Sec 1.1. For instance, RDEs have been integrated into

gas turbines for aircraft [87, 124, 201, 322] and power generation [173, 279], scramjets

[343], augmentors [127, 200] and rockets [21, 96, 105, 164]. The main challenges of

integration stem from the impact of shock waves on the upstream and downstream

components: passing shock waves can introduce large pressure fluctuations that are

not contained within the detonation chamber, but travel across the flowpath. Typ-
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Figure 1.7: Example configurations of detonation combustors and integration in prac-
tical systems: A) annular detonation and its implementation in a rocket
configuration; B) radial detonation and a visualization of the exhaust
flow from experimental operation; C) shuttling planar combustor and a
schematic and experimental imaging of multiple DWs during operation;
and D) annular detonation and its implementation in a scramjet imple-
mentation. Adapted from: A) (upper left) [130], (upper right) [112], and
(lower) [73]; B) [130]; C) (left) [268] and (right) [328]; and D) (left) [343]
and (right) [106].

ically, some form of isolation such as a nozzle to reduce exit flow periodicity [243]

is necessary to reduce this impact. Fig. 1.7d shows two practical applications: (up-

per) integration into a scramjet flowpath [343], and (lower) a recent demonstration of

RDEs for rocket propulsion applications [106]. Hence, when considering RDE usage,

the design should take into account system-level integration and its implications.

These demonstrations in practical systems show the usability of RDEs. The-

oretical studies based on thermodynamic analysis have shown that the detonation

cycle can provide roughly 20% increase in e�ciency compared to Brayton cycle-based
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devices [269]. To realize these potential gains, addressing the integration issues previ-

ously mentioned is necessary. For instance, experimental studies have provided some

evidence that the theoretical gains can be realized [93, 320], including a reduction

in specific fuel consumption. But these designs are not optimized to the extent of

conventional gas turbines [93]. A critical gap remains between detonation theory

and the practical realization of RDEs. Much of detonation theory, and hence the

expected e�ciency gain, is based on wave propagation through homogeneous fuel/air

mixtures. Practical designs preclude this flow-field homogeneity, where the DW prop-

agates through a highly unsteady and inhomogeneous environment. As a result, other

physical processes, termed here as non-idealities, can emerge and lead to spurious

losses. For RDEs to be adopted in these applications, it is necessary to understand

the physics of non-idealities and to manage them for realizing the potential gains.

1.2.2 RDE flow features

RDE design is characterized by the design and positioning of the injectors, plenum

conditions, the detonation chamber geometry, and the exit configuration. While

macroscopic features of RDE flow structure can be obtained from simplified con-

figurations, including two-dimensional representations [261], the performance of such

systems depends on the complex interactions between the aforementioned components

[3]. Figure 1.8 shows a rendered snapshot from a three-dimensional simulation of a

practical RDE configuration. Most RDE designs feature fuel and air being injected

separately into the detonation chamber for safety and operability, where turbulent

mixing prepares the gas phase for the passing DW. While there has been consider-

able focus on premixed detonations [e.g., 98], RDEs fall under the category of mixing-

limited detonation devices, where the strength and structure of the detonation process

depend on fuel/air mixing. In order to understand the key features, Fig. 1.9 shows

instantaneous snapshots of the flow field from a two-dimensional representation-based
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simulation of RDEs as well as a full three-dimensional simulation. The main features

of the RDEs are described in the discussion below.

Figure 1.8: General flow features of a typical annular RDE with non-premixed injec-
tion.

• The fuel and air are injected separately for safety and operability, and through

discrete ports located at the base of the chamber [e.g., 247]. In some cases, the

oxidizer may be injected as a continuous feed, for instance through slots [e.g.,

331]. Some of the main injection configurations are provided schematically in

the inset image of Fig. 1.6, but additional options such as side-wall injection have

also been considered [104]. The location of these injectors and the feed pressures

play a critical role in ensuring adequate mixing of fuel and oxidizer prior to the

arrival of the DW. Additionally, the choking of the injectors is used to limit the

flashback of the combustion process and the reverse flow of post-combustion and
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partially-burnt product gases into the feed plenums. In rocket-type combustors,

micro-nozzles ensure highly sti↵ injectors at the expense of increased pressure

drop across these injectors.

• The DW comprises of a leading shock, a reaction zone trailing this shock where

heat release occurs, and a sonic point that separates this shock-reaction com-

plex from the flow downstream of the wave. Unlike detonations over premixed

mixtures, the waves observed in RDEs are thicker in nature, primarily due to

the inhomogeneities caused by discrete injection [e.g., 218, 235]. These waves

generally travel at speeds that are lower than the theoretical C-J speed. In fact,

wave speeds of up to 50% lower than C-J speed have been observed, although

60-80% of ideal value is typically seen in most RDE configurations [e.g., 3].

• Since the DW is associated with a large pressure rise, the flow through a set of

injectors may be reduced or even completely blocked as the wave passes over

[e.g., 237, 261]. As the pressure is relieved through expansion behind the wave,

the injector flow will recover over a timescale, determined by the strength of the

DW, the upstream injection pressure, and the thickness of the post-detonation

high-pressure region [261, 272]. Further, in many practical systems, a single

plenum or manifold will feed all the fuel or oxidizer injectors. As a result, when

the flow is blocked at certain injectors, it might be rerouted through the other

remaining injectors. This process has the net e↵ect of increasing the pressure

in the manifold or plenum region [e.g., 247]. In other words, there is a critical

injection pressure needed to sustain a given mass flow rate, which is important

in the design process [139]. This recovery process provides the characteristic

triangular fill region (Fig. 1.9, region II).

• In many RDE applications, multiple DWs have been observed [e.g., 44, 99].

Currently, there is not a complete description and understanding of the pres-
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ence, e↵ects, and coupling of multiple competing waves, although the review

of [3] has a drawn a parallel to rocket combustor instabilities. The presence

of multiple waves changes the time available for injector recovery and fuel/air

mixing. Further, the penetration of the fresh gases into the detonation cham-

ber is also reduced. These e↵ects alter the quality of the detonation process,

with either reduced fuel participation in the process or secondary losses such as

deflagration being augmented.

• Contraction of the flowpath near the exit of the chamber leads to choked mass

flow, which also raises the baseline pressure in the chamber [5]. There are two

key pressures in an RDE which control its operating performance: 1) the feed

pressure of the injectors and 2) the pressure at the exit of the combustion cham-

ber. These two conditions dictate the usable pressure gain of the combustor.

With a choked or partially choked condition at the exit, [88] concluded that

stagnation pressure rise must be present within the combustor. It was observed

to be a function of the global equivalence ratio and ranged from 3-7% for the

conditions tested. Similarly, [333] found that with divergent nozzles, the nozzle

characteristics had a relatively negligible e↵ect on the propulsive performance,

but significantly influenced the system’s total pressure loss.

The basic structure of the RDE flow field has been elucidated from two-dimensional

simulations [126, 261], both of which consider premixed fuel/air injection. There are

many di↵erences with the 3D RDE operation, but its certain key features are useful to

discuss. The upper illustration of Fig. 1.9 shows the key features from two-dimensional

calculations, which include: I) detonation front, II) fresh reactant gases, III) product

gases, IV) contact surface between reacted and unreacted gases, and V) oblique shock

wave. The detonation front features a characteristic wrinkled and curved structure.

Extending behind the wave front, cellular structure indicative of unsteady detonation

propagation is visible. Ahead of the wave is the fresh reactant fill region, repre-
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sented by a triangular profile. A similar structure is observed in 3D systems with

the following key features: A1 and A2 - contact burning surfaces between fresh and

partially-deflagrated gases, region B - localized autoignition of injected gases, region

C - secondary combustion at low pressure, D - detonation wave, region E - entrain-

ment of post-detonation gases, region R - recirculation due to injector recovery, U

- induced velocity, and W - detonation wave speed. In non-premixed systems, the

refill region (region II in 2D flow) may be triangular or parabolic, depending on the

injector response and wave motion within the combustor. The peak height of the refill

region is strongly correlated with the DW height. The refill region is separated from

the post-combustion product gases by a slip line. The DW itself features an oblique

shock wave that extends above, and a shear-layer type contact surface with vortical

structures separates post-detonation gases and shocked residual gases. The DW lo-

cally suppresses the injection of fresh reactants, which recover in a linear, uniform

manner.

Practical RDEs di↵er from the ideal representation above in multiple ways, as

outlined by the unwrapped projection of a three-dimensional RDE simulation shown

in the lower portion of Fig. 1.9. The unsteady injector flow, due to periodic blockage

by the passing DW, creates striated structures in the temperature profile. Even in

relatively narrow channels, the injector design can result in large-scale recirculation

patterns and turbulent shear layers. Since detonation itself is weaker than ideal pre-

mixed waves, these turbulence-induced inhomogeneities can lead to highly corrugated

wave fronts and a distributed reaction zone behind the wave. These features can aug-

ment mixing with post-detonation gases above the fresh reactant mixture (denoted

by the contact burning (A2) surface in Fig. 1.9), which can cause deflagrative com-

bustion before the arrival of the DW. While the details of the flow structures depend

on the injector scheme [e.g., 96, 213, 237, 254], the general flow regions identified

above exist in all the configurations. It is recognized now that the deflagration, either
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Figure 1.9: Two-dimensional structure of a propagating detonation wave: the top
schematic shows a two-dimensional DW through premixed reactants,
highlighting key flow components, and the bottom image highlights the
temperature profile at the mid-channel plane of a 3D RDE, unwrapped
and projected onto two-dimensions.

ahead of the wave or through mixing in the shear layers, can have a critical impact

on the performance and operability of the RDE.

1.2.3 Mechanisms driving RDE performance

To practically realize RDEs, it is necessary to estimate performance as a function

of operating conditions. In a design optimization workflow, an understanding of the

RDE’s operability across the required envelope is crucial. Macroscopic performance

metrics, such as thrust or feed plenum pressure, are dependent on the so-called oper-

ating mode, which contains key information such as the number of detonation waves

and the velocity and pressure rise associated with each wave. This operating mode is

controlled by the quality and state of the reactant mixture presented to the detonation

waves. Thus, RDE operation is defined by a strong complex coupling between large-
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and small-scale physical processes, as outlined in Fig. 1.10. Small-scale features are

local mechanisms that occur within the combustion chamber uncontrollably during

operation whereas large-scale processes are mechanisms that occur at the device scale

and are operationally controllable.

The small-scale features that drive mixture stratification (such as mixing inhomo-

geneity, gas entrainment, and secondary combustion) control the pre-detonation mix-

ture. This mixture subsequently controls the small-scale generation of triple points

and transverse shock waves and their motions through the RDE. The strength and

stability of the detonation waves regulate the large-scale injector dynamics through

the blockage of the injectors. The reactant fill height is an outcome of these interac-

tions, which determines the number and speed of the detonation waves. The injector

dynamics feed back into the preparation of the stratified and partially-combusted

pre-detonation mixture state. At present, the operating mode cannot be predicted a

priori, but only observed a posteriori – one of the key limitations in the understand-

ing of RDE dynamics. The current view is that operation may be closely related to

rocket combustion instabilities [3] and that the timescales of di↵erent processes, such

as injector response, mixing, auto-ignition, etc., must overlap to sustain operation

[23, 284].

In general, properties such as wave speed are macroscopically observable and are

used to characterize large-scale features of the system. For instance, ⌧w represents

a large timescale that is related to operational mode [319, 325]. ⌧w is defined based

on the perimeter l, wave velocity W , and the number of detonation waves nw as

⌧w “ l{pnwW q. Experimental measurements [e.g., 23] and CFD computations [e.g.,

237] show that the injector recovery time ⌧r is roughly 0.3 ´ 0.5⌧w. Similarly, the

ignition time-scale in the pre-detonation mixture should be longer than ⌧w for the

detonation wave to be stable [284] but should be short enough in the post-shock

state for substantial heat release to occur before reaching the sonic plane. A priori,
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Figure 1.10: Diagram of the coupling between the large- and small-scale processes
defining RDE operation.

this timescale cannot be predicted, since nw and W cannot be predicted. Hence, the

operational equilibrium cannot currently be predicted.

Based on these timescales, two di↵erent viewpoints are possible. In the first view,

the RDC operation is mediated by large-scale processes which drive the small-scale

processes toward an operational equilibrium. This view is similar to that used for

thermoacoustic instabilities in rocket engines or gas turbines and is discussed exten-

sively in [3]. A second perspective is that small-scale phenomena define the structure

and characteristics of large-scale operation. Hence, they ultimately define the opera-

tion mode. The propagation of DWs is linked to the formation and evolution of triple

points and transverse shock waves [e.g., 129, 162]. However, these DWs propagate

into inhomogeneous mixtures, and the exact link between inhomogeneity and DW

stability is not known. Fill height, which denotes the maximum penetration of the
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fresh fuel/air mixture before encountering a detonation wave, is known to play a role

in determining the number of waves [319]. However, the splitting of waves and the

development of multiple detonation waves depend on the triple point structure and

wave propagation in a partially deflagrated and fuel-stratified mixture. The injector

response drives unsteady mixing and entrainment with post-combustion gases, creat-

ing a stratified mixture that undergoes di↵erent degrees of localized autoignition. It

is thus increasingly evident that the pre-detonation mixture state plays a crucial role

in defining the structure of the DW [e.g., 232]. As a consequence, the temporal and

spatial inhomogeneities have a first-order impact on the performance and realization

of the theoretical gains.

Recent experimental and computational studies [e.g., 21, 48, 62, 325] have started

to explore the role of small-scale processes. Non-ideal phenomena in a practical RDE

operated as a non-premixed system drive these small-scale processes. As described

in Fig. 1.10, the non-idealities are manifested through three primary components: 1)

inhomogeneities in the reactant mixture due to the varying dynamics of the fuel and

oxidizer injection streams and entrainment of product gases; 2) secondary deflagrative

combustion within the combustion chamber; and 3) detonative wave dynamics due

to the e↵ects of multiple competing waves. The deflagrative combustion results in

heat release separate and secondary to the primary DW system. The additional

competing waves (either of detonation or acoustic wave strength) are secondary waves

that additionally alter the dynamics of the primary DWs. The secondary deflagrative

combustion and the secondary waves are sources of losses within the system and

manifest as a deviation in the DW properties of the system (e.g., reduction in wave

speed and detonation pressure rise) and loss in performance of the combustor (e.g.,

reduced thrust and e↵ective pressure gain). The characteristics of RDE operation are

a result of the detonation wave system and the dynamic response of the propellant

injection system in the presence of secondary combustion and waves. Although some
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of these non-ideal phenomena have been identified and studied, their details and

interrelations across scales are not fully known presently. Investigation of the impact

of non-ideal phenomena on the DW structure and RDE operation is the primary focus

of this dissertation. The details of each non-ideal phenomenon will be discussed in

the subsequent chapters as relevant.

1.3 Experimental Approaches to Investigate RDEs

The RDE concept and the detonation process have been studied in a range of

configurations. These include 1) linearized or simplified systems to understand wave

propagation through inhomogeneous mixtures and injector response (similar to the

unwrapped structure shown in Fig. 1.9) [e.g., 19, 40]; 2) laboratory-scale RDEs to

investigate the e↵ects of operating conditions, fuel composition, chamber flow path,

and injection scheme on RDE performance and operability [e.g., 53, 64, 246, 288]; and

3) RDEs integrated with upstream/downstream components, such as turbomachinery,

to discern the coupling between the unsteady wave behavior and external flowpath

components (i.e., boundary conditions) [e.g., 87, 201, 321].

Advancements in experimental diagnostic capabilities, namely optical and laser-

based measurements, have led to a substantial increase in the understanding of RDE

operation. These diagnostic approaches can be classified as 1) imaging techniques for

capturing the operating mode; 2) optical diagnostics to quantify the localized spatio-

temporal evolution of the flow state; and 3) performance quantification through emis-

sions, thrust, and pressure gain. In the first class, these approaches include capturing

the operational and macroscopic properties of the RDE at a given operating mode,

such as wave count, direction, speed, and mode shifts through imaging techniques like

chemiluminescence imaging of the exit of the combustor [e.g., 20, 22]. Additionally,

modified RDE combustors which incorporate a linearized section with a typical circu-

lar annulus [86] allow for enhanced optical imaging access to capture the detonation
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structure and existence of secondary combustion [49, 220, 301, 313]. The second class

of diagnostics specifies the equipment to capture the localized spatio-temporal evolu-

tion of state quantities, such as exit flow temperature [10, 221, 250], pressure [197],

velocity [67, 72, 308], and intermediate or product species [51, 180, 295] and distribu-

tion of fuel at the combustor base [19, 73, 246], at a single point or over a plane have

been used. However, access to insert experimental equipment with minimal impact

on the flow field and their limited lifespan in the harsh environments of RDE com-

bustors is one of the main challenges in their application. In the third class, RDE

performance is quantified through overall combustion e�ciency and exhaust emis-

sions [77] and through a measure of pressure gain. To note, the limited NOx and O2

emission measurements of [77] suggest that NOx emission may be low († 30 ppm)

and can be attributed to the lack of flow residence needed for NOx formation. The

combustor’s pressure gain performance has been evaluated through the concept of

Equivalent Available Pressure (EAP) [140] defined from thrust measurements and

total pressure measurements through probes at the exit of the RDE [12, 60, 152].

The harsh environments within the RDE and limited access to perform non-

invasive measurements limit understanding of the non-ideal e↵ects described in Sec. 1.2.3

and the coupling between large- and small-scale processes within the combustor. Key

flow features, such as the development of turbulence and recirculation zones, which

drive the mixing process at the base of the combustor need to be understood. Also, the

extent and distribution of secondary combustion along with wave formation and mode

transition may be di�cult to capture, requiring novel approaches [39, 48]. Addition-

ally, the extreme range of temperatures and pressures, as well as the fast timescales

[e.g., 134], can increase measurement uncertainty. For instance, the high operating

frequency of the DW system may prevent the pressure peak from being accurately

captured by the diagnostic equipment, as the acoustic pulses are attenuated by the

measurement apparatus. Numerical approaches o↵er the capability to investigate the
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non-ideal e↵ects within the RDE combustor.

1.4 The Impact of Numerical Approaches

RDEs contain some of the most challenging sub-physics for computational model-

ing. The presence of shocks and turbulence requires numerical methods that can be

stable but also minimize numerical dissipation [e.g., 163]. Chemical reactions, while

dominant in the near-shock region, occur over the entire flowpath. Further, the range

of timescales involved can be prohibitive. Note that the smallest length scales are

comparable to the induction region behind the shock wave, which can be as short

as O(10 µm) for hydrogen-oxygen mixtures [230], and longer than O(100 µm) for

hydrocarbon-air mixtures [175]. The wave propagation speed a↵ects not only the

total simulation time but also the small timescales. For instance, when the DW is

strong, its propagation speed will be faster, but it will also increase the sti↵ness of the

chemical kinetics due to the higher pressure and temperature conditions. In general,

variations of speed are of the order of 0.5´0.95W (based on the theoretical speed for

a mixture at the global equivalence ratio) but the reduction in the smallest timescale

can be higher, spanning two to three orders of magnitude. Given these considera-

tions, direct simulation of RDEs is computationally expensive [92, 213], and special

procedures for handling chemical kinetics may be needed [15, 16, 168, 210, 233].

CFD computations can be divided into three types of calculations: a) canoni-

cal flows, b) 2D unwrapped simulations, and c) 3D RDE computations. Canonical

flows capture component processes such as fuel injection [e.g., 96] and detonation

propagation over homogeneous [144] or inhomogeneous and stratified mixtures [e.g.,

75, 114, 149]. Such simulations have been routinely used in detonation science to

understand the transition from deflagration ([150, 215]) or the formation of cell struc-

tures (for instance, [113, 148, 292, 345]). In the context of RDE-related physics, the

e↵ects of mixture heterogeneity on detonation propagation have been considered [e.g.,
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114, 149]. These calculations typically use no subgrid models with a minimum mesh

resolution on the order of O(10 µm) to resolve the reaction zone. [114] conducted

detonation propagation simulations over a domain with the imposed transverse fuel

concentration gradient. The flow structure inside an RDE was first established using

two-dimensional unwrapped computations [126, 261]. Here, the flow in the circum-

ferential and axial directions was simulated, along with periodic flow boundaries in

the circumferential direction. While fuel and air were assumed to be premixed in

these simulations, the e↵ect of discrete injectors, plenum pressures, and other flow

inputs have been studied [e.g., 261]. However, due to the two-dimensional nature

of the simulations, realistic mixing e↵ects including flow recirculation and turbulent

mixing cannot be captured. Nevertheless, certain key features of the flow have been

understood. For instance, [126] showed that the collision of triple points near the

injector reduced detonation cell size. Since RDE flows are sensitive to the specifics

of the geometry, three-dimensional simulations that take into account the details of

the injection process and the flowpath have been conducted [e.g., 213, 254, 346].

Due to the computational cost, these simulations typically do not resolve the shock-

detonation structure completely. Figure 1.11 shows sample calculations that capture

various aspects of the three-dimensional flow in detonation-based engines.

The numerical simulations, and in particular the three-dimensional full-scale cal-

culations, are reasonably accurate in matching experimentally-measured macroscopic

quantities, such as plenum pressures and thrust. However, there can be significant

di↵erences in comparison to experiments as well. These discrepancies stem from 1)

the evolution of the initial condition controlled by the numerical methods to handle

wave collisions; 2) the very short flow time (« 3 ´ 5ms) of simulations compared to

experiments (« 100´200ms); 3) the resolution e↵ects on wave propagation speed and

peak pressure; 4) application of chemical kinetics models formulated for deflagrative

combustion; and 5) influence of the treatment of turbulence. First, the numerical sim-
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Figure 1.11: Sample numerical simulations of detonation combustor configurations:
a) multi-head rotating DWs in an annular combustor (reproduced from
[346]); b) multiple waves in a planar shuttling detonation combustor in a
closed-open configuration; and c) radial disc-type detonation combustor
with (left) two detonation heads (reproduced from [120]) and (right)
external temperature flow field with detonation head (reproduced from
[119]).
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ulations start from a prescribed high-energy initial condition and proceed to reach

a stable set of waves. This highly chaotic flow state impacts the unsteadiness in

the injection process. Thus, the operating mode that emerges is controlled by the

numerical methods and how they handle wave collisions. Second, highly resolved

numerical calculations are computationally expensive and can typically simulate only

a short flow time. Hence, it cannot be concluded that a true steady state has been

reached and the operating mode may be a local steady-state solution. In experiments,

sporadic changes to the wave structure may happen at certain operating conditions

[28]. Third, the wave speed may become sensitive to resolution since the represen-

tation of the pressure peak reached behind the shock has a leading impact. While

grid convergence studies are conducted [9, 120] to ensure convergence of macroscopic

operational parameters, preliminary studies have shown that the convergence of the

detonation structure can be achieved only when the reaction layer is adequately cap-

tured [14, 239]. Fourth, the chemical kinetics models used for detailed chemical

kinetics (needed for non-premixed simulations) have largely been formulated for de-

flagrative combustion. Some of these mechanisms have been validated for use in

detonating flows using macroscopic measurements (wave speed and pressure rise, for

instance). But mechanisms that have been developed specifically for detonation and

fully validated for these environments are not readily available. Prior studies have

shown that issues such as thermal nonequilibrium could have a significant e↵ect on

predictions [273, 293, 306]. In particular, the rapid compression and expansion might

cause vibrational nonequilibrium, which relaxes at timescales comparable to the flow

timescales in such flows [e.g., 82, 159]. Fifth, grid-based dissipation or explicit models

in the context of large eddy simulations [169, 214] are employed to model turbulence.

However, the optimal treatment for RDE environments with short flow timescales is

not known.

Realizing RDEs as a practical combustor requires predictions of performance met-

28



rics, such as thrust or upstream feed pressure needed to operate the device. As a re-

sult, fast throughput models based on thermodynamic system analysis and reduced-

physics processes are commonly used [e.g., 131, 139, 140, 156, 205, 219, 272, 286, 335].

In these methods, an internal structure for the flow is assumed, and one-dimensional

relations are used to estimate propulsion performance. The flow may be partitioned

based on the form of combustion (detonation or deflagration) to account for injec-

tion and mixing inhomogeneities. These reduced-physics models are crucial for RDE

design, given the high cost of detailed numerical simulations, but their predictive

accuracy can be highly dependent on the model parameters and data used for cali-

bration.

Nevertheless, the detailed insight o↵ered by numerical approaches can increase

understanding of the flow path within the combustor, and the e↵ect of operating

conditions and geometric variations on the formation of non-idealities. High-fidelity

numerical simulations can provide insight into the formation of the detonation wave,

detonation structure, the e↵ect of the injection scheme, the injector recovery process

and the development of secondary combustion, and the e↵ect of the operating condi-

tion of the RDE. Numerical approaches also allow certain small-scale processes to be

isolated and independently studied more easily than in an experimental setting. In

conjunction with experimental campaigns, numerical simulations and techniques can

be used to understand the complex physics inside RDEs and accelerate the design

process.

1.5 Chapter Summary

This section provided motivation for an alternative combustion platform for aero-

propulsion applications through the need for a step change in e�ciency and emis-

sions. Pressure gain and detonation combustion are introduced to overcome the

thermodynamic cycle limitations of traditional deflagrative combustors operating on
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the Brayton cycle. The rotating detonation engine is the emerging form of PGC with

the capability of high thrust-to-weight, continuous operation, and interoperability

with existing propulsion systems. The operation and physical flow features within

an RDE are discussed. However, practical non-premixed RDEs introduce dynamics

that lead to non-idealities and secondary e↵ects that limit performance and force the

combustion process to deviate from the ideal Fickett-Jacobs detonation cycle. These

non-idealities need to be better understood and numerical approaches can help on

this front. The e↵ects of the non-ideal phenomena on the fundamental detonation

structure and the device operation need to be better understood to guide the de-

sign of RDE devices. Further, high-fidelity simulation data that o↵ers insight where

experimental approaches are limited is crucial. The goal of this dissertation is to

1) develop an understanding of the non-idealities within RDEs and their e↵ects on

device operation, 2) contribute high-fidelity data on detonation physics and RDE op-

eration to the community, and 3) establish a framework for assimilation of numerical

and experimental data and reduced-physics models for RDE performance estimation.

1.6 Scope of the Dissertation

As background, several reviews of RDEs exist in literature [e.g., 3, 142, 143, 174,

323], which discuss basic operational principles and experimental as well as computa-

tional results. [323] discussed the di↵erent pressure gain devices and their operational

characteristics. More recently, [3] compared the similarities between instabilities ob-

served in rocket engines, which served as the driver for developing the rotating det-

onation concept. Further, [241] discusses the current understanding of non-idealities

within RDEs and the multiscale coupling of small- and large-scale processes from nu-

merical and experimental investigations of RDEs. The dissertation serves to outline

the insight on non-idealities gained from high-fidelity numerical simulations of canon-

ical configurations as well as practical RDEs. The underlying flow structure within
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RDEs and its contribution to the development of non-idealities, such as secondary

combustion, mixture inhomogeneity, and wave dynamics, is presented.

Thus, the work contained within this thesis can be segmented into three parts:

I) fundamental physics of canonical detonating flows; II) simulations of full-scale,

non-premixed RDEs; and III) macroscopic RDE performance estimation. Part I is

explored in Chapter III, Part II is examined in Chaps. IV and V, and Part III is

covered in Chap. VI. The dissertation is organized as follows:

• Chapter II: The next chapter will introduce the numerical tools used in the

high-fidelity simulation of canonical detonating flows and non-premixed RDEs.

The simulations of canonical flows utilize a high-order structured-mesh com-

pressible flow solver, UTCOMP, with detailed chemistry allowing highly-resolved

three-dimensional numerical simulations. The simulation of non-premixed RDEs

mandates an unstructured-mesh compressible flow solver–UMReactingFlow–

that can handle detailed chemistry, capture complex injector geometries, and

balance shock-capturing and turbulent mixing for detonation environments.

Additionally, the solvers need to be highly scalable to distribute the compu-

tational costs.

• Chapter III: In this chapter, the UTCOMP solver will be applied to sim-

ulations of canonical detonating flows. These foundational simulations iso-

late the e↵ects of the small-scale processes of detonation-injector interactions,

fuel/oxidizer stratification, and secondary parasitic deflagration. In particular,

the propagation of a detonation wave through a linear array of injectors is sim-

ulated to study the e↵ect of discrete injection on the detonation wave structure.

The e↵ects of fuel/oxidizer stratification and mixture preburning are studied in

a confined channel with an inhomogeneous distribution of reactant gases. The

outcomes of these forms of non-idealities on the strength and stability of the

detonation wave are discussed.
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• Chapter IV: With an understanding of the non-idealities of detonation in

inhomogeneous flows, the UMReactingFlow solver is utilized to study the Air

Force Research Laboratory (AFRL) rotating detonation rocket engine (RDRE)

at multiple operating conditions. Furthermore, high-resolution representations

of the geometry with a truncated feed plenum are studied to evaluate the e↵ects

of mass flow rate, numerical ignition method, and resolution. Detailed analysis

of the detonation behavior, the combustion process, and the injector dynamics

are presented in this chapter.

• Chapter V: The UMReactingFlow solver is adapted with a Lagrangian particle

tracking library to perform the first set of three-dimensional numerical simu-

lations of an RDE with liquid fuel injection. In particular, two modifications

of the AFRL RDRE geometry are studied to quantify the coupling between

the injection scheme on the operability of the RDE. The main purpose of the

simulations within this chapter is to understand the interaction of the injec-

tion scheme and its ability to prepare a detonable mixture required to sustain

detonation.

• Chapter VI: Realizing RDEs as a practical combustor requires predictions of

performance metrics, such as thrust or upstream feed pressure needed to op-

erate the device. In this chapter, the well-studied AFRL radial 6-inch H2/air

RDE is examined due to the availability of extensive experimental data from

Ref. [244] and numerical simulation data from Ref. [258]. The reduced-physics

RDE thermodynamic cycle model of Kaemming et al. [139] is exercised by per-

forming Bayesian calibration of key model parameters to best predict macro-

scopic RDE performance metrics. As a supplementary approach, the method of

multi-fidelity modeling is introduced to assimilate data from all three sources

– experimental, numerical simulation, and reduced-physics model data – to ob-
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tain performance predictions across the operating envelope with quantification

of prediction uncertainty. This framework allows for increased predictive capa-

bility based on all available data.

• Chapter VII: In this final chapter, the outcomes of the dissertation work are

summarized. Concluding remarks about the non-ideal phenomena in detonating

flows and practical RDEs are presented. Further, the implications of the high-

fidelity numerical simulations and data assimilation and modeling e↵orts are

provided. Finally, suggestions for future work to address the remaining issues

are discussed.
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CHAPTER II

Numerical Tools for Reacting Flows

This chapter presents the numerical tools used for the high-fidelity simulations of

shock-containing and reacting flows. Detonating flows, and specifically RDEs, contain

some of the most challenging sub-physics for computational modeling. The presence

of shocks and turbulence requires numerical methods that are stable with reduced

dispersion errors, but also minimized numerical dissipation to capture the mixing

accurately [163]. Chemical reactions are sti↵ and dominate in the near-shock region,

but extend throughout the domain and across the entire flowpath. Furthermore, the

range of time and length scales involved can be prohibitive. The large time scale is

determined by the wave period for most designs whereas the highly unsteady flow

limits time steps to the order of the flow and chemical time scales, which can be 4-5

orders of magnitude smaller. In particular, the critical length scale in detonation

simulations is based on the induction region behind the shock wave, which can be as

short as O(10 µm) for hydrogen-oxygen mixtures [230], and longer than O(100 µm)

for hydrocarbon-air mixtures [175]. The strength of the detonation wave directly is

coupled with the wave propagation speed, thereby a↵ecting the total simulation time

and the small timescales. A strong detonation wave and a highly reactive mixture

will increase the wave propagation speed, but also increase the sti↵ness of the chem-

ical kinetics due to the higher pressure and temperature conditions across the wave.
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Similarly, the large length scale is fixed by the domain, whereas the detonation front

is very thin and on the order of 1 to 100 µm. Thus, the integration of the chemical

source terms can entail extreme costs, and make the direct simulation of detonating

flows computationally expensive. Special procedures for handling chemical kinetics

may be needed [15, 16, 168, 210, 233].

Two classes of simulations will be considered in this dissertation: 1) canonical det-

onating flows in a simplified geometry and 2) full-scale RDEs with complex injector

schemes and flow paths. As a result, a di↵erent set of numerical tools are required

for each class of problems with consideration of required capabilities and computa-

tional cost. The first class of problems will utilize an in-house compressible flow solver

UTCOMP with high-order numerical methods to resolve the small-scale processes of

the detonation wave (e.g., triple points, transverse waves) accurately in a structured

grid configuration. The second class of problems requires a highly-scalable in-house

compressible flow solver UMReactingFlow which allows for the representation of com-

plex RDE geometries through an unstructured grid framework. Both solvers employ

a direct numerical simulation (DNS) approach to the conservation equations. The

solvers have been adapted for use in detonating flows and the details are described in

the following sections.

2.1 UTCOMP Solver

The following section presents the fundamental details and assumptions incorpo-

rated in the in-house compressible flow solver UTCOMP. The solver has been adapted

for use in detonating flows. The high-fidelity simulations of canonical detonating flows

in Chap. III are performed using this solver.
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2.1.1 Conservation laws and principles

In the macroscopic representation of fluid flow, the flow properties are in the

continuum regime. More specifically, the mean free path – the average distance

traveled by a particle before encountering a change in direction or energy due to a

molecular collision with other particles – is much smaller compared to a representative

physical length scale, i.e., the Knudsen number of these flows is negligible and flow

is continuous. This is an assumption common to both the UTCOMP solver and

the UMReactingFlow solver discussed in Sec. 2.2. The governing equations of fluid

flow consist of mass, momentum, and energy conservation equations supplemented

by the species conservation equations that incorporate a source term due to chemical

reactions.

2.1.1.1 Conservation of mass

The first conservation principle concerns mass conservation. The mass within the

thermodynamic system cannot change with time. The Eulerian formulation of the

conservation principle is given as:

B⇢
Bt ` B⇢ui

Bxi
“ 0, (2.1)

where ⇢ is the fluid density, t is the unit of time, xi is the spatial position in the i-th

direction of three-dimensional space (i “ 1, 2, 3), and ui is the fluid velocity in the

i-th direction.

2.1.1.2 Conservation of momentum

The second conservation principle is the momentum balance derived from New-

ton’s second law which states that the sum of external forces on a fluid element is

equal to the time rate of change of momentum. In Eulerian form, the conservation
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principle is:

B⇢ui

Bt ` B⇢uiuj

Bxj
“ ´ BP

Bxi
` B⌧ij

Bxj
, (2.2)

where xj is the spatial position in the j-th direction of three-dimensional space (j “

1, 2, 3), uj is the fluid velocity in the j-th direction, P is the fluid pressure, and ⌧ij

is the viscous stress tensor. The fluids and gases considered in these simulations are

Newtonian fluids where the viscous shear stress is proportional to the strain rate.

Thus, it is given by:

⌧ij “ ´2

3
µ

Buk

Bxk
�ij ` µ

ˆBuj

Bxi
` Bui

Bxj

˙
, (2.3)

where xk is the spatial position in the k-th direction of three-dimensional space (k “

1, 2, 3) and uk is the fluid velocity in the k-th direction. The fluid dynamic viscosity µ

is evaluated using Sutherland’s law and is a function of a reference temperature, fluid

composition, and the local flow temperature T . The momentum balance formulation

does not include body forces fi such as gravity. The gravity-driven buoyancy force

is typically neglected because the system is dominated by convective forces and its

e↵ect would be minimal on the flow solution.

2.1.1.3 Conservation of energy

The third conservation principle is the energy balance which ensures that the total

energy in the thermodynamic system is constant. The total energy E is a sum of the

sensible internal energy es and the kinetic energy K and is given as:

E “ es ` K “
˜ ª T

T0

cpdT ´ P

⇢

¸
` 1

2
uiui, (2.4)

where cp is the specific heat capacity at constant pressure. The specific heat capacity,

enthalpy, specific heat ratio, and transport properties are computed as a function of
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temperature using NASA polynomial fits [182]. Assuming no radiation or external

body forces on the fluid, the transport equation for the total energy is given in Eulerian

form:
B⇢E
Bt ` B⇢ujE

Bxj
“ ´BPui

Bxi
` B⌧ijui

Bxj
` B

Bxj
�

BT
Bxj

` ⇢ 9S, (2.5)

where � is the thermal conductivity, T is the temperature, and ⇢ 9S is the energy

source term from chemical reactions. The term � BT
Bxj

represents the heat di↵usion

rate given by Fourier’s law, where � is evaluated from the Prandtl number Pr “ µcp
� ,

a relation between heat and momentum di↵usion. For the calculations performed

in this dissertation, the Prandtl number is set to 0.72, a typical value for turbulent

gases [315].

2.1.1.4 Conservation of species

With reacting flows, a scalar conservation equation for each fluid species ↵ with

mass fraction Y↵ must be enforced. The scalar transport equation is given by:

B⇢Y↵
Bt ` B⇢ujY↵

Bxj
“ B

Bxj
⇢D

BY↵
Bxj

` ⇢ 9S↵, (2.6)

where ↵ “ 1, . . . , NS ´ 1 is the species index for a vector of NS ´ 1 species

mass fractions Y “ rY1, . . . , YNS´1sT , D is the mass di↵usivity, and ⇢ 9S↵ is species ↵’s

production source term due to chemical reactions. The non-reacting diluter, nitrogen,

is the NS-th species and its mass fraction is determined as 1-
∞NS´1
↵“1 Y↵. The Lewis

number, Le, is assumed as unity. Thus, the momentum di↵usion rate, a product of

the density and mass di↵usivity (⇢D), is computed as a ratio of the dynamic viscosity,

µ, to the Prandtl number, Pr “ 0.72.

Equations 2.1, 2.2, 2.5, and 2.6 together form the Navier-Stokes (NS) governing

equations of fluid flow. The system of equations is closed using the ideal gas equation

of state (EoS). The gas temperature can be computed directly from the conserved
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properties, and pressure is derived using the ideal gas EoS. Although this EoS is of-

ten used for detonation simulations, particularly with regard to rotating detonation

engines, alternative EoS models may provide insight into real gas corrections for pres-

sure. The ideal gas law is typically valid at su�ciently low pressures (relative to the

critical pressure Pcr), equivalently low densities, and high temperatures (relative to

the critical temperature Tcr). Past research has dealt with the formulation and anal-

ysis of non-ideal equations of state for gaseous products of solid propellant/explosives

detonation [196, 311]. Here, the pressures of the detonation process can exceed 20

GPa for atmospheric ambient conditions, pressures significantly higher than those

observed within gaseous detonation. Here, product gases are compressed to ”1.5-2.5

times their normal solid densities” [311] during the reaction process. For this rea-

son, various non-ideal equations of state have been evaluated, such as the Van der

Waals EoS, Nobel-Abel (or Clausius) EoS (a variation of the Van der Waals EoS),

Haar-Shenker EoS, and virial EoS [311]. Additionally, the simulations here assume a

fugacity coe�cient � “ f{P “ 1 where f is fugacity, an e↵ective partial pressure. In

real gases, a non-unity fugacity coe�cient may a↵ect calculations of chemical equi-

librium. In future analyses, it may be highly beneficial to investigate the e↵ect of the

ideal gas EoS on gaseous detonation simulations, by comparing the results discussed

here to those computed using a non-ideal EoS.

2.1.2 Chemical reaction treatment

The high-fidelity numerical simulation of unsteady detonations with partially-

premixed reactant gases mandates the use of detailed chemistry. The detailed multi-

step chemical kinetics are handled through CHEMKIN-based subroutines [146]. In

the species transport equation (Eq. 2.6), the species source term is of the form

⇢ 9S↵ “ 9!↵M↵, (2.7)
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where M↵ is the molecular weight of species ↵. For a multi-step reaction with NS

species and NR reactions, 9!↵ is the molar species production rate, given by:

9!↵ “
NRÿ

l“1

p⌫2
↵,l ´ ⌫

1
↵,lq

«
kf,l

NSπ

↵“1

rAs⌫
1
↵,l
↵ ´ kb,l

NSπ

↵“1

rAs⌫
2
↵,l
↵

�
, (2.8)

Here, ⌫
1
↵,l and ⌫

2
↵,l are the reactant and product stoichiometric coe�cients, respec-

tively, of the l-th elementary reaction in the multi-step mechanism for species ↵, kf

and kb are the reaction rate constant of the forward and backward elementary re-

actions, respectively, and rAs↵ is the mole fraction of each species ↵. The forward

reaction rate constants are of the modified Arrhenius form:

kf,l “ AlT
�l exp

ˆ
´ Ea,l

RT

˙
, (2.9)

where Al, �l, and Ea,l are the pre-exponential factors, temperature exponents, and

activation energies for each elementary reaction l. Similarly, the source term for the

energy transport equation (Eq. 2.5) is of the form:

⇢ 9S “
∞NS

↵“1 h↵ 9!M↵

cp
, (2.10)

where h↵ is the enthalpy for species ↵.

In detonating flows, the chemical timescales can be significantly faster that the

flow timescales where extreme pressures and temperatures are encountered. As a

result, the sub-iterations are used to advance the chemical reaction system across the

flow field time scale. The large rate of change of species in these environments can

lead to significant errors if the sub-iterations are too generous. Thus, the source term

computations for the reaction advancement are performed in one of two ways: 1) a

so-called “rough” source term integration without sub-iterations and if necessary, 2) a

complex source term integration using a double precision variable-coe�cient ordinary
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di↵erential equation (DVODE) solver [37]. The latter method utilizes a class of

general-purpose solvers for sti↵ ordinary di↵erential equation (ODE) systems [125]

with adjustable time-stepping to ensure error tolerances are met. In UTCOMP, the

species reaction rates are computed under a constant pressure assumption, which is

valid for at least one flow timestep, and for the sub-iteration of the flow timescale if

DVODE is requested.

As the DVODE solver can be computationally expensive to evaluate throughout

the domain, the rough source term is first computed by analytically solving Eqns. 2.7

and 2.10 across the full simulation timestep. A chemical timescale is computed from

the rough solution of the energy and species source terms. In particular, the source

term of a typically fast species, such as OH for hydrogen and hydrocarbon reactions,

is used. The chemical timescale is defined as:

tchem “ min

ˆ
T

⇢ 9S
,

1

⇢ 9S↵˚

˙
, (2.11)

where ↵˚ is a fast representative species. If the simulation timestep is greater than 1%

of tchem, then the sti↵ ODE solver is used to advance the chemical reactions. The 1%

threshold is conservatively used to ensure spurious overshoots and errors in species

production rates are avoided.

In the canonical numerical simulations performed within this dissertation, the 9-

species 19-reaction detailed chemical mechanism derived from Mueller et al. [192] is

used to model the combustion of hydrogen H2 and oxygen O2 with a nitrogen N2

diluter. The nine species consist of H2, O2, H2O, H, O, OH, HO2, H2O2, and N2. The

mechanism has been validated with a wide range of measurements and was generally

found to agree with experimental data, such as ignition delay times in shock tubes,

reaction behavior within flow reactors, and laminar flame speeds.
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2.1.3 Finite volume method (FVM)

The UTCOMP solver resolves the governing equations on a discrete representa-

tion of the three-dimensional domain. Here, the flow geometry is discretized using

a structured grid where each element is a rectangular cuboid and the surface nor-

mal direction of each face is aligned with one of the three Cartesian directions. The

structured grid formulation allows for ease of implementation of high-order numerical

methods that require expansive stencils. Each rectangular cuboid cell element repre-

sents a finite volume of flow governed by the conservation laws outlined in Sec. 2.1.1.

Hence, the finite volume (FV) method is used to numerically enforce the conservation

equations.

In the FV method, the flow variables are constant throughout the cell, and the

integral form of the conservation equations is resolved. A cell-centered, collocated ar-

rangement of the conserved variables C from the governing equations are computed:

C “ p⇢, ⇢u, ⇢v, ⇢w, ⇢E, ⇢Y↵q. The rate of change in the conserved variables is given by

the di↵erence between the incoming and outgoing fluxes. Based on the treatment of

the numerical method, strict conservation of the conserved variables is ensured and

extendable to three dimensions. Further, the conservative approach permits accu-

rately resolving the Rankine-Hugoniot condition for discontinuities – an important

requirement for shock-containing flows [166].

2.1.4 Numerical schemes

The numerical fluxes of the conserved variables consist of convective and di↵usive

fluxes. The convective flux consists of the hyperbolic component of the Navier-Stokes

equations, whereas the di↵usive flux originates from the elliptic component. The

convective fluxes need to be computed through numerical schemes that are shock-

capturing in nature and properly resolve singularities or discontinuities within the

domain. Inadequate treatment of shock waves can result in spurious oscillations
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near these discontinuities which lead to non-physical flow properties and unstable

simulations. On the other hand, the elliptic part of the NS equations works to stabilize

the solution. Consequently, straight-forward symmetric central schemes can be used

to represent the di↵usive terms.

In UTCOMP, a 4th order central di↵erence scheme is used to evaluate the second

derivatives and compute the di↵usive flux terms. The 5th order conservative weighted

essentially non-oscillatory (WENO) local Lax-Friedrich (LLF) flux-splitting scheme

is used for computing the non-linear convective fluxes [136]. ENO schemes adjust the

local stencil by way of functional weights to compute the least oscillatory solution

and switch to upwinding where necessary, such as near a shock. In this solver, the

finite di↵erence formulation (FD-WENO-LLF) is incorporated. Here, the fluxes are

computed at the cell centers of the cells in the local stencil and reconstructed at the

cell faces through interpolation [275]. In the finite-volume formulation (FV-WENO-

LLF), the cell-averaged flow variables at the cell centers are interpolated first to the

cell faces and then used to compute the fluxes. FD-WENO is less computationally

expensive and suggested for use on smooth meshes (like in UTCOMP) whereas the

FV-WENO approach is recommended for more complex meshes [275]. Furthermore,

flux reconstruction is performed in characteristic variable space rather than in primi-

tive or conservative space as this leads to fewer oscillations [275] and a generally less

di↵usive solution [78]. For further details of convective schemes within UTCOMP,

and the performance of FD-WENO-LLF, the reader is referred to Ref. [78].

The non-linear scalar transport is calculated using a quadratic upstream interpola-

tion for convective kinematics (QUICK) scheme [165]. Additional bounding of scalars

is o↵ered through the bounded QUICK (BQUICK) formulation [123] at the expense

of computation cost. For the numerical simulations discussed within this dissertation,

the QUICK scheme was found to be su�cient for ensuring species boundedness. Ex-

plicit forward time-stepping is performed using a 4th order total-variation-diminishing
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(TVD) Runge-Kutta scheme.

The solver is parallelized using message passing interface (MPI)-based domain

decomposition in the first two Cartesian directions (x1 “ x and x2 “ y directions).

Linear scalability has been demonstrated for up to 65,000 processors for similar three-

dimensional problems.

2.1.5 Boundary condition treatment

In the UTCOMP solver, the boundary conditions are enforced through the treat-

ment of so-called “ghost” cells which are padded around the domain in all three di-

rections. The high-order WENO convective scheme requires three ghost cells beyond

the domain boundary in each direction, resulting in six ghost cells in each direction.

There are four classes of boundary conditions used in the simulations described in

this dissertation: 1) wall, 2) periodic, 3) supersonic inflow/outflow, and 4) subsonic

inflow/outflow.

For the wall boundary condition, the no-slip condition is enforced resulting in

zero velocities of u, v, and w. The ghost cells are set with magnitude equal and sign

opposite to the first three interior cells (“negative mirror”) such that the velocity

values at the location of the wall are zero. Zero-gradient density and species conditions

are set by mirroring the first three cell values within the domain onto the ghost cells

such that the gradient at the domain boundary is zero. The temperature of the ghost

cells is also similarly set to zero-gradient for an adiabatic wall condition, or fixed to a

user-defined value for an isothermal wall condition. In the canonical flow simulations,

adiabatic wall conditions are used and wall heat transfer is neglected.

Periodic boundaries in computational domains with ghost cells are configured such

that the thermodynamic state in the ghost cell replicates the values within the last

set of cells near the opposing boundary. Thus, the transfer of information from one

side of the periodic boundary to the other is handled through the ghost cells.
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In the case of supersonic boundary conditions, the treatment of the ghost cells

is fairly straightforward. An inflow boundary defined from an inflow file generated

through prior sampling from an auxiliary simulation represents a time-varying bound-

ary condition. If the plane-normal velocity at the inflow is supersonic, the inflow file

contains the complete solution for all flow variables because all the flow characteris-

tics (u and u ˘ c) are positive and enter the domain. All the ghost cells replicate the

solution contained within the inflow file. Similarly, if the plane-normal velocity at the

outflow is supersonic, the flow characteristics all exit the domain, and the ghost cells

are prescribed from the values of the last cell within the domain.

The existence of a subsonic flow-through boundary requires careful treatment

because the flow characteristics are not all strictly positive and information must cross

the domain boundary from either side. In the case of a subsonic inflow, the u ´ c

characteristic is negative and an upstream-running characteristic exits the domain

through this inflow plane. Thus, the flow state at the inflow boundary must be

partially computed by information within the domain. At a subsonic outflow, the

u´ c characteristic enters the domain while the other two exit the domain. Here, the

Navier-Stokes Characteristic Boundary Condition (NSCBC) method of Poinsot and

Lele [228] is applied. The goal is to model time variations in the flow characteristics at

the domain boundary. The ghost cells are set such that nonphysical flow features are

not reflected back into the domain. A numerical far-field back pressure is implemented

and the instantaneous thermodynamic state of the ghost cells deviates from the far-

field condition to provide a partially non-reflecting boundary. High-order numerical

schemes with reduced dispersion errors can encourage numerical instabilities and

non-physical flow when the boundary conditions are not precisely enforced. This

method allows for inflow and outflow boundary conditions where the flow is not

strictly supersonic.

In UTCOMP, the numerical methods are configured for three-dimensional flow.
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For one- and two-dimensional domains, the non-flow-through directions are set with

periodic boundary conditions, a single cell within those directions (with associated

ghost cells), and the numerical fluxes are not computed in these directions. Thus, the

domain is homogeneous in the non-flow-through directions.

2.1.6 DNS and the high-fidelity approach

In the UTCOMP solver, the conservation equations (see Sec. 2.1.1) are represented

exactly. For a DNS approach, the numerical representation of the domain, i.e. mesh,

must be fine enough to resolve all the relevant length scales. In turbulent flows, the

complete turbulence energy cascade should be captured [229], which requires that the

cell size is at most twice the local turbulence length scale: the Kolmogorov length

scale. In detonating flows, one aims to represent the critical length scale of the ZND

detonation structure: the induction length. Powers and Paolucci [230] have shown

through eigenvalue analysis of steady gas-phase detonations that the induction lengths

can range from O(10 µm) for H2-O2 detonations to O(100 µm) for H2-air detonations

at atmospheric pressure. Furthermore, Mazaheri et al. [181] demonstrated that the

flow field features continued to be refined as the computational resolution is extended

into the thousands of numerical cells per induction and half-reaction zone lengths.

However, these exercises are computationally feasible only with single-step chemical

mechanisms and simplified geometries. Thus, even for canonical configurations, cap-

turing the induction length with Op102 cellsq is not computationally tractable. The

simulations of canonical flows detailed within this dissertation will lower the baseline

pressure to promote a widened induction length, as induction length and half-reaction

length are inversely proportional to this parameter. An operating pressure of half the

atmospheric condition will be used, where flow phenomena relevant to detonative

combustion continue to be present. Thus, the simulations typically do not resolve the

shock-detonation structure fully and can be classified as high-fidelity numerical simu-
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lations in the context of detonating flows. Further, the convergence of flow structures

and detonation metrics (such as wave propagation speed and peak pressure rise) will

be presented for validation purposes.

The UTCOMP solver with the aforementioned numerical methods has been exten-

sively validated in the past for DNS simulations [157] and a variety of shock-containing

flows, including scramjet isolators [80, 81, 158], scramjet combustors [68], nonequilib-

rium flows [79, 83, 159] and detonating flows [179].

2.1.7 Validation with detonation problems

The use of detailed chemical kinetics in the scope of turbulent detonations is a

sparsely studied field. For this reason, this work utilizes a sequence of canonical flows

to build confidence in the simulation tools and to ensure that the observed results

are not determined by the choice of numerical methods. The section below thus

progresses through simple flows of increasing dimension.

2.1.7.1 One-dimensional detonation

The one-dimensional configuration is modeled using a traditional shock tube con-

figuration, using a semi-closed tube of length 0.2 m, as shown in Fig. 2.1. The shock

tube is filled with premixed hydrogen and air at stoichiometric conditions at an initial

pressure of 0.5 atm and temperature of 297 K. The grid used for this simulation is

uniform at � x = 50 µm, with an analytic induction length of 398 µm at this con-

dition. In order to drive the detonation, a region at the closed end of the tube is set

to post-detonation conditions derived from the analytical solution. Following an ini-

tial transient period, the wave resembles the Zeldovich-von Neumann-Döring (ZND)

detonation structure. The numerical shock front velocity, or the estimated Chapman-

Jouguet velocity UCJ , is calculated as 1946 m/s while the theoretical solution based

on the assumption of equilibrium conditions post-detonation is 1954 m/s.
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Figure 2.1: One-dimensional shock tube configuration.

Figure 2.2 shows the profile of Mach number, pressure, velocity, and temperature

with respect to the shock wave location. It is seen that the pressure increases, due

to compression, and accelerates the fluid, reaching a Mach number of 1.4, which is

roughly the detonation speed scaled by the post-compression speed of sound. Since

the detonation wave does not have back support, there is expansion leading to the

reduction of pressure and speed. At the same time, chemical reactions are initiated

leading to heat release and the progress of temperature toward its equilibrium value.

Figure 2.3 shows the species mass fractions in the same shock front coordinate.

It is seen that past the shock, there exists a finite time before the fuel and oxidizer

molecules break down to start the combustion process. After this point, there is

rapid consumption of fuel molecules that pushes the mixture toward equilibrium.

Note that the expansion of gases leads to a change in the local enthalpy that a↵ects

the equilibrium composition, which exhibits a gradual change after about 0.1 cm from

the shock front.

The one-dimensional study shows that the compressible flow solver captures the

correct post-detonation state as well as the structure of the detonation wave. Next,

this approach is used with a two-dimensional flow.

2.1.7.2 Two- and three-dimensional channel detonation

Detonating flow in a confined channel is used to understand the detonability

and chemistry mechanism of fuel mixtures. Here, both two-dimensional and three-
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Figure 2.2: (Top) Pressure and Mach number and (bottom) temperature and ve-
locity across the detonation front in the shock reference frame for the
one-dimensional configuration.

dimensional configurations are considered. The flow domain consists of a rectangular

box with walls on the top and bottom as well as in the spanwise directions. Figure 2.4

and Fig. 2.8 show the flow domains used for this study. The domain is initially split

into regions, with the left region filled with a one-dimensional detonation solution ob-

tained from the simulations described in Sec. 2.1.7.1, and the right region filled with

the premixed stoichiometric fuel/oxidizer mixture at ambient conditions. For both

cases, local high-temperature sparks consisting of three rectangular or cubic regions
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Figure 2.3: Transient response of the species and pressure behind the detonation front
for the one-dimensional configuration.

are initialized to provide disturbances to the flow field. As the flow evolves, these

regions trigger the formation of transverse waves, which reflect from the walls to form

triple points inside the domain. These interacting waves enhance the local pressure

and temperature of the fluid leading to the initiation of strong detonations.

For this study, two di↵erent cases were considered with the two-dimensional con-

figuration: a) 0.5 atm premixed reactants, and b) 1 atm premixed reactants. The

grid is uniform with �x “ �y = 10 µm and �x “ �y = 5 µm for the 0.5 atm and

1.0 atm cases, respectively. The induction length derived from the analytic solution

for the 1 atm case is 246 µm. Figure 2.5 shows the evolution of the detonation front,

with the clear presence of high-pressure concentrations that denote the existence of

the triple points. Such channel detonations are often visualized using a soot foil plot

[211], which is a history of peak pressure along the streamwise direction. Figure 2.5

shows the formation of regular fish-scale-like structures that visualize the evolution

of the triple points. Depicted in Fig. 2.6, channel detonation at the 1 atm ambient

condition was simulated using the Mueller mechanism [192] incorporated within the

UTCOMP solver and is compared to the Modified Jachimowski mechanism evaluated
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by Shimizu et al. [274]. The results from the present study match very well with

legacy data in terms of the detonation cell size. In Fig. 2.6, a detailed view of the det-

onation structure at the 0.5 atm ambient condition shows the presence of four triple

points across the stream-normal direction, and slight corrugation of the detonation

front due to the interaction of transverse waves.

Figure 2.4: Two-dimensional channel configuration with disturbance sparks to per-
turb the detonation wave.

The shock front velocity and induction length profiles within the channel are of

particular interest to two-dimensional channel detonations, as the existence of triple

points due to shock wave reflections alter their values from the traditional ZND profile.

The variation of the shock front velocity of Fig. 2.7 provides information into how the

wave front is distorted due to local accelerations of the front. For this computation,

the shock front is denoted by the location where pressure rapidly increases from the

pre-detonation ambient condition up to a threshold value, calibrated as 130% of the

ambient pressure. Ahead of the wave, the pressure is largely uniform as shown in

Fig. 2.6. Thus, the location of the shock front can be systematically determined

using this procedure. At every streamwise location of the shock front, the shock front

velocity can be extracted as a function of wall-normal location, thereby providing a

one-dimensional profile for the front velocity at each timestep.

51



Figure 2.5: (Top) Instantaneous pressure contour and (bottom) maximum pressure
history used to study the detonation cell size of H2/air chemistry at 0.5
atm.

The induction length is defined in this work as the streamwise distance between

the shock front and the reaction front. The reaction zone is characterized using a

traditional definition applied by Powers et al. [230] and is defined as the location

where the temperature gradient dT {dx reaches its maximum value in the stream-

wise direction. Alternative definitions, such as threshold values for the evolution of

radicals, may be used, and similar results are obtained.

Figure 2.7 provides contour plots of the shock front velocity UCJ and the induction

length ` for a premixed two-dimensional channel, respectively, at 0.5 atm, displayed

previously in Fig. 2.5. The results are in agreement with the theoretical analysis

of the cellular detonation structure, as well as past numerical analysis for premixed

channel detonations [179]. The shock front locally accelerates following the collision of

two triple points, distorting the shock front and creating a ”pinch-point” in the shock

front curvature. The front velocity within the cellular structure gradually decays

until subsequent triple point collisions accelerate the wave front. The triple point
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Figure 2.6: (Top) Comparison of detonation cell size using the Mueller [192] and
Modified Jachimowski mechanisms [274]. (Bottom) Detailed view of the
triple point structure at the detonation front.

represents a region of high pressure and temperature along the shock front, highlighted

by increased wave front velocity. The induction length contour plot shows that the

smallest induction lengths are located in regions immediately following the collision

of two triple points, as the shock front and reaction zone reattach. Following the

collision, the induction length increases by nearly an order of magnitude as the shock

and reaction front locations separate in the streamwise direction. An expansion region

behind the triple point collision serves to reduce the local temperature and pressure

of the flow. Each collision of triple points serves to restore the detonation wave’s

strength, as the induction length and shock front velocity more closely resemble the
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one-dimensional ZND profile in the local vicinity of a triple point collision. Thus, in

two-dimensional and three-dimensional channel detonations, the shock front velocity

and induction length vary in both the streamwise and wall-normal directions due

to the interaction of triple points and reflected shock waves created by the initial

disturbances in the flow field.

For the three-dimensional case initiated using the spark structure shown in Fig. 2.8,

the wave structure shown in Fig. 2.9 provides some interesting features. The grid is

uniform with �x = 10 µm, �y = 100 µm, and �z = 200 µm. In the streamwise

direction, there are interacting waves that form an isoline of high temperature and

pressure, an extension of the triple points seen in the two-dimensional configuration.

As seen in Fig. 2.9, the spatial variation of the flow features is due to the reflec-

tion of shocks and triple points from the channel walls. As a result, the additional

dimension leads to a highly irregular wave front with distortion due to local flow

acceleration. The three-dimensional detonation wave will be used in the simulations

discussed below as an inflow condition (discussed in detail in the following section).

2.1.8 Solver summary

This section introduced and detailed the in-house compressible flow solver UT-

COMP which will be used in Chap. III for the study of non-idealities in canonical

configurations. The structured-grid solver enables high-order numerics; the 5th order

FD-WENO-LLF scheme used for computing the non-linear convective fluxes [136, 275]

and the non-linear scalar terms are calculated using a QUICK scheme [165]. A 4th or-

der central scheme is used to calculate the di↵usion terms and explicit time-stepping

is performed using a 4th order TVD Runge-Kutta scheme. The verification cases

on one-, two-, and three-dimensional shows that the UTCOMP solver successfully

captures the unsteady detonation process. In 1D, the von Neumann pressure and

wave speed are captured well within 1% of the theoretical expectation. The two-
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Figure 2.7: (Top) Shock velocity (U ) and (bottom) induction length in the premixed
two-dimensional channel.

dimensional detonation channel simulations highlight the cellular structure, which is

representative of the small-scale dynamics in the induction region consisting of triple

points, transverse waves, and the Mach wave. The solver successfully captures these
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Figure 2.8: Three-dimensional channel configuration with staggered disturbance
sparks to perturb the detonation wave.

Figure 2.9: Three-dimensional channel detonation wave front as it nears the end of the
pre-detonator tunnel; isocontour of Y H = 0.0025, colored by temperature.

dynamics and the cell size, a measure of reaction rate at the wavefront, matches

previous numerical studies with a di↵erent H2-air mechanism thereby validating the

solver performance in detonation environments. Similarly, the unsteady nature of

the detonation wave is visualized by the velocity and induction length profiles, which

show that the collision of the triple points serves to tighten the induction and re-

action zones. The three-dimensional study shows that unsteady detonation can be

established in a full-dimensioned case.
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2.2 UMReactingFlow Solver

The next section presents the fundamental details and assumptions of the in-

house compressible flow solver UMReactingFlow. The solver has been adapted for

the simulation of full-scale RDE simulations presented in Chaps. IV and V.

2.2.1 Conservation laws and principles

Like with the UTCOMP solver, the Knudsen number of the flows of interest is

assumed to be negligible and they are assumed to be in the continuum regime. The

governing equations of fluid flow consist of mass, momentum, and energy conservation

equations supplemented by the species conservation equations that incorporate a

source term due to chemical reactions.

2.2.1.1 Conservation of mass

The first conservation principle concerns mass conservation. The mass within the

thermodynamic system cannot change with time. The Eulerian formulation of the

conservation principle is given as:

B⇢
Bt ` B⇢ui

Bxi
“ 0, (2.12)

where ⇢ is the fluid density, t is the unit of time, xi is the spatial position in the i-th

direction of three-dimensional space (i “ 1, 2, 3), and ui is the fluid velocity in the

i-th direction.

2.2.1.2 Conservation of momentum

The second conservation principle is the momentum balance derived from New-

ton’s second law which states that the sum of external forces on a fluid element is

equal to the time rate of change of momentum. In Eulerian form, the conservation
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principle is:

B⇢ui

Bt ` B⇢uiuj

Bxj
“ ´ BP

Bxi
` B⌧ij

Bxj
, (2.13)

where xj is the spatial position in the j-th direction of three-dimensional space (j “

1, 2, 3), uj is the fluid velocity in the j-th direction, P is the fluid pressure, and ⌧ij

is the viscous stress tensor. The fluids and gases considered in these simulations are

Newtonian fluids where the viscous shear stress is proportional to the strain rate.

Thus, it is given by:

⌧ij “ ´2

3
µ

Buk

Bxk
�ij ` µ

ˆBuj

Bxi
` Bui

Bxj

˙
, (2.14)

where xk is the spatial position in the k-th direction of three-dimensional space (k “

1, 2, 3) and uk is the fluid velocity in the k-th direction. The fluid dynamic viscosity

µ is the fluid viscosity evaluated from a tabulated temperature fit over the solution of

collision integrals [65] using the local fluid composition and flow temperature T . The

momentum balance formulation does not include body forces fi such as gravity. The

gravity-driven buoyancy force is typically neglected because the system is dominated

by convective forces and its e↵ect would be minimal on the flow solution.

2.2.1.3 Conservation of energy

The third conservation principle is the energy balance which ensures that the total

energy in the thermodynamic system is constant. The conservation of energy can be

expressed in multiple ways, but the total energy is used in this approach. The total

energy et is a sum of the sensible internal energy es, the chemical energy due to

formation, and the kinetic energy K and is given as:
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et “ es `
Nÿ

k“1

�h0
f,kYk ` K “

˜ ª T

T0

cpdT ´ P

⇢

¸
`

Nÿ

k“1

�h0
f,kYk ` 1

2
uiui, (2.15)

where cp is the specific heat capacity at constant pressure, h0
f,k is the enthalpy of

formation of species k, and Yk is the mass fraction of species k. The specific heat

capacity, enthalpy, specific heat ratio, and transport properties are computed as a

function of temperature using NASA polynomial fits [182]. Assuming no radiation or

external body forces on the fluid, the transport equation for the total energy is given

in Eulerian form:

B⇢et
Bt ` B⇢ujht

Bxj
“ B

Bxj
�

BT
Bxj

` B⌧ijui

Bxj
, (2.16)

with the mixture total enthalpy (sensible, chemical, and kinetic) defined as ht “

et ` P {⇢, thermal conductivity �, and temperature T . The term � BT
Bxj

represents

the heat di↵usion rate given by Fourier’s law, where � is evaluated from the Prandtl

number Pr “ µcp
� , a relation between heat and momentum di↵usion. For the sim-

ulations within this dissertation, the Prandtl number is set to 0.72, a typical value

for turbulent gases [315] and usually lies within the range of 0.7 to 1.0. For liquids,

the Prandtl number can be an order of magnitude higher. The viscosity and thermal

conductivity for each species are fit as a function of temperature and pressure to

reduce computational cost.

2.2.1.4 Conservation of species

With reacting flows, a scalar conservation equation for each fluid species k with

mass fraction Yk must be enforced. The scalar transport equation is given by:

B⇢Yk

Bt ` B⇢ujYk

Bxj
“ B

Bxj
⇢D

BYk

Bxj
` ⌦k, (2.17)
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where D is the mass di↵usivity, which is assumed to be equal for all species and

taken as the mixture-averaged value weighted by species composition, and ⌦k is the

production source term due to chemical reactions for the k-th species. The species

production source term introduces numerical sti↵ness to the governing equations, due

to the presence of very fast chemical timescales (in comparison to the flow timescales)

in detonating flows.

Equations 2.12, 2.13, 2.16, and 2.17 together form the Navier-Stokes (NS) gov-

erning equations of fluid flow. The system of equations is closed using the ideal gas

equation of state.

2.2.2 Chemical reaction treatment

The change in the species composition is driven by the production source term ⌦k.

In non-premixed combustion and particularly with detonating flows, a wide range of

species compositions is encountered under extreme temperature and pressure envi-

ronments. Thus, capturing the combustion processes under these conditions requires

the use of detailed chemical kinetics. The computation of the source term can in-

troduce numerical sti↵ness due to the very fast timescales of species within detailed

chemical kinetic models. In practical RDEs, the use of high-order hydrocarbons and

industry-standard fuels is necessary (such as jet fuel and rocket propellants). Thus,

the incorporation of detailed chemistry for these hydrocarbon mechanisms can be

computationally intractable, and the algorithms used to compute the source term is

critical.

In UMReactingFlow, operator splitting is utilized to compute the reaction rates

and transport equation source term. The chemical timescale is assumed to be su�-

ciently smaller than the flow timescale (which is often the case for detonation) and the

flow is “frozen” during the chemistry advancement. The fluid element is at a given

thermodynamic energy state, and the chemistry locally advances toward equilibrium.

60



Similar to UTCOMP, sub-iterations are used to integrate the species’ production

rates over the flow field timescale. In each sub-iteration, the sub-timestep is selected

such that the mass fraction of each species does not change by more than 5% from its

previous state, thereby limiting the timestep even in the presence of rapidly-evolving

species (such as intermediary radical species) and preventing the overshoot of species

production. Further, the sub-timestep is also limited if a rapidly-evolving species is

nearing complete consumption.

For a multi-step reaction with NS species and NR reactions, the change in the

species composition due to reactions is given by:

⌦k “
NRÿ

l“1

Mk

´
⌫

2
k,l ´ ⌫

1
k,l

¯
p⇧f,l ´ ⇧b,lq , (2.18)

where ⌫
1
k,l and ⌫

2
k,l are the stoichiometric coe�cients of the reactants and products,

respectively, for the l-th reaction and k-th species and ⇧f,l and ⇧b,l are the forward

and backward molar production rates for the l-th reaction. These are computed as:

⇧f,l “ kf,l

NSπ

k“1

rAs⌫
1
k,l

k , (2.19)

⇧b,l “ kb,l

NSπ

k“1

rAs⌫
2
k,l

k , (2.20)

where the forward and backward reaction rate constants of the l-th elementary

reaction are kf,l and kb,l, respectively, and the mole fraction of species k is rAsk. The

forward rate constant is of the modified Arrhenius form and the reverse rate constant

is computed from the forward rate constant and the equilibrium rate constant KC .

In order to decrease the computational cost of the species production rates, a

novel reformulation of the rate constant and production rate calculations into matrix

form by Barwey and Raman [15] is used. By recasting the problem into a series

of matrix multiplications, the computations are enabled for more e�cient GPU ac-
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celeration with maximized throughput. Thus, detailed chemical kinetics, consisting

of the source term ⌦k evaluation, sti↵ time integration, and thermodynamic gas

properties computations, are o✏oaded to the GPU using the UMChemGPU library:

in-house CUDA-based modules for compatibility with heterogeneous computing plat-

forms. The reader is referred to Refs. [13, 15, 26] for details regarding the detailed

chemistry treatment. The performance increase a↵orded by these algorithms allows

the investigation of sti↵ chemical mechanisms with high-order hydrocarbon fuels and

Op100q reactions in full-scale three-dimensional systems.

2.2.2.1 Modification of NASA polynomial fits

Full-scale RDE and scramjet systems feature non-premixed injection schemes with

complex flow paths. Thus, it is common for the formation of compression and ex-

pansion waves as the propellant streams traverse the system and flow through the

combustion chamber. In particular, the exit flows of micronozzles and blu↵ body

regions can result in strong expansion fans that result in a rapid reduction in flow

temperature and pressure. With nominal propellant feed temperatures of 300 K,

the fluid temperature in these expansion regions can fall well below this value - and

below the typical 200 K minimum bound of the NASA polynomial fits (henceforth

referred to as the NASA polynomials minimum temperature Tmin,N) for thermody-

namic properties. The typical treatment of the fluid in these regions is to clip the

gas temperature at the NASA polynomials minimum temperature. However, this

approach can lead to a discrepancy between the internal energy of the gas and the

gas temperature, where the internal energy is typically a monotonic function of tem-

perature. Furthermore, the flow field is artificially limited to the NASA polynomials

minimum temperature while the physics dictated by the governing equations would

require a lower gas temperature.

In UMReactingFlow, an alternative approach is used, where the specific heat ca-
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pacity at constant pressure (cp) of the gas is limited to the mixture-averaged value at

the NASA polynomials minimum temperature, but the enthalpy is computed through

a linear o↵set relative to a reference temperature Tref (equal to Tmin,N) rather than

from the NASA polynomials directly. This approach is required because the specific

heat capacity is computed from a quartic function which has the tendency to become

unstable near the lower bound, i.e. below the NASA polynomials minimum temper-

ature. As a result, the use of the NASA polynomial coe�cients below the minimum

bound can result in non-physical values for specific heat, enthalpy, and specific heat

ratio. Note that the NASA polynomials provide the sum of the sensible and chemical

enthalpies. In this approach, the specific heat capacity is fixed to the value at the

NASA polynomials minimum temperature if the gas temperature is below this value.

The specific heat capacity of the k-th species is given as:

McpkpT q
R

“

$
’’&

’’%

a1,k ` a2,kT ` a3,kT 2 ` a4,kT 3 ` a5,kT 4 if T • Tmin,N

a1,k ` a2,kTmin,N ` a3,kT 2
min,N ` a4,kT 3

min,N ` a5,kT 4
min,N if T † Tmin,N

(2.21)

where R is the universal gas constant, M is the molecular weight, T is the gas tem-

perature, and the coe�cients a1 to a5 are obtained from NASA polynomial fits [182].

Subsequently, enthalpy can be directly computed from the NASA polynomial fits if

T • Tmin,N :

MhkpT q
RT

“
"
a1,k ` a2,k

2 T ` a3,k
3 T 2 ` a4,k

4 T 3 ` a5,k
5 T 4 ` a6,k

T if T • Tmin,N
(2.22)

However, if T † Tmin,N , the enthalpy is computed in relation to a reference en-

thalpy hrefk
at the reference temperature Tref “ Tmin,N and the fixed value of specific

heat cpk,fixed. Thus, the sensible enthalpy
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Mhref,kpTref q
RTref

“ a1,k ` a2,k
2

Tref ` a3,k
3

T 2
ref ` a4,k

4
T 3
ref ` a5,k

5
T 4
ref ` a6,k

Tref
(2.23)

hkpT q “ href,kpTref q `
ª T

Tref

cpk,fixeddT (2.24)

The internal energy ekpT q is related to the enthalpy as:

ekpT q “ hkpT q ´ RT

M
(2.25)

2.2.3 Finite volume method (FVM)

The UMReactingFlow solver resolves the governing equations on a discrete repre-

sentation of the three-dimensional domain. The geometry is discretized through an

unstructured mesh with polyhedral cells. Thus, the mesh is formed through a tes-

sellation of irregular patterns. The propellant flow paths, injectors, and downstream

flow control devices can involve complex geometries. Thus, an unstructured grid con-

figuration allows the mesh to capture these complex geometries most e�ciently with

the fewest number of cells. Consequently, the number of degrees of freedom of a

geometry represented through unstructured cells is reduced compared to a structured

configuration with a similar representative cell size.

For this reason, the finite volume framework of OpenFOAM [109, 135] is the basis

of UMReactingFlow, as it o↵ers open-source tools for solving partial di↵erential equa-

tions on complex geometries. Furthermore, it is imperative that the workflow from

physical geometry to numerical simulation is optimized. For an arbitrary geometry

represented in a computer-aided design (CAD) document, an unstructured mesh can

be generated through the use of the OpenFOAM tool snappyHexMesh. Mesh topol-

ogy (i.e., the bounding surfaces of the geometry) is extracted from the CAD document
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through a meshing tool, such as Ansys Mesher [8] or Gmsh [100], with polyhedral cell

elements with a resolution finer than the target internal mesh resolution of the geome-

try. The mesh topology is presented to snappyHexMesh to generate an internal mesh

with refinement regions placed throughout the geometry as needed, such as near the

injectors and other intricate flow paths. The snappyHexMesh utility generates three-

dimensional meshes primarily containing hexahedra automatically from triangulated

surface geometries in Stereolithography (STL) format. While the mesh topology is

the “ground truth” of the geometry, the mesh generated by snappyHexMesh approx-

imately conforms to the surface by iteratively refining a starting mesh and morphing

the resulting split-hex mesh to the surface. Additionally, cell layers can be added to

resolve flow-surface interactions. This approach provides a relatively fast and robust

mesh for use in the simulation of complex combustor systems, such as RDEs and

scramjets.

Each polyhedral cell represents a finite volume of flow governed by the conserva-

tion laws outlined in Sec. 2.2.1. The conserved quantities and the thermodynamic

state of each cell are attributed to the centroid of each cell. The transported con-

served quantities are: Q “ p⇢, ⇢u, ⇢E, ⇢Ykq. Special care must be taken to ensure the

conservation of these quantities in an unstructured mesh configuration through the

selection of numerical schemes.

2.2.4 Numerical schemes

The OpenFOAM unstructured finite volume framework is suitable for a variety

of flow problems but is generally limited to lower-order methods (second-order dis-

cretization, for instance). This is because unstructured meshes can make the use of

the larger stencils required by higher-order methods di�cult as the irregular pattern

of the cells complicates the data access of nearby cells beyond the adjacent cells that

share a face.
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The convective flux is computed through an approximate Riemann solution which

minimizes dissipation while preserving monotonicity across the discontinuities found

in the complex flowfields of shock-dominated flows, like those in RDEs. A Monotonic

Upstream-centered Scheme for Conservation Laws (MUSCL)-based Harten-Lax-van

Leer-Contact (HLLC) approximate Riemann solver [18, 299] is utilized due to the

low computational cost and ability to model both Riemann and contact waves. A

minMod interpolation limiter is utilized in the presence of shocks and discontinuities

to maintain a non-oscillatory solution. Further, to reduce the errors during interpola-

tion and flux computation at the faces, the primitive variables U “ p⇢,u, e, Ykq, rather

than the conservative variables, are interpolated to the face prior to flux reconstruc-

tion. This ensures the sum of species mass at the cell face is equal to ⇢ and all the

passive scalars travel at the same contact speed. Further, this limits dispersion errors

due to discretization [298]. The convective flux method is second-order accurate for

unsteady problems.

The viscous terms are computed through a Kurganov Noelle Petrova (KNP) for-

mulation that is nominally second-order accurate. An explicit second-order Runge-

Kutta time integration scheme is used to advance the governing equations. The

solver is parallelized using MPI-based domain decomposition. The decomposition of

complex geometries is performed through OpenFOAM tools and the Scotch library

to ensure that cell distribution among MPI ranks is as even as possible. In-house

CUDA-based modules are used to o✏oad the computationally intensive subroutines

for the flux and chemistry computation stages. The partition between CPU and

GPU in the UMReactingFlow used for the numerical simulations presented within

this dissertation is outlined in Fig. 2.10. For complete details of the solver and its

development, including the numerical methods, detailed chemistry treatment, GPU

acceleration, and its performance, the reader is referred to Refs. [26] and [15].
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Figure 2.10: Flow chart of the major processes within UMReactingFlow and the par-
tition between CPU and GPU subroutines used for the simulations pre-
sented within this dissertation.

2.2.5 The e↵ect of numerics on turbulence

The numerics used in the simulation of complex reacting systems must ensure that

the turbulence is captured properly. RDEs are mixing-limited and turbulent mixing is

important in the quality of the fuel/oxidizer mixture prepared for combustion. Here,

the system contains both high-speed shock-containing flows as well as turbulent jet

mixing. With compressible fuel injection, mixing can become suppressed leading to

poor device performance and combustion e�ciencies [276].
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To this end, the numerical scheme should balance stability in an unsteady envi-

ronment through its shock-capturing ability, while preserving the turbulent kinetic

energy with the flow. As a test case for the latter, DNS of compressible homo-

geneous isotropic turbulence (HIT) is performed for a set of numerical schemes -

skew-symmetric central [128, 227], Harten-Lax-van Leer-contact (HLLC) [18], and

the advection upstream splitting method flux di↵erence and vector (AUSMDV) split-

ting [307] formulations.

The three-dimensional Navier-Stokes equations are solved on a cubic domain of

length xi “ 2⇡ and periodic boundary conditions in all three directions. The decaying

HIT is represented on both a uniform structured mesh and an unstructured mesh

with tetrahedral elements. The structured mesh features 643 cells with a resolution

of �xi “ 2⇡{64 and the unstructured mesh has 32 edge elements along each direction

with a mean resolution similar to that of the uniform grid (�x̄i “ 0.1064). The

unstructured mesh features a maximum skewness of 0.425. Comparative visualization

of the structured and unstructured meshes is given in Fig. 2.11. The unstructured

mesh configuration contributes to the mesh skewness which can alter the turbulence

representation, as will be demonstrated in the forthcoming examples.

The initial condition for HIT consists of a random solenoidal velocity field with

an energy spectrum of the form:

Epkq “ 16

3

c
2

⇡
M2

t,0c
2k

4

k5
0

exp

ˆ
´ 2

ˆ
k

k0

˙2˙
, (2.26)

where Mt,0 is the turbulent Mach number, c is the sound speed, and k0 is the most

energetic wavenumber taken as k0 “ 4 here. The turbulent kinetic energy in the wave

number range (ka, kb) is defined as:

Kka,kb “
ª kb

ka

Epkq dk “ 3u2
rms,0

2
, (2.27)
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Figure 2.11: Planar slice of the three-dimensional meshes employed for the HIT sim-
ulations. These serve as a comparison of a structured mesh with 64 cells
in each direction and an unstructured mesh with tetrahedral elements
and 32 edge elements along each direction.

where the r.m.s. (root mean square) velocity urms is given as:

urms “
c

xuiuiy
3

, (2.28)

The defining characteristics of the HIT operating condition are the turbulent Mach

number - a parameter that determines compressibility - and the Taylor-scale Reynolds

number Re�. The r.m.s. velocity can be related to the turbulent Mach number as:

Mt,0 “
?
3urms

xcy , (2.29)

and the Taylor-scale Reynolds number as:

Re� “ urms�

x⌫y , (2.30)

where � is the Taylor microscale, and ⌫ is the kinematic viscosity. The Taylor

microscale is computed as a function of the kinematic viscosity and the dissipation

rate " as:
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� “ urmsp15⌫{"q1{2, (2.31)

The form of the energy spectrum provides an initial Taylor microscale �0 “ 2{k0.

The dissipation rate in the wave number range (ka, kb) is:

"ka,kb “
ª kb

ka

2⌫k2Epkq dk, (2.32)

The eddy turnover time is computed as:

⌧ “ 2

k0urms
“ 2

?
3

k0Mt,0xcy
, (2.33)

Now, the energy spectrum, the turbulent Mach number, the r.m.s. velocity, the

turbulent kinetic energy, the Taylor-scale Reynolds number, and the viscosity are

fixed. The domain is filled with air and the initial temperature and pressure fields

are taken to be constant, with � “ 1.398.

2.2.5.1 HIT with Mt,0 “ 0.3 and Re�,0 “ 30

DNS simulations of compressible isotropic turbulence is first performed withMt,0 “ 0.3

and Re�,0 “ 30 using both the structured and unstructured grids. The UMReact-

ingFlow solver is used with a skew-symmetric central scheme described in Refs. [128,

227], HLLC scheme [18], and AUSMDV [307]. The solutions are compared against a

spectral simulation performed using a specific volume formulation, reproduced from

Ref. [128]. The non-dimensional quantities of kinetic energy, pressure, temperature,

and specific volume are shown in Fig. 2.12. The non-dimensional profiles reveal that

the central scheme on the structured mesh captures the dynamics of the spectral

scheme well. In general, the unstructured meshes result in profiles with further devi-

ation from the spectral solution in comparison to the solutions from the structured

counterpart. The profiles from the HLLC scheme capture the dynamics of the spec-
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Figure 2.12: Non-dimensional kinetic energy (top left), pressure (top right), temper-
ature (bottom left), and specific volume (bottom right) for compressible
HIT at Mt,0 “ 0.3, Re�,0 “ 30, and k0 “ 4 for HIT simulations with
skew-symmetric central, HLLC, and AUSMDV numerical schemes with
both structured (S) and unstructured (US) meshes and the spectral so-
lution of Ref. [128].

tral solution more closely compared to the AUSMDV scheme, which adds additional

numerical dissipation even at the turbulent Mach number of 0.3. This is more clearly

evident in the kinetic energy dissipation plot.

The energy spectrum can also be visualized as a function of time. The curves rep-

resent a statistical distribution of many velocity fields in Fourier space. The spectrum

profile provides an evaluation of how well the turbulent energy cascade is captured

by each numerical scheme and mesh configuration. Specifically, the overall energy

preservation is identified by the area under the curve and the amount of small-scale

(high wavenumber) energy pileup. The energy cascade at time 3t{⌧0 is shown in
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Figure 2.13: Energy spectrum for compressible HIT at Mt,0 “ 0.3, Re�,0 “ 30, and
k0 “ 4 for HIT simulations with skew-symmetric central, HLLC, and
AUSMDV numerical schemes with both structured (S) and unstructured
(US) meshes.

Fig. 2.13. As expected, the central scheme leads to the greatest energy preservation.

The HLLC scheme performs closer to the central method than the AUSMDV scheme.

Further, the unstructured meshes result in small-scale energy pileup compared to the

structured mesh counterparts. In particular, the region of constant energy at high

wavenumber is wider in wavenumber space for the energy cascade of the AUSMDV

scheme than the HLLC scheme. Interestingly, the unstructured mesh simulation with

the central scheme is very similar in energy distribution to the simulation with the

structured mesh counterpart.

2.2.5.2 HIT with Mt,0 “ 0.6 and Re�,0 “ 100

The second compressible HIT operating condition is at a su�ciently high turbu-

lent Mach number, Mt,0 “ 0.6, such that weak shock waves, termed eddy shocklets by

Ref. [138], are induced by the turbulent dynamics. This high turbulent Mach number

condition evaluates the shock-capturing capability of the numerical schemes when

the location of the shocks is not known a priori and their accuracy in representing

the turbulent dynamics. The prescribed initial condition is selected due to the large

acoustic and entropy modes which allow for better evaluation of the performance of
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the numerical methods. Figure 2.14 shows the temporal evolution of non-dimensional

kinetic energy and enstrophy along with the variance of non-dimensional tempera-

ture and dilatation for the central, HLLC, and AUSMDV numerical schemes with

both structured and unstructured meshes with a comparison to the spectral results

of Ref. [138]. Similar to before, the central numerical scheme captures the kinetic

energy dissipation profile of the spectral scheme well, with HLLC performing better

than AUSMDV. It must be noted that the di↵erence between the two shock-capturing

schemes is diminished, and the solution is notably more dissipative than the central

scheme solution. The temperature fluctuations (and the pressure and specific volume

fluctuations which are not shown here) exhibit a similar outcome. In the enstrophy

dynamics and dilatational fluctuations, the shock-capturing schemes are significantly

more dissipative across all wavenumbers and damp out small-scale variations. In

particular, the shock-capturing schemes damp out dilatational motions very quickly.

Consequently, they underpredict the spectral and the central scheme solutions. In

general, the influence of structured versus unstructured skewed meshes are minimal

in comparison to the dissipation encompassed by the numerical scheme itself. While

HLLC performs better than AUSMDV for the non-dimensional kinetic energy and

enstrophy dynamics, the di↵erence becomes minimal for the temperature and dilata-

tional fluctuation. From these results, it can be postulated that a hybrid scheme that

incorporates the central scheme along with the shock-capturing capability of HLLC

would be beneficial.

The energy cascade for the high turbulent Mach number condition at time 3t{⌧0
is shown in Fig. 2.13. The distribution of energy is similar to that observed at

Mt,0 “ 0.3, with the HLLC numerical scheme preserving the total energy better than

the AUSMDV scheme. The unstructured mesh features less small-scale energy pileup

than at the lower turbulent Mach number due to the higher compressibility of this

case. Interestingly, the central scheme with the unstructured mesh is more dissipative,
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Figure 2.14: Non-dimensional kinetic energy (top left) and enstrophy (top right), and
variance of non-dimensional temperature (bottom left) and dilatation
(bottom right) for compressible HIT at Mt,0 “ 0.6, Re�,0 “ 100, and
k0 “ 4 for HIT simulations with skew-symmetric central, HLLC, and
AUSMDV numerical schemes with both structured (S) and unstructured
(US) meshes and the spectral solution of Ref. [138].
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Figure 2.15: Energy spectrum for compressible HIT at Mt,0 “ 0.6, Re�,0 “ 100, and
k0 “ 4 for HIT simulations with skew-symmetric central, HLLC, and
AUSMDV numerical schemes with both structured (S) and unstructured
(US) meshes.

but the high wavenumber energy cascade is nearly identical to the structured mesh

solution. The energy cascade plots show that the unstructured mesh configurations

(with nominal cell skewness) are more dissipative than the structured mesh solutions.

2.2.5.3 Hybrid numerical schemes

Hybrid schemes provide a compromise between the di↵usive nature of shock-

capturing schemes and unstable central schemes. The variable scheme consists of

a local shock sensor that is used to determine a linear combination of both schemes

to ensure a continuous spatial transition between the schemes. For instance, Ducros

et al [71] suggests a dilatation-based parameter that identifies regions of sharp velocity

gradient:

� “ pr ¨ uq2
pr ¨ uq2 ` p!q2 ` ✏

, (2.34)

Similar formulations by Johnsen et al. [138]:

� “ ´r ¨ u
|r ¨ u| ` ! ` ✏

, (2.35)
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and Modesti and Pirozzoli [191]:

� “ max

˜
´r ¨ ua

pr ¨ uq2 ` p!q2 ` ✏
, 0

¸
, (2.36)

have been presented. Here, u is the flow velocity vector, ! is the vorticity magnitude,

and ✏ is a small value to prevent numerical divergence in regions where both the

dilatation and vorticity magnitude are zero. These forms of shock sensor-based hybrid

schemes have been shown to perform better than the shock-capturing schemes alone

with reduced numerical dissipation when discontinuities are not present. However,

the application of a universal sensor in unstructured meshes is the focus of ongoing

research. While hybrid schemes are not used in the present work, they would be a

valuable addition to the capabilities of UMReactingFlow.

2.2.6 Boundary condition treatment

In the UMReactingFlow solver, the boundary conditions are enforced at the

boundary faces of the polyhedral cells at the edge of the domain. There are three

types of boundary conditions used in the full-scale simulations presented within this

dissertation: 1) wall, 2) mass flow rate inflow, and 3) outflow.

For the wall-type boundary condition, a no-slip condition is enforced such that all

three Cartesian velocity components are set to 0. Furthermore, zero-gradient condi-

tions for pressure, temperature, and species mass fractions are used by using a zero

gradient value in the computation of the boundary face value. Near-wall refinement of

the mesh is not provided for the simulations discussed here. Furthermore, adiabatic

walls are used as wall heat transfer is not considered. This is of future research interest

and will require the wall thermal boundary layer to be refined. To note, the unsteady,

predominantly supersonic flow within an RDE limits the formation of boundary lay-

ers as di↵usion e↵ects are limited [256], and additional near-wall refinement was not
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found to impact the macroscopic processes within the device [252].

For the subsonic inflows to the propellant feed plenums, a mass flow rate boundary

condition is typically used. The inflow surface normal flow velocity is computed such

that the mass flow rate through the surface based on the gas density immediately

adjacent to the inflow boundary matches the mass flow rate of the requested operat-

ing condition. The composition of the propellant is prescribed and the pressure is set

with a zero-gradient boundary condition, while the temperature is fixed to the pro-

pellant feed temperature adjusted for the low subsonic flow velocity (typically O(1-10

m/s)). A total pressure boundary condition is an alternative approach where the total

pressure and temperature at the inflow surface are set from prior knowledge of the

system (such as from experimental campaigns) and a flow rate is induced through the

plenum. However, this approach can result in greater deviation from the requested

mass flow rate [252] and require additional simulation time for the pressures within

the plenum to stabilize and establish steady flow. For these reasons, the mass flow

rate boundary condition for the inflows is used here.

For the outflow, zero-gradient boundary conditions for the temperature, pressure,

and species are employed. If the surface normal velocity at the outflow is supersonic,

this treatment does not pose numerical problems. However, in a full-scale RDE

simulation, the outflow surfaces are not typically aligned with the primary supersonic

flow within the combustor. Consequently, an exhaust plenum downstream of the

combustor and any flow control device is used as a “sponge” to dissipate strong

pressure waves and prevent wave reflections from the boundary in subsonic conditions.

This exhaust plenum is typically much larger than the combustor and the mesh

resolution is progressively coarsened towards the outflow. The mesh coarsening is

configured such that each step results in at most a factor of two increase in cell

size and the mesh resolution near the outflow is more than an order of magnitude

greater than the resolution within the combustion chamber and injector (regions
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of interest). Special care must be taken in the generation of the exhaust plenum

to avoid these reflections. However, in certain configurations, acoustic waves with

su�cient energy can reach the plenum outflow boundary and cause unwanted wave

reflections. Case-specific solutions include the use of a low-velocity air co-flow at

the base of the exhaust plenum to turn and straighten the exhaust flow towards

the exit, and fixed atmospheric back pressure boundary conditions to prevent weak

acoustic wave reflections. Often, a multitude of solutions may be required based

on the encountered wave dynamics [236, 237, 300]. NSCBC [228] treatment in an

unstructured mesh is more di�cult to incorporate due to the irregular polyhedral

cells and data access limitations. Future research interest lies in the incorporation

and verification of NSCBC for unstructured FV frameworks. However, the approach

would require precise tuning to ensure the choice of boundary condition treatment

does not influence the solution within the combustion chamber. At present, the

dissipation of strong waves through a “sponge” region ensures that the flow dynamics

(or lack thereof) in the exhaust plenum do not influence the results within the RDE

combustion chamber. In an RDE, wave reflections and instabilities can lead to a vastly

di↵erent solution because the device is a sensitive, high-dimensional system [268, 300]

and precise treatment of the chamber exit is requisite.

An additional type of boundary condition used in simple verification cases of

UMReactingFlow is the periodic or cyclic boundary. Here, the face at the peri-

odic boundary is treated as a shared surface between the two cells adjacent to the

boundary, similar to a boundary between MPI rank sub-domains during parallelized

simulations, and cell gradients are computed between these adjacent cells. In the

OpenFOAM framework, simulations are nominally three-dimensional. Similar to the

treatment in UTCOMP, one- and two-dimensional simulations are configured such

that the non-flow-through directions are set with periodic boundary conditions with

a single cell within these directions and the numerical fluxes in these directions are
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set to zero.

2.2.7 The high-fidelity approach

In the UMReactingFlow solver, the conservation equations (see Sec. 2.2.1) are

represented exactly without subgrid-scale turbulence models. The simulations do

not comprehensively handle turbulence and for the selection of simulations presented

within this dissertation, grid-based dissipation is used to model the turbulence. While

some simulations in the literature contain explicit models in the context of large eddy

simulations [169, 214], the models must be tuned for use in the RDE environment.

The RDE is characterized by mixing-limited operation, and the mixing process and

the development of turbulence are not complete within the flow-through timescales

of the device.

Unstructured meshes allow optimal mesh sizes for a given cell resolution. How-

ever, due to the computational cost of representing full-scale systems, these simula-

tions typically do not resolve the shock-detonation structure completely. For instance,

the simulations of [214] employs adaptive mesh refinement (AMR) with grid sizes of

125-250 µm for hydrogen/air detonations while cell sizes of similar order have been

used by the fixed-mesh simulations of Ref. [61]. The numerical simulations with

Chaps. IV and V employ fixed meshes with relatively-fine resolutions a↵orded by the

GPU acceleration of key solver subroutines, thereby increasing numerical capability

and reducing simulation turn-around time. The massively-parallel GPU-based sim-

ulations of RDEs discussed in this dissertation were performed on the Oak Ridge

Leadership Computing Facility’s (OLCF) Summit supercomputer [216].

To conclude, the solver and its low-Mach number adaptation have been previously

validated on a number of turbulent, reacting flows [57, 58, 116, 290] and in particular,

detonating flows [252–257].
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2.2.8 Validation with detonation problems

The section below will serve to demonstrate and verify the UMReactingFlow

solver on simple detonating flow problems. For these studies, hydrocarbon com-

bustion will be the focus. Practical RDEs, like the rocket-type RDE that will be

studied in Chap.IV, require the use of non-premixed propellant streams with stable

hydrocarbon-based fuels (with or without hydrogen blending [254]). Here, the deto-

native combustion of methane and oxygen is simulated using the skeletal mechanism

FFCMy-12 of Xu et al. [277, 326]. The use of detailed chemical kinetics is needed

in the study of non-premixed detonation as the remnants of partially-deflagrated

gas drive many of the non-idealities observed RDEs. The skeletal mechanism tracks

the reaction pathways of these crucial intermediary species (which one- or two-step

mechanisms [305] may limit) while reducing the number of transported species and the

associated computation cost of the full mechanism. Based on the Foundational Fuel

Chemistry Model 1.0 [277], this mechanism employs 38 reaction steps with 12 species

to model the combustion of methane/oxygen mixtures. However, the model must

be validated for detonation simulations through a series of one- and two-dimensional

numerical simulations to evaluate the Chapman-Jouguet (CJ) velocity, von Neumann

pressure, and detonation cell size. To ensure that the choice of chemical mechanism

does not unduly a↵ect the outcomes of this study, several canonical flow configura-

tions are considered.

2.2.8.1 One-dimensional detonation

The first case is the one-dimensional detonation tube. The purpose of this study is

to validate the transient behavior of the species at the detonation front, the CJ veloc-

ity, and the von Neumann pressure. Here, methane and oxygen at a rich equivalence

ratio of 1.15 at 300 K are filled in a 30 cm tube, as depicted in Fig. 2.16. In order to

initiate the detonation wave, an overdriven post-detonation region of width 3 mm at
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a high pressure of 5.84 MPa, a high temperature of 3750 K, and at the CJ velocity of

2462 m/s is prescribed. The post-detonation state is determined through analytical

calculations. The detonation wave propagates towards the outlet by processing the

fuel/oxidizer mixture in the domain. Detailed species behavior is shown in the right

plot of Fig. 2.16. Methane and oxygen are consumed and intermediate species, such

as CH2O and OH, rise to a peak value at the detonation front, and post-detonation

products are created after a finite distance behind the front.

Figure 2.16: (Top) Configuration for the one-dimensional shock tube configuration
and (bottom) transient response of the species and pressure behind the
detonation front for the one-dimensional configuration.

Based on analytical calculations, the induction length for the methane-oxygen

mixture of equivalence ratio 1.15 is on the order of 0.17 mm, similar to that of a
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stoichiometric hydrogen/air mixture at 0.24 mm. With a grid resolution of 50 µm, a

tractable resolution for full-scale RDE simulations, the percent error in CJ velocity

and von Neumann pressure are 0.24 and 15.8 percent, respectively. A wave speed and

peak pressure of 2469 m/s and 4.81 MPa are observed. This resolution is extended

to the two-dimensional channel detonation cases.

Furthermore, Fig. 2.17 shows near-linear convergence of peak pressure to the CJ

pressure with grid resolution and demonstrates that the one-dimensional wave speeds

are nearly identical (within 1%) to the CJ speed for all resolutions studied. Additional

validation of this mechanism developed specifically for high-pressure combustion is

being conducted by Prof. Wang (Stanford University) (author of the mechanism).

Figure 2.17: Convergence of von Neumann pressure and wave speed for one-
dimensional detonation tube simulations using the FFCMy-12 skeletal
mechanism.

2.2.8.2 Two-dimensional channel detonation

Detonating flow in a confined channel is used to understand the detonability and

chemistry mechanism of fuel mixtures. Here, a channel detonation is initialized at

0.1 MPa and 300 K ambient conditions within a channel of length 30 mm and width
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1 mm. Past numerical work by Schwer et al.[266] has primarily focused on methane

combustion with hydrogen diluent and air as the oxidizer. In contrast, the cell size

of methane-pure oxygen mixtures is smaller. In the channel, a region of overdriven

post-detonation conditions is patched on the left, similar to the one-dimensional case.

However, a pair of sparks of reactant mixture at high temperature and pressure are

placed to perturb the detonation wave, creating transverse waves. The interaction of

these transverse waves forms triple points along the detonation front. The channel

configuration is given in Fig. 2.18, reflecting past channel detonation simulations of

Sec. 2.1.7.2. Streamwise and stream normal grid resolutions of 1-50 µm with a range

of channel widths were studied. With the skeletal mechanism, a channel narrower

than the experimental cell width was required to induce the formation of triple points

due to confinement e↵ects. As a result, a grid resolution of 2 µm with a 1 mm

channel was required to resolve the complex “fish scale”-like cell structure. The trace

of triple points is shown in the soot foil diagram in Fig. 2.18. The cell structure

contains 1 longitudinal track and 2 transverse tracks, with cell sizes similar to that

of past simulations with hydrogen/air mixtures at similar conditions. This provides

verification of the FFCMy-12 chemical mechanism for detonation applications and

the capability of the UMReactingFlow solver in modeling unsteady detonations.

2.2.9 Solver summary

This section introduced and detailed the in-house compressible flow solver UM-

ReactingFlow which will be used in Chaps. IV and V for the study of non-premixed

full-scale RDEs. The unstructured mesh solver allows for the simulation of com-

plex geometries with practical, high-order detailed chemical mechanisms. The solver

employs a high-fidelity simulation approach with no sub-grid scale turbulence mod-

els to solve the governing equations of mass, momentum, and energy along with

species conservation equations to incorporate the chemical reactions. The Navier-
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Figure 2.18: (Top) Two-dimensional channel detonation configuration with sparks
to induce an unsteady detonation wave and (bottom) soot foil plot for
methane-oxygen detonation with a detailed view of complex cell struc-
ture.

Stokes equations are closed using an ideal gas equation of state. A MUSCL-based

HLLC approximate Riemann scheme [18, 299] is utilized due to the low computa-

tional cost and ability to model both Riemann and contact waves. The viscous terms

are computed through a Kurganov Noelle Petrova (KNP) formulation that is nomi-

nally second-order accurate. An explicit second-order Runge-Kutta time integration

scheme is used to advance the governing equations.

Computationally intensive subroutines for convective and reaction stages are of-

floaded to the GPU using in-house CUDA-based modules for compatibility with het-

erogeneous computing platforms. The computing architecture used in this disserta-

tion is outlined in Fig. 2.10. For GPU-based reaction treatment, detailed chemical
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kinetics (chemical source term evaluation and sti↵ time integration), as well as ther-

modynamic gas properties, are evaluated in a matrix-based formulation that maxi-

mizes throughput. Complete details of the solver and its development are provided

in Refs. [26] and [15].

The UMReactingFlow solver has been used to simulate one- and two-dimensional

detonations in shock tubes. Here, near-linear convergence of peak pressure to the

CJ pressure with grid resolution was achieved and one-dimensional wave speeds are

nearly identical (within 1%) to the CJ speed for all resolutions studied. The peak

pressure within 5% was obtained at a cell resolution of 20 µm. Furthermore, the

cellular structure of unsteady detonation in a two-dimensional channel was captured.

The solver’s numerical methods have been successfully demonstrated on detonating

flows with a range of fuels and validated with experimental data [254, 256, 257].
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CHAPTER III

Simulations of Canonical Detonating Flows

The next chapter investigates the characteristics of non-idealities in detonative

combustion and their impact on the detonation wave structure, as well as implica-

tions on RDE operation and performance. Through simulation of canonical con-

figurations, such as a linear array of injectors and confined channels, the e↵ects of

discrete injection, mixture stratification, and deflagrative preburning of the reactant

mixture. Performed using the UTCOMP solver exclusively (see Sec. 2.1), these sim-

ulations study the non-idealities in simplified geometries where detonation behavior

and statistics of combustion can be interrogated. Section 3.1 presents the structure of

a detonation propagating through an array of partially-premixed fuel and air injectors

and depicts the e↵ects of Section 3.2 introduces a stratified mixture of fuel and air

arranged as irregular patches inside a confined channel, while Sec. 3.3 adds preburn-

ing to this stratified propellant mixture to introduce partially-deflagrated combustion

products ahead of the detonation wave.

3.1 Detonation Propagation through Discrete Injectors

3.1.1 Motivation

In an RDE, the propagation of the detonation wave is a largely two-dimensional

phenomenon, where the wave propagates continuously through an annular chamber in
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the azimuthal direction of the RDE cylinder. The development of turbulence is vastly

di↵erent from the fully three-dimensional turbulence found in gas turbine combustors.

The physics of the wave propagation is a function of the chemical composition of the

fuel/oxidizer mixture and the geometric configuration of the combustor annulus and

injector system [38, 42, 43, 85]. Thus, alterations in the fuel/oxidizer mixture and the

local chemical composition near the injectors will a↵ect the stability and periodicity of

the detonation wave as well as the structure of the detonation wave and its subsequent

reaction zone [40].

One of the fundamental challenges in the successful operation of RDEs is the

design of a robust fuel/oxidizer injection system. To minimize pressure losses while

ensuring e�cient mixing that promotes stable detonation, the injection has to satisfy

many di↵erent constraints. In this work, the impact of discrete injection on wave

propagation is studied in an e↵ort to understand the impact of fuel stratification

on detonation stability. This involves a characterization of the detonation struc-

tures and an understanding of the interaction of post-detonation turbulence with the

fuel/oxidizer injectors. Following the passage of the detonation wave, the pressure

gain initially suppresses the injector and the transient pressure gradient allows for the

injector to re-develop prior to the passage of the next wave. The fuel/oxidizer mix-

ture is injected from the base of the annular chamber before the next passage of the

detonation wave. Thus, based on the size of the RDE and the detonation wave propa-

gation velocity, there may not be a su�cient amount of time to fully develop an ideal

mixture of fuel and air inside the chamber. This can lead to a periodically-varying

chemical composition at the base of the annulus [40]. In non-premixed configura-

tions, the actual wave velocity may not reflect the theoretical wave velocity for the

mixture, the Chapman-Jouguet (CJ) velocity. The CJ velocity for a given mixture is

determined under the assumption of fully premixed reactants. While non-premixed

fuel/oxidizer injection is the main design challenge, the study here focuses on the
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discrete injection of premixed fuel/oxidizer mixture into ambient air. The passage of

the detonation wave is still subject to fuel/oxidizer stratification due to the partial-

premixing of the injection mixture with the ambient fluid. The research stems from

the experimental work of Burr and Yu [40], where a linearized model detonation engine

(LMDE), an unwrapped model of an RDE combustor featuring a simplified geometry,

is used to visualize a detonation wave propagating through a narrow channel. The

LMDE primarily simulates the interaction between the fuel/oxidizer mixture injected

transversely into the channel and the detonation wave while removing the e↵ects of

curvature [40]. The experimental objectives were to identify the key flow features in

this canonical configuration and better understand the complex interactions between

the injectors, the detonation wave, and the various waves in the wake of the DW.

The numerical simulation of the LMDE system will allow for the visualization of

small-scale turbulence structures and the induction region, which is very thin com-

pared to other length scales in the combustor. For most chemical compositions and

flow conditions, the ideal one-dimensional detonation wave, which consists of the

pressure/shock wave followed by a reaction zone, is on the order of a few micrometers

in length [230]. In comparison, the three-dimensional detonation structure consists

of multiple pressure waves and a broad reaction zone. Furthermore, the spatial dis-

tribution of the fuel/oxidizer mixture within the chamber is highly variable. Thus,

the detonation wave itself is spatially-varying and leads to local acceleration and de-

celeration of the wave front [179]. The interaction of the fuel/oxidizer mixture and

the detonation wave is driven by multiscale turbulence, which requires that the gra-

dients are properly resolved in the flow. Thus, the combustion processes require a

direct numerical simulation approach with multistep chemical mechanisms to study

detonation wave propagation accurately.
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3.1.2 Numerical representation

To replicate the wave structure in a practical RDE, the linearized model detona-

tion engine (LMDE) configuration of Burr et al. [40] is simulated. The experimental

LMDE contains an array of transverse (wall-normal) reactant jets in a linear open

channel of width 7.6 mm. The detonation wave propagates streamwisely through this

channel. Fuel/oxidizer injectors of diameter 2.5 mm with 6.4 mm center-to-center

spacing are placed within the LMDE. The injector diameter dinj is a characteristic

length scale in this study. In the numerical analysis, the primary region of inter-

est is the interaction of the detonation wave structure with the transversely-injected

fuel/oxidizer jets. Thus, the fuel/oxidizer mixture is fully-premixed at a given equiv-

alence ratio �, and the individual fuel and oxidizer streams and mixing plenums are

not modeled. The channel is open to the surrounding on the top and the far end of the

channel. The channel is initially pre-filled with air as the background gas at ambient

conditions. The velocity and height of the transverse reactant jets are calibrated such

that the jets are choked at the inflow and establish a stable fill height into the LMDE.

A pre-detonator is used to initiate a detonation wave from the inlet end of the channel

through a square tunnel of size 7.6 mm by 7.6 mm. In the experimental configura-

tion, the pre-detonator is operated using a stoichiometric hydrogen/oxygen mixture.

Similarly, the pre-detonator tunnel is closed after all the post-detonation gases have

exited the tunnel into the LMDE channel. The numerical simulation replicates this

fuel/oxidizer composition and a time-dependent inflow boundary condition is used; a

wall inlet boundary condition is used after 50 µs, roughly the time required for the

detonation wave to process all 15 injectors. As the detonation wave expands through

the channel, the lower pressure on the outflow of the LMDE leads to a radial expan-

sion of the detonation wave as it passes through the channel [40]. The schematics of

the LMDE setup reproduced from Burr et al. [40] are given in Fig. 3.1.

The numerical simulation geometry replicates the experimental setup but is sim-
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flowfield by building a linear model of the RDE combustor and visualizing the detonation wave propagating inside 
the linear model. Since the reactants are injected from the base of the channel just before the detonation wave 
arrival, there may not be sufficient time to create a uniform, homogeneous mixture inside the channel. This can set 
up a periodically varying mixture composition along the wave path.  

The purpose of this work is to obtain detailed information on the fundamental flow structure associated with a 
detonation wave that propagates inside a narrow open channel containing transversely flowing reactant jets. This is a 
simplified configuration of an RDE combustor. It is the intention of this experiment to simulate only the essence of 
the RDE geometry, except for the curvature effects, in order to investigate the interaction between the transverse 
channel flow and the detonation or shock waves. We hope the simplified combustor configuration allows us to 
obtain better understanding of the physics of the RDE flowfield by focusing our attention on the detonation wave-
flowfield interaction inside a narrow open channel. 

II. Experimental Setup 
The experimental setup consists of an array of 

transverse reactant jets placed inside of a linear open 
channel, 7.6mm wide, through which a detonation wave 
is propagated. The setup is designed to simulate a 
rotating detonation engine18,19 that is unwrapped in a 
straight direction. There are a set of 15 injectors spaced 
6.4mm apart, as shown in Fig. 1. Each injector consists 
of a recessed tube, 2.5mm in diameter and 28.6mm in 
depth, where the reactants are mixed. The oxidizer is 
supplied through a 1.25mm diameter orifice from the 
base of the injector tube, while the fuel is injected from 
the side of the tube through a 0.38mm diameter orifice 
3.2mm from the injector tube base. The fuel and 
oxidizer mix inside the recessed tube for the remaining 
25.4mm distance, before entering the channel as a 
partially premixed reactant jet. 

To start a test, the channel is prefilled with a background gas, consisting of either inert gas or just the oxidizer. A 
set of fast-response solenoid valves is used to start the reactant jets from rest. The velocity and height of reactant jets 
are pre-calibrated in advance as a function of time. As the reactant jets reach the planned height inside the channel, a 
pre-detonator initiates a detonation wave from one end of the channel so that the wave interacts with the reactant jets 
at the proper timing. The channel is closed on one end where the pre-detonator is connected, but is otherwise open to 
the surrounding at the top of the channel as well as on the far end of the channel. 

The pre-detonator was operated with a stoichiometric hydrogen-oxygen mixture. The setup produced a 
detonation wave with relatively consistent repeatability. At the end of the pre-detonator tube, the average wave 
speed was measured to be 2,820 ± 70 m/s. After some preliminary experiments in which various background gases 
were tested, four cases including the baseline test with no transverse injection were selected for close examination. 
The same conditions were used for the pre-detonator for all the cases of the jet-in-the-channel tests. Table 1 
summarizes the operating conditions of the tests that are being reported in this paper. 

Figure 2 shows a sequence of schlieren images at the connection point of the pre-detonator and the channel 
section. Initially, the pre-detonator tube is filled with a stoichiometric mixture completely up to the tube-channel 
transition point. Figure 2a shows a 
typical detonation wave propagating 
inside the pre-detonator tube. As the 
detonation wave exits the tube and 
enters the channel (Fig. 2b), the wave 
starts to diffract into the surrounding 
gas and eventually separating into the 
lead blast wave and the trailing 
reaction front. The material interface 
between the pre-detonator products 
and the shocked gas from the channel 
can be seen in Fig. 2d. 
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Figure 1. Schematic drawing of the experimental 
setup. 

Table 1. Flow and jet conditions 
 Pre-

detonator 
Case 1 
(no jet) 

Case 2 
jets 

Case 3 
jets 

Case 4 
jets 

reactant 
composition H2-O2 - H2-air H2-O2 H2-O2 

equivalence 
ratio (φ) 

φmixture 
=1.0 0 φaverage 

=0.5~1.0 
φjet tip 
=1.7 

φjet tip 
=1.4 

jet height: 
htip (mm) - 0 25±3 25±3 25±3 

jet velocity: 
Vtip (m/s) - 0 52±3 34±3 54±3 
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Figure 3.1: LMDE schematic with injector orientation and channel configuration re-
produced from [40].

plified to analyze only the interaction of the premixed injection jets with the passing

detonation wave. To this end, the narrow channel of width 7.6 mm has been repre-

sented with the full length of 14 cm, and the height has been truncated to 6.25 cm,

equivalent to 25 injector diameters. The region beyond this height is not of interest

with regard to the scope of this study. This results in a three-dimensional rectangular

region of dimensions 14 cm ˆ 6.25 cm ˆ 7.6 mm, filled with an ambient mixture of

air (O2-N2) at 297 K and 0.5 atm for the H2/air cases and 1.0 atm for the H2/O2 case.

The operating pressure of the LMDE was reduced from the experimental configura-

tion of 1 atm due to numerical considerations. The 1 atm ambient pressure condition

poses a numerical limitation as the post-detonation pressure of hydrogen/oxygen com-

bustion is approximately 33 atm and the induction length, established as the length

scale of interest, is on the order of 53 µm [230]. Thus, fully resolving the detonation

structure and flow field with a su�cient amount of cells across the induction region

can become computationally intractable. However, due to the limited detonability of

the H2/air at the lowered operating pressure, a high-energy release mixture - H2/O2

- with an ambient pressure of 1 atm was included to validate fuel detonability. This

configuration is one of the experimental test cases.

The grid resolution for the three-dimensional geometry is uniform with a core
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region in the streamwise and wall-normal directions. A hyperbolic tangent function

is used to blend the core and outer regions of the mesh. The LMDE is largely

two-dimensional in nature; the resolution in the spanwise direction is double that of

the wall-normal directions. These modifications allow for manageable computational

costs while calibrating the simulation configurations and boundary conditions. Grid

convergence on the two-dimensional and three-dimensional channel detonation waves

was completed to ensure that a resolution in the wall-normal direction of 100 µm and

depthwise direction of 200 µm captures the detonation cell size, wave behavior, and

detailed chemistry of finer resolution cases. In order to ensure that the streamwise

evolution of the triple points is not suppressed through numerical errors, the following

resolution is selected. The core region is defined as the domain up to roughly 3.5

injector diameters beyond the final injector in the streamwise direction and 419 y`

for the H2/air cases and 1656 y` for the H2/O2 case in the wall-normal direction. For

the H2/air cases, the core grid consists of �x = 10 µm and �y = 3-99 µm. Outside

the core region, �x = 100 µm and �y = 100 µm. �z = 200 µm throughout the

domain. Similarly, for the H2/O2 case, the core grid consists of �x = 25 µm and �y

= 0.8-49 µm. Outside the core region, �x = 250 µm and �y = 50 µm. �z = 100

µm throughout the channel.

The top and right boundaries are set as outflows, while the spanwise boundaries

are treated as walls. Two di↵erent inflow conditions are considered. For this discus-

sion, the list of test cases and associated operating parameters are shown in Tab. 3.1.

In cases 1a, 2, 3, and 4, the inlet boundary is prescribed through a sampled inflow in

a region corresponding to the pre-detonator tunnel, with a wall boundary condition

spanning the remainder of the inlet plane. In case 1b, the boundary condition of

the complete inlet plane is prescribed by the sampled inflow condition. The sam-

pled inflow condition in all cases is used to introduce a right-running, well-developed,

three-dimensional detonation wave into the domain. This is generated using the
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Table 3.1: Injector jet conditions for di↵erent cases
Case 1a Case 1b Case 2 Case 3 Case 4

Reactant
composition

H2/air H2/air H2/air H2/air H2/O2

Inflow condition
Pre-

detonator
tunnel

Full inlet
Pre-

detonator
tunnel

Pre-
detonator
tunnel

Pre-
detonator
tunnel

Equivalence
ratio [�]

�inject “ 1.0 �inject “ 1.0 �inject “ 1.2 �inject “ 0.8 �inject “ 1.0

Initial pressure
[atm]

0.5 0.5 0.5 0.5 1.0

Jet total
pressure [atm]

0.948 0.949 0.948 0.948 1.899

Jet total
temperature [K]

297 297 297 297 297

Jet injection
velocity uinject

[m/s]
372 381 361 372 491

Injection fill
height hinject

[mm]
20-25 20-25 20-25 20-25 20-25

outflow of the three-dimensional channel detonation wave in the premixed channel

simulation described in Sec. 2.1.7.2. The background gas condition is similar to the

experimental configuration, with the ratio of O2 and N2 identical to the premixed

two- and three-dimensional channels. Premixed H2/air for cases 1a, 1b, 2, and 3, and

premixed H2/O2 for case 4 is supplied from the bottom wall through an array of 15

circular injectors with geometry identical to the experimental configuration, with a

stagnation temperature and pressure set such that the jets are choked when there

is no detonation in the channel. The injector boundary condition is calculated from

the static pressure within the channel, using the method prescribed by Schwer and

Kailasanath [260].

For all five test cases, the detonation wave is not initially present within the

LMDE, and the jets are allowed to develop, which supports the turbulent mixing of
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the fuel/oxidizer jets with the ambient air. This is consistently performed for a time

of t “ 200 µs in all cases. At the end of the initialization time, the jets are developed

to a height of roughly 20 ´ 25 mm (8-10 injector diameters) above the base of the

channel. Thus, the lower region of the channel is partially filled with the fuel/oxidizer

mixture, as displayed in Fig. 3.2. At this time, the detonation wave is introduced

from the inlet plane.

Figure 3.2: Fully developed injector jets in LMDE; isosurface of YH2 “ 0.016, colored
by density.

3.1.3 H2/air case with detonation tube inflow

In cases 1a, 2, 3, and 4, the detonation wave is introduced into the LMDE from a

small square region corresponding to the connection between the pre-detonator tunnel

and the injection channel. Similar to the experiment, the detonation wave is generated

in the pre-detonator tunnel using a stoichiometric mixture of H2/air and H2/O2 for

cases 1a, 1b, 2, and 3, and case 4, respectively. A hydrogen fuel/oxidizer mixture is

supplied from the injector jets and pure air is the background gas. Figure 3.3 displays

a sequence of numerical Schlieren images of the detonation wave entering the channel.

93



Figure 3.3a displays the wave as it enters the channel, with the first injector base

one-half of an injector diameter away. In Fig. 3.3b, the wave begins to expand and

di↵ract into the surrounding gas as the kinetic energy component, initially largely

in the streamwise direction, is divided into streamwise and wall-normal components.

Furthermore, as the wave enters a region of pure air, there is a lack of hydrogen fuel

to sustain the wave. Subsequently, the wave rapidly separates into a lead pressure

wave followed by a trailing reaction zone. In general, this separation between the

shock front and the reaction front increases with time. Similar to the experiment, the

material interface between the pre-detonator reaction products and the channel gas

is visible trailing behind the reaction front in Fig. 3.3d. The wave travels faster near

the base of the domain due to the lower density of the fuel/air mixture. As a result,

the detonation wave accelerates as it passes through the injectors, and slows down in

the gap between the injectors.
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Figure 3.3: Detonation wave from the pre-detonator inflow entering the LMDE with
injector jets at �inject = 1.0.

In the numerical simulation of cases 1a, 2, and 3 with the pre-detonator tunnel in-

flow, the detonation wave fails to sustain detonation as the wave progresses through

the channel. The initial di↵raction of the wave from a confined three-dimensional

channel into the open geometry allows the wave to expand radially. While the det-

onation sustains itself over a few injectors (the number depends on the equivalence

ratio), the shock wave and the reaction front separate causing the detonation to

quench as it traverses the domain.

94



The fuel/air injection enters the channel with a laminar flow profile and the flow

transitions to turbulence through the onset of vortices at a jet-streamwise distance of

approximately 1/2 injector diameter. The turbulent jet profile increases the mixing

and dissipation of the fuel/air mixture into the background gas. To this end, the

behavior of the detonation wave as it passes through these two regions is analyzed in

Figs. 3.4, 3.5, 3.6. The averaging procedure of the shock-normal profiles is detailed

in Sec. A.2. For all three cases, turbulent mixing leads to fluctuations in the pressure

and Mach number profiles. In the laminar profiles, the pressure and Mach number

follow a similar trend. The profiles feature an initial peak at the shock front and decay

to a post-detonation equilibrium value. In contrast, in the turbulent region, the peak

pressures are significantly higher. From the one-dimensional simulation shown in

Fig. 2.2, it was seen that the stable von Neumann pressure for the ZND detonation

is roughly 17 atm. However, in the turbulent region, peak pressures reach nearly

three times this value due to the triple points. Following the peak pressure location,

the increase in the free radical concentration up to a local maximum corresponds to

the ignition of the fuel/oxidizer mixture. The distance between the peak pressure

location and the local maxima of the free radicals, such as O and OH, is roughly the

induction length.

Relating pressure and density behind the detonation wave front at various heights

above the base of the channel can provide insight into deflagration and detonation

processes. Figure 3.7 displays the pressure versus specific volume (Rankine-Hugoniot)

relation for cases 1a, 2, and 3 at the same time as above. Here, the top row plots the

Rankine-Hugoniot relation for heights up to 6 injector diameters from the base of the

channel. The values at each height are populated from a region within 1 cm normal

to the detonation front at each height. In the Rankine-Hugoniot curve, the fluid

particles traverse the shock Hugoniot up to the von Neumann spike condition (15-17

atm pressure) at regions near the base of the channel. However, additional increases
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Figure 3.4: Case 1a; detailed pressure, Mach number, and species mass fraction be-
havior normal to the shock front as the wave passes the 3rd injector.

in pressure correspond to triple-point collisions and the e↵ects of three-dimensional

detonation. Thus, confined three-dimensional detonation results in higher compres-

sion than the previously-simulated one-dimensional ZND wave. Across all three cases,

the region approximately 1 injector diameter from the base of the channel results in

strong detonation, with peak pressures corresponding to that of the triple points. In-

deed, as viewed in the numerical Schlieren images, the curved detonation wave front

can be characterized by the existence of visible triple points. Furthermore, it must be

noted that with increasing equivalence ratio, the peak pressure in the region 1 injector
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Figure 3.5: Case 2; detailed pressure, Mach number, and species mass fraction be-
havior normal to the shock front as the wave passes the 3rd injector.

diameter above the base of the channel increases. There is a marked transition to

deflagration above roughly 4 injector diameters from the base of the channel. This

is as expected as the local equivalence ratio is higher near the base of the injector,

and the increased mixing from the turbulence at the 1 injector diameter height aids

in the interaction of the fuel/air mixture with the reaction zone. The heat release

rate per unit volume relations for the three cases reflect the peak pressures observed

in the Rankine-Hugoniot curves. For all three cases, there exists a primary peak

(highlighted by the dotted red line) at the post-detonation pressure of approximately
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Figure 3.6: Case 3; detailed pressure, Mach number, and species mass fraction be-
havior normal to the shock front as the wave passes the 3rd injector.

15-17 atm and a secondary peak at the deflagration pressure of approximately 10-11

atm (highlighted by the dotted green line) in the heat release rate per unit volume

relation of Fig. 3.7. Thus, the highest heat release occurs in the detonation mode,

with a secondary heat release in the deflagration mode. Additionally, high heat re-

leases at peak pressures above post-detonation conditions correspond to triple points

and three-dimensional e↵ects along the detonation front.

The time history of static pressure along the path of the detonation wave is dis-

played in Fig. 3.8, at streamwise locations similar to the experimental results of Burr
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Figure 3.7: (Top) Pressure versus specific volume (Rankine-Hugoniot) and (bottom)
heat release rate per unit volume relations as the detonation wave passes
the 3rd injector. Legend: ˚ : Injector Base; ˚ : 1.0 x/dinj ; ˚ : 2.0 x/dinj ; ˚ :
3.0 x/dinj ; ˚ : 4.0 x/dinj ; ˚ : 5.0 x/dinj ; ˚ : 6.0 x/dinj ; - - - : deflagration
pressure; - ¨ - ¨ - : detonation pressure.

et al. [40]. The pressure traces are obtained at two locations: (1) within the laminar

region, 1/4 of an injector diameter from the base of the channel, and (2) within the

turbulent flow region, 1 injector diameter from the base of the channel. The pressure

trace results begin from the inlet plane of the LMDE, at x = 0 mm. For all three

cases, as the detonation wave moves further downstream, the peak pressure at subse-

quent pressure ”probe” locations decay in value. Similar to the experimental results,

the change in amplitude of the pressure trace at points downstream suggests that the

shock front loses strength due to the separation of the pressure front and reaction

zone as the wave di↵racts in the LMDE. However, unlike the experimental results,

the wave amplitude continues to diminish, until the peak pressure is below the von

Neumann pressure derived from the one-dimensional and analytical results. Beyond

this point, the wave pressure does not recover, suggesting that the shock wave front

and the reaction zone are decoupled, and the detonation wave dissipates in time. For
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the leanest case of �inject = 0.8, the peak pressure value is seen to decay gradually

further downstream in the channel, approaching a stable blast wave configuration.

However, YOH profiles reveal that the production of radicals across the detonation

wave front diminishes and the wave does not reignite, as observed in the experimen-

tal results. This may be attributed to the increased ignition delay time at the lower

ambient pressure of 0.5 atm. Thus, with the current LMDE geometry, the detonation

wave may traverse the fuel/air injector at a time scale faster than the ignition delay

time for complete combustion. The peak pressure at a given streamwise location

decreases with the equivalence ratio. Furthermore, for all cases, the detonation wave

front pressure is highest at a height 1 injector diameter above the base of the channel,

suggesting that the strongest detonation occurs at a location where the flow is turbu-

lent yet the local equivalence ratio more closely resembles the injection equivalence

ratio.

Figure 3.8: Pressure traces at the base of the LMDE channel for (a) case 1a; (b) case
2; and (c) case 3, at the prescribed locations.
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3.1.4 H2/air behavior with full channel inflow

In cases 1a, 2, and 3, the di↵raction of the detonation wave as it enters the LMDE

is a definitive mechanism leading to the separation of the shock front and reaction

zone. Thus, the loss of wave energy causes the wave to dissipate further downstream

of the channel. An additional investigation was performed into the e↵ect of an inflow

with a largely planar detonation wave with momentum primarily oriented along the

streamwise direction. Here, the three-dimensional detonation wave inflow is sampled

repeatedly along the inflow plane by patching the right-running detonation wave

across the full cross-section of the LMDE channel. This inflow creates a detonation

wave with a corrugated wave front with motion orthogonal to the jet-streamwise

direction. This eliminates the pre-detonator tunnel, removing the influence of wave

di↵raction on the behavior and stability of the wave.

Figure 3.9 contains a numerical Schlieren image of the detonation wave as it

passes the 3rd injector, observed in the mid-plane of the spanwise direction. Here, the

complex reaction zone is closely attached to the detonation wave front. The region of

the wave crossing the hydrogen fuel locally accelerates, creating a curved detonation

wave front as opposed to the flat wave front above the extent of the jets, corresponding

to the region with pure air as the background gas. The interaction between the

flat wave front and curved zone of reaction creates a shear layer, allowing unburnt

hydrogen/air mixture to enter the region behind the detonation wave front through

turbulent mixing processes. The base of the detonation wave exhibits the existence of

triple points due to the reflection of the transverse waves with the walls in the spanwise

direction, and the base of the channel. The shock front is curved in the lower portion

of the domain where the lower density from the presence of hydrogen allows the front

to accelerate. In comparison to cases 1a, 2, and 3, the shock front and reaction

zone are coupled for a greater wall-normal distance from the base of the channel,

with the two regions separating only where no fuel is present. Here, an oblique
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shock stems from the detonation wave front below. The shock front is fairly flat

where no detonation occurs, with the post-detonation species from the inflow simply

being convected through the domain, lagging behind the pressure front. Within the

region of fuel and air mixture, there is a complex reaction zone with partially-burnt

product gas, similar to the structure observed in the experimental results. Within

the turbulent flow region, the variation of scalars across the detonation wave front is

similar to cases 1a, 2, and 3, where bands of post-detonation products from previous

injectors are compressed behind the detonation front.

Figure 3.9: Case 1b; detailed pressure, Mach number, and species mass fraction be-
havior normal to the shock front as the wave passes the 3rd injector.
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The pressure versus specific volume plot for case 1b is shown in Fig. 3.10. The

region of strong detonation is equally distributed along the wave front, due to the

planar nature of the wave front. The strongest detonations are observed near the

base of the injector within a height of a few injector diameters from the base of

the channel. However, due to the mixing of excess hydrogen/air throughout the

channel fill region, detonations of increased strength are observed up to the height

of 10 injector diameters above the base of the channel. The heat release rate per

unit volume plot features a lower bound at the hydrogen/air detonation pressure as

the majority of the wave front is in the detonation mode, as given by the Rankine-

Hugoniot curve. The peaks above the post-detonation pressure correspond to triple

points and shock interactions. The peak pressure observed in this inflow configuration

is lower than that of case 1a, although detonation is sustained for the full length of

the injector array. This is confirmed by observing the pressure-time traces of the

channel at a height of 1/4 injector diameter and 1 injector diameter, outlined in

Fig 3.11. The initial pressure trace is very similar to case 1a. However, at a streamwise

location between the 4th and 5th injectors, the pressure peak increases from the initial

condition, due to the ignition at the wave front. Further downstream, the pressure

peaks exhibit spurious values due to the lack of pressure loss from the radial expansion

of the detonation wave. The wave front pressures at locations downstream are largely

stable, varying between 16-18 atm. This value is higher than the one-dimensional

result due to the existence of flow non-uniformities such as triple points. However,

peak pressure does not diminish as observed in cases 1a, 2, and 3.

The shock front velocity contour and average value as a function of streamwise

location are displayed in Fig. 3.12, computed in the mid-plane along the spanwise

direction. The shock speed is computed through the method described in Sec. A.3.

It is noteworthy that the shock front velocity is highly correlated to the injector

locations. These local accelerations of the shock front occur in the region following
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Figure 3.10: Case 1b; (top) pressure versus specific volume (Rankine-Hugoniot) and
(bottom) heat release rate per unit volume relations as the detonation
wave passes the 3rd injector. Legend: ˚ : Injector Base; ˚ : 1.0 x/dinj ; ˚
: 2.6 x/dinj ; ˚ : 4.0 x/dinj ; ˚ : 5.5 x/dinj ; ˚ : 7.0 x/dinj ; ˚ : 8.5 x/dinj ; ˚ :
10.0 x/dinj ; - - - : deflagration pressure; - ¨ - ¨ - : detonation pressure.

the injector centerline. This is due to the lower-density background medium resulting

from the presence of hydrogen gas above the injectors. Furthermore, the ignition

of hydrogen also accelerates the wave front as the pressure front and reaction zone

reattach following each subsequent ignition process. Due to the ignition delay time of

hydrogen/air combustion, the wave front travels beyond the injector centerline prior

to fuel ignition. Thus, the high velocities are o↵set to the jet centerline locations

but are clearly correlated. Within the array of injectors, the highest accelerations are

observed near the base of the channel. In the turbulent region further away from the

channel base, the velocity is more uniform as the density stratification is less apparent.

The induced shock front velocity is generally much higher than the one-dimensional
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Figure 3.11: Case 1b; pressure traces at various streamwise locations at the base of
the LMDE channel.

solution for the stoichiometric equivalence ratio. Thus, the partially-premixed nature

of the fuel/air mixture further away from the base of the channel induces flow property

variations in comparison to the ZND detonation wave. The average shock velocity

figure shows a steady decline in the induced shock front velocity with streamwise

location. However, the decay becomes more gradual further downstream, resembling

the experimental behavior observed in the pressure-time traces at locations more

downstream of the LMDE. Thus, the detonation wave tends to adapt to the flow

conditions and approaches a stable configuration.

3.1.5 H2/O2 case with detonation tube inflow

The limited detonability of the H2/air cases 1a, 2, and 3 resulted in a detona-

tion wave behavior di↵erent from that of the experimental trials. As a result, an
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Figure 3.12: Shock U velocity history in the LMDE for Case 1b, with jet centerline
locations of the 15 injectors outlined with black markings.

additional case with pre-detonator inflow and a H2/O2 fuel/oxidizer mixture was

examined to validate the detonability of the injection mixture in the LMDE. The

ambient pressure was additionally increased to 1 atm to replicate the experimental

conditions. Hydrogen-oxygen combustion is characterized by high heat release and

a small induction length of 53 µm [230]. The lower ignition delay time allows the

mixture to more readily detonate in the presence of a detonation wave. For this case,

a three-dimensional detonation wave was developed in a homogeneous stoichiometric

mixture of H2/O2 through the method described in Sec. 2.1.7.2. The inlet boundary

condition is prescribed as the detonation wave from the pre-detonator.

A detailed time history of the detonation wave as it enters the LMDE for the

hydrogen/oxygen case is provided in Fig. 3.13. The numerical Schlieren image se-

quence shows the wave di↵racting into the surrounding gas. In comparison to the
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H2/air case, the detonation wave initially maintains a narrower reaction zone, char-

acterized by sharper density gradients at the shock front. Furthermore, the shock

and the detonation front are closely attached, with inflection points along the shock

front corresponding to the triple point locations. As the reaction zone broadens, it

is characterized by multiple pressure and shock waves, and vortices mixing the post-

detonation and intermediary gases. The processed detonation gases exit the reaction

zone at injection height. Further away from the base of the channel, the shock and

pressure fronts separate. However, the interface between the attached and separated

wave front serves as confinement to support detonation below the injection height. At

the base of the channel, the reaction zone widens due to viscous e↵ects near the wall,

leading to an increase in boundary layer thickness � with detonation wave stream-

wise distance. The boundary layer-induced drag and reflected pressure waves from

the wall increase pressure locally near the wall. Thus, residual post-detonation gases

within and trailing behind the detonation reaction zone reignite under ideal deton-

able conditions as the wave is midway through the LMDE. The shock and detonation

wave stemming from the reignition kernel accelerate into the primary reaction zone,

acting to broaden the overall detonation wave. The detonation wave base accelerates

due to the low-density hydrogen/oxygen mixture o↵ering reduced resistance to the

wave front. The confinement e↵ects induced by the wall and the fuel-background

air interface at the injection fill height provide the support required to sustain the

detonation wave. This behavior is also observed in case 1b as the upper confinement

interface is clearly defined.

Figure 3.14 depicts a numerical Schlieren image of the detonation wave as it passes

the 3rd injector, observed in the mid-plane of the spanwise direction. The detailed

species behavior is similar to prior cases, with previously-processed post-detonation

and intermediary gases entrained within the reaction zone. The partially-burnt gases

from preceding jets are continuously reacting. Specifically, there are 3 distinct maxima
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Figure 3.13: Detonation wave from the pre-detonator inflow entering the LMDE with
H2/O2 injector jets.

in the free radical concentration, corresponding to the ignition of gases from the

current injector and the 2 previously-processed injectors. For example, as the wave is

passing the 3rd injector, there exist three distinct regions of ignition until the species

concentrations stabilize to the post-detonation condition. Similarly, the pressure and

Mach number profiles exhibit oscillations within the reaction zone prior to reaching

the post-detonation condition.

Figure 3.15 features the pressure versus specific volume relation and heat release

rate per unit volume up to a height of 6 injector diameters from the base of the channel

for case 4. In comparison to the H2/air cases, the pressure and heat release rate peak

at a height of 1-2 injector diameters from the base of the channel. This is due to a

change in the wall-normal distance at which the injector jet transitions to turbulence;

in the H2/air cases, the injector jet transitions to turbulence at 1 injector diameter

whereas in the H2/O2 case, the jet remains laminar until 2 injector diameters due to a

change in the Reynolds number. The Reynolds number of the H2/O2 case at 47,000 is

roughly 50% higher than that of the H2/air case at 30,000. Thus, detonation strength

is a balance between the local equivalence ratio of the injector jet and the amount of

turbulent mixing further downstream of the injector jet. The local equivalence ratio

of the injector jet decreases with wall-normal distance within the turbulent mixing

region. Therefore, at the location of jet transition to turbulence, the local equivalence

ratio is maximized within the turbulent region. Turbulence aids the mixing process of
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Figure 3.14: Case 4; detailed pressure, Mach number, and species mass fraction be-
havior normal to the shock front as the wave passes the 3rd injector.

the fuel/oxidizer mixture with the detonation wave, lending to stronger detonations.

Further along in the jet-streamwise direction, combustion transitions from strong

detonation to deflagration. In the Rankine-Hugoniot relation, fluid particles processed

by the detonation wave are compressed and transition to Rankine-Hugoniot curves

of higher heat release, up to the Chapman-Jouguet condition. Similarly, in the heat

release rate per unit volume relation, a peak is observed at a post-detonation pressure

of roughly 33 atm, with additional peaks in the 50-70 atm range. These peaks occur

at heights of 1-2 injector diameters from the base of the channel. The secondary

mode in the heat release rate per unit volume plot corresponding to deflagration
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would become more prominent with additional passes of a detonation wave through

the residual gases.

Figure 3.15: Case 4; (top) pressure versus specific volume (Rankine-Hugoniot) and
(bottom) heat release rate per unit volume relations as the detonation
wave passes the 3rd injector. Legend: ˚ : Injector Base; ˚ : 1.0 x/dinj ; ˚
: 2.0 x/dinj ; ˚ : 3.0 x/dinj ; ˚ : 4.0 x/dinj ; ˚ : 5.0 x/dinj ; ˚ : 6.0 x/dinj ; -
- - : deflagration pressure; - ¨ - ¨ - : detonation pressure.

The pressure trace of the channel for the H2/O2 case is given in Fig. 3.16. The

pressure at the inflow plane corresponds to the post-detonation pressure of the channel

detonation wave. Further downstream in the LMDE, the detonation wave is self-

sustained by the ignition of the injected fuel/oxidizer mixture. The pressure at this

location is similar to the inflow pressure. However, beyond the 8th injector, the

detonation wave pressure has decayed to a stable condition corresponding to the

post-detonation pressure for hydrogen/oxygen combustion of approximately 33 atm.

The detonation wave has relinquished memory of its initially over-driven state and
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has stabilized to a self-sustained condition. Thus, the detonation wave in case 4 does

not dissipate as in cases 1a, 2, and 3.

Figure 3.16: Case 4; pressure traces at various streamwise locations at the base of the
LMDE channel.

3.1.6 Study conclusions

The detonation wave structure of hydrogen and air chemistry has been analyzed

using three-dimensional simulations of the detonation wave. The confined channel

detonation cases provide a fundamental understanding of the ZND profile, detona-

tion cell structure, and the evolution of triple points in multiple dimensions. The

canonical LMDE is used to understand the dynamics of an unwrapped RDE config-

uration with partially-premixed injectors at equivalence ratios of 1.0, 1.2, and 0.8 for

H2/air cases and 1.0 for H2/O2 cases. The results are compared to the experimen-

tal observations of Burr et al. [40]. The detonation wave structures and complex
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reaction zones observed in the numerical simulation are similar to those seen in the

experiment. The structures along the detonation front are multi-dimensional in na-

ture. The region of detonation is characterized by a coupled high-pressure front and

reaction zone. A detonation wave passing through non-detonable mixtures purely

convects the initial species, causing them to lag behind the shock front. This shear

layer between the detonable and inert regions lends to the increased mixing of the

partially-burnt hydrogen and air within the reaction zone.

The use of the detonation tube to introduce a detonation wave of height smaller

than the LMDE channel causes the wave to immediately di↵ract when entering the

channel, and therefore lose energy due to the separation of the detonation front and

reaction zone. In the H2/air cases, the detonation wave dissipates midway through

the LMDE. However, in the H2/O2 case at increased initial pressure, the detonation

wave stabilizes halfway through the LMDE and sustains detonation due to di↵er-

ences in ignition delay time. For the H2/air case, a detonation wave that spans the

full height of the channel is able to sustain detonation throughout the array of injec-

tors, exhibiting local accelerations of the wave front as it passes through mixtures of

low-density hydrogen and consequently detonating. Thus, the present results show

that the di↵racting detonation wave in H2/air cases with the pre-detonator inflow

condition, incomplete mixing between the fuel and oxidizer, and the gap between

successive injectors consisting of the non-detonable background gas a↵ect the sus-

tainability of the detonation wave. It should be emphasized that the initial pressure

of 0.5 atm for cases 1a, 2, and 3, below the experimental value of 1 atm, may con-

tribute to the unsustained detonation within the prescribed LMDE geometry. The

confinement e↵ects induced by the wall and the fuel-background air interface at the

injection fill height provide the support required to sustain the detonation wave, as

observed in the full inflow H2/air and H2/O2 cases. Richer equivalence ratios sustain

detonation for a greater streamwise distance, as the local equivalence ratio following
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turbulent mixing with the background gas is closer to or above stoichiometric con-

ditions. Furthermore, for the H2/air cases, the highest peak pressures and strongest

detonations are generally observed within one injector diameter from the base of

the channel, where the injector flow is turbulent. Similarly, for the H2/O2 case, the

highest peak pressures are observed within one to two injector diameters from the

base of the channel, where the hydrogen/oxygen injector jets transition to turbulence.

However, the largest magnitude of wave front local acceleration is observed near the

base of the channel where the local density is the lowest. Thus, the detonation wave

characteristics di↵er from the one-dimensional condition, as the wave adapts to local

variations in the flow properties.

The canonical linearized configuration is a simple geometry that allows for sig-

nificant analysis of the stability of the detonation wave. The results provide insight

into the detonation wave structure, the flow features that lend to wave stability, and

the e↵ect of equivalence ratio and density fluctuations in the flow field. The LMDE

configuration provides details of the evolution of the detonation wave as it propa-

gates downstream. Further analysis of detonation wave stability through a stratified,

partially-burnt mixture of fuel, air, and post-detonation products will provide knowl-

edge of the flow features observed within a periodic RDE.

3.2 Detonation Propagation through a Stratified Mixture

3.2.1 Motivation

In practical designs being considered now [50, 52, 76, 316], the fuel and oxidizer

streams are injected separately, where they enter the annulus region and mix. The

annulus within an RDE features a complex distribution of fuel/oxidizer due to the

turbulent mixing of the fuel and oxidizer streams, with regions of varying equiva-

lence ratios. This stratification is driven by the recirculation zones and free shear/jet
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interactions within the injector plenums and RDE annulus. Prior studies [44] have

shown that the mixing process directly determines the detonation wave characteris-

tics. In particular, poorly-mixed gases have an e↵ect similar to that of inert diluents

on mixture detonability [189]. Since the RDE is a continuously operating device,

post-detonation gases interact with incoming fresh fuel and oxidizer streams, which

may lead to premature ignition. Such residual gases have a substantial e↵ect on

detonation wave propagation velocity in the non-premixed operation mode [95]. Un-

derstanding the impact of such mixing processes on RDE performance is crucial for

realizing the potential of pressure gain combustion.

In the past, several studies have explored the role of such inhomogeneities on det-

onation wave propagation in canonical flows. In a three-dimensional detonation wave,

transverse shock waves stemming o↵ the triple points of the primary detonation front

periodically interact [97, 162]. The collision of these waves creates regions of high

temperature and pressure. The triple points serve to reattach the shock and reaction

fronts of the detonation wave [235]. The shock front is accelerated at the triple-point

collision point. The subsequent expansion zone serves to decelerate and weaken the

shock front [235, 251]. The periodic triple-point collision process creates a series of

detonation cells, often visualized using a soot foil [226, 271]. Fuel concentration gradi-

ents have been shown to induce curvature of the detonation front, leading to irregular

detonation cell sizes [133]. The mixture inhomogeneity forces the leading detonation

wave front to decouple from the reaction zone, activating a turbulent deflagration

mode [149]. Additionally, the peak detonation pressure and the overall detonability

of mixtures are altered [251]. The concentration gradients in the reactant mixture

a↵ect the detonation cell shape, wave stability, and pressure distribution [75]. Boulal

et al. experimentally studied the e↵ect of mixture composition gradients parallel to

the direction of detonation propagation, stating that quenching is controlled by the

magnitude of the composition gradient and its characteristic length [32]. Further-
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more, transverse concentration gradients have been extensively studied by Boeck et

al., where steep composition gradients do not quench detonation but rather diminish

wave propagation velocities in comparison to those of homogeneous mixtures [30].

However, sharp concentration gradients result in single-headed, unstable detonation

waves with “galloping” wave front behavior.

Numerical simulations of transverse concentration gradients in a confined chan-

nel showed that instabilities promote flame acceleration and strong detonation-to-

deflagration transition (DDT) in unobstructed channels [150], similar to the geometry

studied here. Thus, overall detonation stability is a↵ected due to the fuel concentra-

tion gradient, and rapid changes in the composition narrow the detonability envelope.

Spatial inhomogeneity has been previously studied through one- and two-dimensional

numerical simulations with single-step Arrhenius chemical kinetics by introducing a

detonation wave to discrete reactive layers and squares, respectively [187]. Here, the

fuel sources are spaced regularly within the domain. With su�ciently inhomogeneous

mixtures, where the spacing between successive reactive zones is greater than the re-

action zone length, a “super-CJ” (Chapman Jouguet) wave behavior is observed, with

propagation speeds 15 percent higher than the CJ speed of a homogeneous mixture

[188]. Thus, discretely-placed fuel sources act as concentrated pockets of energy re-

lease and enforce a non-equilibrium state for the detonation wave. Levin et al. showed

that the presence of non-reacting pockets of gas alters the local propagation speed of

the detonation wave [167], leading to the complex wave structures seen in the exper-

iments. Similarly, numerical simulations of detonations in pulse detonation engines

(PDEs) show that the wave speed fell drastically when propagating through lean

fuel/air mixtures [224]. In a linear RDE configuration [40, 235], similar behavior of

local wave acceleration/deceleration was observed when passing between discrete sets

of injectors. Hence, given the total fuel mass, the detonation structure depends on

the distribution of this fuel within the system. The current study extends past work
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by imposing discrete fuel sources distributed in irregularly-shaped patches within a

confined channel; concentration gradients are not solely aligned parallel or transverse

to the direction of detonation propagation.

Within an RDE, there is variation in the local equivalence ratio, leading to dif-

fering heat release profiles in the fuel-rich and fuel-lean regions. To understand the

propagation of a detonation wave through a stratified reactant mixture, channel det-

onation with irregular fuel/air patches is modeled. However, as the inhomogeneity is

highly uncertain, the influence of the fuel/air stratification length scale is character-

ized. The interaction of the fuel/air mixture and the detonation wave is driven by

multi-scale turbulence, which requires that flow gradients be properly resolved. Thus,

a direct numerical simulation approach with detailed chemical kinetic mechanisms is

required to model the detonation wave behavior accurately. The study will evaluate

the e↵ect of fuel/air stratification at various length scales on detonation wave behavior

and the subsequent turbulent mixing mechanisms. An initial scalar field is generated

using a scalar energy spectrum function where the integral length scale of the scalar

distribution can be systematically altered, similar to the method of Eswaran et al.

[74]. Section 3.2.2 explains the simulation configuration with the generation of the

initial fuel/air stratification and inflow detonation wave detailed in Sec. 3.2.2.1 and

Sec. 3.2.2.2, respectively. The results and discussion with a statistical approach and

relevance to RDE performance are provided in Sec. 3.2.3. Finally, concluding remarks

are outlined in Sec. 3.2.5.

3.2.2 Numerical representation

The annulus of the rotating detonation engine features a complex flow field and

mixture distribution of fuel and oxidizer. The turbulent mixing of the fuel and oxi-

dizer streams within an RDE creates reactant stratification, with regions of varying

equivalence ratio arranged in irregular patches within the domain. This stratifica-
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tion is driven by the recirculation zones and free shear/jet interactions within the

injector plenums and the post-detonation mixing. The e↵ect of fuel stratification on

detonation wave propagation is studied using DNS with a detailed chemical mecha-

nism. To replicate the wave structure in a practical RDE geometry, the linearized

model detonation engine (LMDE) channel configuration of Burr et al. [40] and past

wave structure analyses [235] is used. To this end, a narrow channel of length 14

cm, width 7.6 mm, and height 6.25 cm is modeled. The channel is filled with a

background mixture of air (O2-N2) at 297 K and 0.5 atm. The fuel/oxidizer strat-

ification is represented by hydrogen/air (H2/air) and the generation of the scalar

distribution is discussed in the following section (Sec. 3.2.2.1). As an extension of

past studies of Prakash et al. [235], the operating pressure of the channel is lowered

to 0.5 atm to increase detonation thickness such that the detonation wave can be ad-

equately captured for a given numerical resolution. The ZND induction length `ind,

established as the length scale of interest, for hydrogen/air combustion at 0.5 atm is

analytically computed as 338 µm. At lowered pressure, the detonation structure is

resolved by roughly 12 cells across the half-reaction length `1{2 in the axial direction,

while managing computational costs. Note that numerical simulations [235, 254, 257]

and experiments [50] have shown that the incomplete mixing process and stratifica-

tion reduce shock strength and increases the thickness of the reaction zone behind

the shock in practical systems. The past analyses [235] contained grid convergence

studies on one-, two-, and three-dimensional channel detonations with premixed stoi-

chiometric hydrogen/air to verify that the macroscopic results are not sensitive to the

range of grid resolutions considered. Additionally, the numerical results of Ref. [235]

captured the experimental detonation wave structure, reaction-zone thickening, wave

extinction behavior, and wave speed in partially-premixed configurations.

The present simulations only aim to resolve the larger scales through a macroscopic

view of the detonation structure. As with past multi-dimensional simulations of
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unsteady detonations [240], the numerical configuration does not resolve the fine-scale

turbulent dissipation nor the di↵usive mechanisms on the molecular scale. Thus, the

simulations limit the range of scales that are represented and cut o↵ the finer scales

which would a↵ect the flow field for computational tractability. Further, the choice of

resolution introduces artificial dissipation at the larger scales that are captured. The

high-fidelity simulations in the present study are performed with the aim of capturing

the macroscopic detonation structure and characterizing wave propagation di↵erences

due to variations in the stratification length scale.

The channel is confined with walls in the stream normal and spanwise direc-

tions, and the right boundary is set as an outflow. The inflow boundary condition is

prescribed by a sampled right-running, well-developed, three-dimensional detonation

wave as a time-varying field. This inflow is generated using the outflow of an aux-

iliary three-dimensional premixed channel simulation detailed in Sec. 3.2.2.2. The

grid resolution for the three-dimensional main geometry is uniform with a core region

in the stream normal and spanwise directions, with clustered cells near the wall to

properly resolve the boundary layer. Note that the near-wall regions are not included

in the analysis, but the higher resolution is maintained to ensure that non-physical

flow is not developed. In past studies, it was discovered that the boundary layer

region is critical in entraining post-detonation gases and accurately representing the

wall reflection of the triple points and pressure waves [235]. This results in a total of

303 million control volumes, with 2800 ˆ 858 ˆ 126 points in x, y, and z directions,

respectively. The clustered grid regions in the stream normal and spanwise directions

extend up to 435 y` from the wall, where one y` is 0.6 µm. The clustered grid region

is characterized by �y = �z = 3.2-74.7 µm. Outside the near-wall region, �y = �z

= 75 µm, corresponding to 8.3 cells per `1{2. �x = 50 µm throughout the domain,

corresponding to 12.4 cells per `1{2. The length scale of the fuel/air stratification

within the domain is varied using the method described in the following section.
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3.2.2.1 Fuel/air stratification

The fuel/air distribution within the domain is altered to investigate the interaction

between stratification length scale and detonation wave propagation. The channel

is prescribed with stratification of fuel and air using post-detonation turbulence to

further drive the mixing of fuel and air. Using a method similar to Eswaran and

Pope [74] and Hassanaly [115], a three-dimensional scalar field corresponding to fuel

mixture fraction and equivalence ratio is generated within the channel. The initial

scalar field,  px, 0q, is generated such that the PDF of the scalar values resembles a

double-delta function, with either a value of 0 or 1, while keeping the field smooth

enough to be well-resolved in the numerical simulation. The initial scalar field is

created in three steps:

1. The Fourier amplitudes of the scalar field are assigned random values such

that the resulting scalar-energy spectrum function is defined by a double-delta

function. This is defined by:

 pppk, 0qqq “
„
f pkq
4⇡k2

⇢1{2
e2⇡i✓pkq (3.1)

where k is the magnitude of wavenumber vector k, ✓pkq is the uniformly-

distributed random number between 0 and 1 (independently chosen at each

point), and f pkq is the scalar-energy spectrum function.

2. The scalar field is transformed into physical space using an inverse-Fourier op-

eration. Here, the scalar value at each location in physical space is reset to 0 if

negative, and 1 if positive.

3. The scalar field is retransformed into spectral space using the Fourier transform

operation. In order to correct for large changes across adjacent cells, the Fourier

amplitudes of the scalar field are scaled by a filtering function, F pkq, to remove
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the high wavenumber components of the scalar field:

F(k) “

$
’’&

’’%

1, if k † kc

pkc{kq2, if k ° kc

(3.2)

where kc is a cuto↵ wavenumber. The specified cuto↵ wavenumber is calculated

as:

kc “ pkc{ksqratio ˚ ks (3.3)

where ks is a selected integer wavenumber, defined as:

ks “ pks{dkqratio ˚ dk (3.4)

where dk is the width of the scalar-energy spectrum function. Thus, the pa-

rameters pkc{ksqratio and

pks{dkqratio are characteristic parameters.

To observe the e↵ect of the fuel/air stratification, the length scale of the initial

scalar field must be precisely altered. Thus, the scalar-energy spectrum function

must be changed systematically. Applying the method of Eswaran and Pope [74], the

scalar-energy spectrum function is calculated as:

f pkq “

$
’’&

’’%

1, if ks ´ dk{2 § k § ks ` dk{2

0, if k § ks ´ dk{2 or k • ks ` dk{2
(3.5)

The width of the top-hat portion of the scalar-energy spectrum function, dk, is defined

as:
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dk “ 2⇡

Lchar
(3.6)

where Lchar is a characteristic large length scale within the domain. In this study,

since the channel is of non-uniform length in the streamwise, stream normal, and

spanwise directions, the stream normal length scale (height of the channel) is selected

as Lchar. This selection provides an adequate patch size and scalar distribution for the

physical size of the channel domain. The characteristic parameters pkc{ksqratio and

pks{dkqratio determine the high-wavenumber cuto↵ and the integral length scale of the

scalar distribution, respectively. The former is proportional to the high-wavenumber

scalar energy of the scalar distribution and the latter is inversely proportional to the

integral length scale of the scalar distribution. For the purposes of this study, a value

of pkc{ksqratio “ 2 is selected as it provides a well-resolved initial scalar field. This

parameter is held constant in all cases. Statistical information on the spatial structure

of the initial scalar field is given by the two-point correlation:

Rijpr,x, 0q “ x 1
ipx, 0q 1

jpx ` r, 0qy (3.7)

where r is the vector between points i and j, x is the location at which the two-point

correlation is evaluated, and  1px, 0q is the fluctuation of the initial scalar field in the

domain. Thus, the streamwise integral length scale is determined as:

L11px, 0q “ 1

R11p0,x, 0q

ª 8

0

R11pe1r,x, 0qdr (3.8)

where e1 is the unit vector in the streamwise-coordinate direction and r is the distance

between points i and j.

The scalar distribution field is rescaled to be representative of the mixture frac-

tion, Zmix, such that the minimum and maximum equivalence ratios are 0.0 and

1.3, respectively. For hydrogen/air combustion, the minimum and maximum mixture
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Table 3.2: Fuel/air stratification parameters for di↵erent cases

Case 1 Case 2 Case 3

pks{dkqratio 30 20 10
pkc{ksqratio 2 2 2
L11 [mm] 0.581 0.894 1.854
�min 0 0 0
�max 1.309 1.300 1.304
x�12y 0.187 0.187 0.187a

x�12y 0.433 0.433 0.433
mfuel [mg] 0.4869 0.4869 0.4869
Pamb [atm] 0.5 0.5 0.5
Tamb [K] 297 297 297

fractions corresponding to the aforementioned equivalence ratios are 0 and 0.0368,

respectively. The fuel and oxidizer mass fractions are computed accordingly and the

local density is computed using the ideal gas law. Thus, the initial scalar field  px, 0q

is rescaled to the initial equivalence ratio field �px, 0q.

In this study, a fuel/oxidizer mixture consisting of hydrogen and air is considered.

In each case, only the scalar field length scale is varied. The fuel/air patches are at

ambient conditions of 297 K and 0.5 atm. Thus, the conditions do not allow the fuel

patches to prematurely react before being processed by the detonation wave. For this

discussion, the test cases, their stratification length scales, and associated parameters

are outlined in Table 3.2. Based on numerical simulations of rotating detonation

engines [254, 257], the detonation thickness has been found to be on the order of a

few millimeters length. Thus, the stratification length scales studied here are within

the range of practical detonation length scales, ranging from just below the observed

detonation thickness for Case 1 to the same order as the observed detonation thickness

for Case 3. The fuel/air distributions within the channel for cases 1, 2, and 3 are

displayed in Figs. 3.17, 3.18, and 3.19.

The medium stratification length scale is used as the baseline case. The random

numbers as a function of wavenumber are stored, such that ✓pkq is preserved among
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Figure 3.17: Fuel/air stratification within the channel domain, displayed as equiva-
lence ratio contour, for case 1.

Figure 3.18: Fuel/air stratification within the channel domain, displayed as equiva-
lence ratio contour, for case 2.

all cases. Thus, the di↵erence between the cases is in the scalar-energy spectrum

function, due to the choice of characteristic parameters and their influence on the

rectangular top-hat function defined by Eq. 3.5. The parameter pks{dkqratio is varied

to change the stratification length scale. The primary aim is to conserve exactly

the total fuel mass within the channel domain in all three cases. As a result, the

mixture fraction distribution is scaled by a constant value to obtain the total fuel
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Figure 3.19: Fuel/air stratification within the channel domain, displayed as equiva-
lence ratio contour, for case 3.

mass of the baseline case. As a result, the maximum equivalence ratio across all three

cases is within 0.1% of 1.3. The mean, variance, and subsequently, the standard

deviation, of the equivalence ratio are also conserved to within 0.1% across all three

cases. The initial fuel/air distribution is at a homogeneous temperature and pressure,

as described in Tab. 3.2, with quiescent flow. A well-developed three-dimensional

detonation wave (as described in the following section) is then introduced into the

channel containing the fuel/air stratification.

3.2.2.2 Three-dimensional channel detonation

Confined channel detonation characterizes the detonability and cell structure of

fuel mixtures. A three-dimensional configuration, as shown in Fig. 3.20, is used

to initialize a stable detonation wave within a closed channel. This serves as an

auxiliary calculation to the main set of simulations. The channel detonation features

a uniform grid of 304 million cells with �x = �y = �z = 50 µm, corresponding to

12.4 cells per `1{2. The channel is of length 8 cm, width 7.6 mm, and height 6.25 cm.

The stream normal and spanwise boundaries are walls to provide the confinement
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required to sustain detonation. The channel domain is initially divided into two

regions: a stoichiometric hydrogen/air mixture at ambient temperature and pressure

on the right, and a hydrogen/air analytic detonation solution on the left. Cubic sparks

of high-temperature and pressure stoichiometric hydrogen/air mixture are placed 500

µm ahead of the standing detonation wave to serve as perturbations to the passing

detonation wave. The upper schematic in Fig. 3.20 shows the series of stacked sparks

of reactants ahead of the standing detonation wave in the channel.

The flow field disturbances distort the wave front and trigger the formation of

stream normal and spanwise waves, which reflect from the channel walls and form

triple points within the domain. In a three-dimensional configuration, the triple points

are allowed to travel across the wave front, and subsequently, shock waves emanate

radially from the collision of triple points. The collision of triple points enhances

detonation strength by locally creating high-temperature and pressure regions, where

the reaction front of detonation is closely attached to the leading pressure wave. The

interaction of the reflected pressure waves forms a corrugated wave front where the

trace of triple points across the stream normal plane form isolines of high temperature

and pressure, as depicted in Fig. 3.21. The addition of the third dimension of spatial

variation enhances the highly irregular wave front with distortion due to local flow ac-

celeration. To ensure that the cellular structures are regular after an initial transition

period, the detonation wave front is shifted left to the entrance of the channel, and

the wave is allowed to travel through the channel once again. This method creates

an essentially infinite-length channel. As the detonation wave approaches the end

of the channel, the triple points propagate at a constant frequency and the detona-

tion wave is stable and well-developed. The wave speed converges to the equilibrium

Chapman-Jouguet (CJ) wave speed at “steady-state“ propagation. The steady-state

wave speed is generally within 5% of the theoretical value of 1954 m/s (derived from

analytical computations of hydrogen/air detonation), indicative of stable detonation.
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Figure 3.20: (Top) Channel configuration for the three-dimensional channel with
disturbance sparks to perturb the detonation wave and (bottom)
three-dimensional channel detonation initial configuration with high-
temperature and pressure sparks of reactant gas ahead of a standing
detonation wave.
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The detonation wave is sampled as a high-frequency (100,000,000 Hz) time-varying

field at the outflow plane to be applied as an inflow boundary condition through the

fuel/air stratification (discussed in Sec. 3.2.2.2).

Figure 3.21: Three-dimensional channel detonation wave front in a stable configura-
tion; isocontour of Y OH = 0.025, colored by temperature. Local accel-
eration of the wave due to shock interactions creates a corrugated wave
front.

3.2.3 Detonation wave structure

3.2.3.1 General behavior

The fully-developed hydrogen/air detonation wave is introduced into the channel

with the fuel/air stratification of cases 1, 2, and 3, and the behavior of the detonation

wave through the stratified fuel mixture is observed. The detonation wave is allowed

to travel through the length of the channel, and exit through the open outlet. The

simulations are run for roughly 75 µs until the trailing reaction zone and the residual
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gas region also completely exit the domain. Due to the length scale of the fuel/oxidizer

stratification, the development of turbulence and the eddy structures behind the

detonation wave di↵er amongst the cases. Figure 3.22 displays numerical Schlieren

images of the detonation wave as it nears the end of the channel.

Figure 3.22: Numerical Schlieren images of the detonation wave as it nears the end of
the channel domain, comparing the onset of turbulent mixing and eddy
structures for cases 1, 2, and 3.

The detonation wave evolves very di↵erently among the three cases. The stratifi-

cation length scale has a direct e↵ect on the wave front, the reaction zone, and the

turbulent mixing of post-detonation and residual gases. The local sound speed and

acoustic impedance (product of sound speed and density) of the gas a↵ect wave trans-

mission. Consequently, the passing detonation wave experiences local acceleration,

due to regions of either largely pure air or detonable hydrogen mixture. Generally, the

wave accelerates through hydrogen/air fuel mixture patches, reinforced by the heat

release behind the wave. On the other hand, regions with predominantly air result

in a reduction of instantaneous wave speed. Additionally, as the wave front passes

a region of fuel, the mixture reacts exothermically following a finite ignition delay

time. The irregular boundary of the fuel patch in the stream normal and depthwise

directions impose disturbances in the form of composition gradients in the flow field,

resulting in a distortion or wrinkling of the wave front due to the density changes.

As the wave moves through relatively-small gaps of detonable mixture, the shock and
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reaction fronts can decouple, but the propagation of triple points persists. However,

the interplay between the density and pressure gradients and mixture detonability

results in a spatial and temporal variation of triple-point (and three-shock) strength.

Detonable mixtures reattach the shock and reaction fronts, helping sustain detonation

with locally very high temperature, pressure, and energy release at the triple points.

A node is denoted as the wave front segment between consecutive triple points. In

the three-dimensional wave, the triple-point collisions lead to a corrugated wave front,

with the size of each node corresponding to the distance between subsequent triple-

point collisions. The node length is also representative of the stratification length

scale, as triple points form at this length scale. The decoupling of the shock and

reaction fronts is most prominently seen in some nodes along the wave front of case 3.

This is due to the lack of fuel required to sustain detonation strength. The smallest

scale stratification leads to a fairly flat wave front, where the curvature of the nodes

does not manifest completely. With increasing stratification length scale, the wave

front in each node is characterized by increasing curvature. This is explained by

the increased distance between triple-point collisions, allowing the onset of reaction

following each fuel patch to accelerate and further distort the wave front.

Vortical structures form behind the primary detonation front due to an interaction

of the three-shock configuration of unsteady detonation waves: the leading shock, the

Mach shock, and the transverse waves [240]. These eddies serve to mix the residual

and post-detonation gases, allowing for more e�cient fuel consumption. However, the

discrete fuel/air mixture patches in the domain impose density and pressure gradients

in the flow field. Additional vorticity generated by stratification due to composition

gradients, particularly in directions transverse to wave propagation, result in a com-

plex interaction with the vortices introduced at the triple points. In the numerical

Schlieren images, the detonation reaction zones are characterized by sharp pressure

gradients near the wave front. The width of the reaction zone and the size of the
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eddies are directly proportional to the stratification length scale. The interaction of

vorticity due to triple points and the composition gradients results in an altered eddy

size compared to the homogeneous case, where the smallest vortical structures are

observed in case 1. Beyond the complex reaction zone, there is a transition to the

deflagration mode. Deflagration comprises a large region behind the primary wave

front, up to the dissipation of secondary vortical structures observed near x = 0.09 m

in each image of Fig. 3.22. The reaction zone entrains partially-burnt gases in pockets

which are shed o↵ of the primary detonation wave front.

The confinement e↵ects of the wall reflect triple points and pressure waves within

the reaction zone. Interestingly, the boundary-layer e↵ects near the wall lead to a

relatively-low pressure/high-temperature region with a highly arced wave front. The

complex interaction of a turbulent boundary layer with the passing detonation wave

results in a near-wall region where the deflagration mode dominates. This is observed

most prominently in cases 1 and 2. In this region, there is high-temperature burning

of residual gases as evidenced by the lack of a sharp pressure gradient. The near-wall

weak detonation wave gains strength by the end of the channel as triple points are

observed along the wave front and the curvature of the wave front is less pronounced.

The shock-boundary layer interaction is not a focus of this study and the mechanisms

leading to this behavior are not explored further.

The soot foil plot in Fig. 3.23 highlights that the detonation cell size is a func-

tion of the stratification length scale. Similar to premixed channel detonations, the

triple-point collision point is identified by the highest pressure within the domain and

is followed by an expansion region. The detonation cell size `d for hydrogen/air com-

bustion at 1 atm and 300 K is experimentally measured at 8 mm [59]. The cell size is

generally inversely proportional to pressure, with larger cell sizes expected at 0.5 atm.

However, the narrow channel width and the stratification length scale in the present

configuration control the detonation cell size since the distance between triple-point
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collisions is limited by the geometry and the size of the fuel/oxidizer patch. In case

1, the closer spacing of the triple points along the shock front corresponds to smaller

detonation cell structures. The soot foil visualizations for cases 1-3 feature an inset

image of the observed cell structure for detonation through a homogeneous mixture

(from the auxiliary calculation described in Sec. 3.2.2.2). Here, the cell structure

from a stable detonation wave is fairly regular, with a cell size of approximately 5

mm. Thus, the finer stratification of case 1 results in cell sizes smaller than the ho-

mogeneous case, whereas case 3’s cell sizes are larger. In fact, the cell size of case 2

closely resembles that of homogeneous hydrogen/air detonation at 0.5 atm although

the structure is more irregular. Concerning RDE design, the stratification of fuel and

oxidizer within the annulus can modify the e↵ective cell size, causing it to vary vastly

from the homogeneous values typically used for annulus sizing.

The detonation wave features a “fish-scale”-like cell structure as it traverses the

channel. However, the fuel patch and subsequent density irregularities cause the

cells to be staggered within the domain. In case 3, the maximum pressure trace

follows an unconventional path as triple points weaken in regions with very lean

composition, and reinvigorate within regions of rich fuel. Thus, the cell boundaries

are not clearly defined at times, with discontinuities in the cell boundary shape as

triple points transition to trace a new cell. The detonation cell pattern becomes

more regular with decreasing fuel stratification length scale. The dependency of

detonation cell size on the distribution of fuel is related to how the boundaries of

these patches represent discrete composition gradients in this configuration. Hence,

they serve as confinement to the detonation wave by reflecting transverse shocks and

triple points. Similar behavior has been observed in a linear array of injectors [235] as

well as practical RDE systems [237] where the composition gradient at the mixture

fill height is crucial to sustaining detonation wave propagation.

The e↵ect of the fuel-stratification on the spatial history of the shock front velocity
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Figure 3.23: The soot foil plot visualizes the maximum pressure history within the
channel and the detonation cell size for each case. The inset image com-
pares the soot foil structure of a detonation wave through a homogeneous
stoichiometric hydrogen/air mixture, from the auxiliary calculation of
Sec. 3.2.2.2.

is shown in Fig. 3.24. The detonation wave velocity contour is computed in the

depthwise midplane by tracking the evolution of the shock front with time. The

shock front is denoted by a rapid increase in pressure from the pre-detonation ambient

condition to a threshold value, calibrated as 140% of the ambient pressure. Ahead of

the wave, the pressure is largely uniform. Thus, the location of the shock front can be

systematically determined using this procedure. At every streamwise location of the

shock front (corresponding to di↵erent time steps in the evolution of the wave), the

shock front velocity can be extracted as a function of stream normal location through
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Figure 3.24: Detonation wave front velocity contour plots compared to the stratifica-
tion of fuel and oxidizer in the depthwise midplane for each case.

the method described in Sec. A.3.

As seen in the numerical Schlieren images, the magnitude of local wave accel-

eration and its distortion e↵ect on the wave front is a function of the fuel/oxidizer

stratification length scale. In the finest stratification case, the shock velocity is largely

homogeneous within the channel. With increasing stratification length scale, the front

is allowed to slow down significantly in regions of very lean mixtures or those largely

composed of air. In these regions, the shock front velocity drops below that of the CJ

velocity for stoichiometric hydrogen/oxygen detonation. In case 3 with the largest

stratification length scale, the regions of acceleration and wave momentum loss are

most pronounced. The wave front accelerates shortly after passing a fuel/oxidizer

patch due to a finite reaction initiation delay. The locations of high shock front

velocity are correlated directly to the locations of fuel-rich patches. In case 3, the

wave appears to propagate with a wider band of velocities than in cases 1 and 2;
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the fuel-rich regions accelerate the wave well above the CJ velocity due to a lower

acoustic impedance reinforced by detonative heat release, while slowing down in air

or very lean mixtures. Overall, the shock velocity contour mirrors the equivalence

ratio distribution of the channel. The wave velocity is at or above the CJ velocity

through the regions of fuel as the wave is still slightly over-driven from the sam-

pled channel detonation with a homogeneous fuel/oxidizer mixture. Furthermore,

the “super-CJ” behavior highlighted by Mi et al. [187, 188], is observed in case 3,

with wave velocities nearly 25% greater than the theoretical expectation. The mag-

nitude of “super-CJ” behavior diminishes with a smaller stratification length scale.

The discrete fuel patches act as concentrated energy sources as the distance between

them is increased, resulting in high wave acceleration due to detonation. The wave

velocity is largely regular for the length of the channel, suggesting that the wave is

operating in a stable mode.

3.2.3.2 Conditional statistics

The conditional average of temperature, heat release rate, and the H2O and OH

species mass fractions in mixture fraction space in a region around the detonation

wave front (wave front to 1.5 cm behind) are computed over the duration of the sim-

ulation and shown in Fig. 3.25. These conditional averages are computed using a

volume-weighted approach utilizing data constrained by the shock front surface to

1.5 cm behind the front. Additional details of the computation procedure are given

in Sec. A.1. In all cases, the temperature and heat release rate are largely propor-

tional to the mixture fraction up to the stoichiometric mixture fraction Zst = 0.0285.

The standard deviation of temperature narrows at intermediate lean mixture frac-

tions, corresponding to the dip in the heat release rate curves, suggesting that the

combustion mode in this mixture fraction regime is consistent. At very lean and

near-stoichiometric conditions, the heat release rate increases due to a distributed en-
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ergy release process. As expected, the highest heat release occurs at a richer mixture

fraction, with the heat release rate dropping o↵ beyond this point. In general, higher

heat release rates result in higher temperature variability, where combustion modes of

detonation and deflagration are competing. Interestingly, at the stoichiometric mix-

ture fraction, the temperature peaks whereas the averaged heat release rate features

a local minimum. This may be attributed to the induction processes occurring at

stoichiometric conditions resulting in negative heat release at this local mixture frac-

tion condition. Further, the narrower temperature variability at this point suggests

that combustion is more stable, with lower heat release due to a relatively uniform

mode of combustion. Case 1 features the highest heat release value at richer mixture

fractions, whereas the larger stratification length scale seems to have diminished heat

release at richer conditions. Similarly, the temperature and its standard deviation in

these rich conditions are lower as well. It appears that the mixture homogenization

of case 1 leads to increased deflagrative heat release which increases the average tem-

perature at fuel-rich and fuel-lean mixture fractions in comparison to cases 2 and 3.

As detonation and deflagration compete, the standard deviation of temperature also

increases. The species profiles resemble the one-dimensional Zeldovich-von Neumann-

Döring (ZND) profile. As expected, the H2O and OH mass fractions increase linearly

up to the stoichiometric mixture fraction of Zmix = 0.0285 and continue to increase at

a reduced rate for richer mixture fractions. Similar to the temperature profile, there

is increased OH production up to the stoichiometric condition. However, this value

begins to drop o↵ at richer mixture fractions. On the other hand, H2O mass fraction

continues to increase at rich conditions, although a local maximum is observed at

the stoichiometric condition. Beyond the mixture fraction of 0.0368, corresponding

to the maximum imposed equivalence ratio of 1.3, the variance in species and tem-

perature is greatly reduced. There is a notable increase in low mixture fraction heat

release (deflagration) with decreasing fuel/oxidizer stratification length scale. Thus,
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the smaller stratification length scale allows for more complete combustion of resid-

ual gases within the reaction zone, as evidenced by the increased heat release in the

deflagration mode.
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Figure 3.25: The conditional average of temperature, heat release rate, and H2O and
OH mass fraction conditioned on mixture fraction in a region around
the detonation wave outlined by dashed red line (from wave front to 1.5
cm behind the front) for cases 1, 2, and 3. The shaded region denotes
µ ˘ �.

Relating the heat release rate and pressure across the detonation wave’s reaction

zone can provide insight into deflagration and detonation processes. Figure 3.26

displays the volume-weighted average heat release rate conditioned on pressure in

a region around the detonation wave front as in Fig. 3.25, exhibiting a complex

relationship. There are two primary modes of heat release with respect to pressure.

At lower pressures, heat release peaks due to deflagration, with heat release ordered

by the stratification length scale; case 3 exhibits a slightly higher average heat release

here. On the other hand, at even higher pressures, the heat release rate continues

to increase due to detonation. The conditional average does not contain a su�cient

number of samples at very high pressures due to their relatively sparse occurrence
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within the domain (such as at triple points). Here, high-pressure heat release is higher

for case 1, where mixture homogenization behind the detonation wave may lend to the

increased values. However, the pressure range extends to higher values with increasing

stratification length scale, suggesting that large fuel patch size aids initial shock wave

strength as seen in the “super-CJ” wave behavior. The high-pressure data is more

contiguous for case 3, allowing for a smoother conditional average of heat release rate.

There exists a notable reduction in the heat release at a pressure of approximately 18

atm, corresponding to a transition between high-pressure detonative heat release and

lower-pressure burning. At the von Neumann pressure, which represents the ZND

peak pressure of the wave front primarily due to shock compression, heat release

due to combustion is limited. At pressures below this inflection in the conditional

heat release, the detonative energy release is augmented by ongoing heat release due

to deflagration, lending to the higher energy release rates. The significantly higher

heat release rates at pressures above the von Neumann condition are due to the

triple points - regions of concentrated energy release and high pressure - and three-

dimensional e↵ects of detonation. Preburning of the fuel/oxidizer patches can further

limit the strength of detonation at high pressures [232].

3.2.3.3 Unconditional statistics

The normalized standard deviations of pressure, temperature, and fuel mass frac-

tion are computed as a function of distance from the shock front to identify the e↵ect

of the fuel/air stratification length scale on the fluctuation of gas properties across

the shock. The normalized standard deviation is obtained from the surface-averaged

one-dimensional shock-normal (y ´ z plane-averaged) variance within 1.5 cm of the

detonation wave front at each time step. This temporally-changing variance is then

time-averaged to obtain the result in Fig. 3.27. The normalized standard deviation of

pressure and temperature are initially identical immediately behind the detonation
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Figure 3.26: The conditional average of heat release rate conditioned on pressure in
a region around the detonation wave front (from wave front to 1.5 cm
behind the front) for cases 1, 2, and 3. Legend: — Case 1; - - - Case
2; ..... Case 3;

wave front and during the shock-compression and induction processes. The e↵ect

of the fuel/oxidizer stratification length scale is observed at approximately 0.5 mm

behind the shock front. As expected, the finer stratification case features a smaller

variation than that of the large stratification case. Indeed, the profiles feature a tran-

sient response across the detonation wave, ordered by decreasing the stratification

length scale. High variability in the temperature and pressure is sustained farther

behind the wave front, up to 5 mm for case 3. This separation in variability due

to the stratification length scale extends through the post-detonation mixing region.

The onset of this mixing region is distinctly observed at 1 mm behind the wave front,

where the variability in the fuel mass fraction features an inflection point, and the

profiles for all three cases overlap. Ahead of this inflection point, the amount of

variability increases with the stratification length scale, and the peak in variability

occurs farther away from the wave front, which can be described as the reaction front

where the spatial gradient of temperature is maximized. The di↵erences in this local

maximum are proportional to the stratification length scale, as the larger length scale

results in greater variation along all locations from the wave front. To the right of
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this inflection point, the ordering of fuel mass fraction variability reverses, and an

interesting response is observed. The variability profiles plateau at a peak value dur-

ing the mixing region, with a plateau wider for smaller length scales and occurring

closer to the inflection point. With increasing stratification length scale, the plateau

occurs further away, and the variability in mass fraction first decreases (almost down

to pre-detonation values) before rising up to the plateau. It appears that with smaller

length scales of stratification, the mixing region is wider and occurs closer to the det-

onation front. Variability drops o↵ at nearly 1 cm behind the wave front and the

value of this parameter is ordered by stratification length scale, with case 1 featuring

the lowest variability. Further, case 1 features a more rapid decay in variability in

comparison to that of case 3. Thus, case 1 is more e↵ective in the post-detonation

homogenization process.

Figure 3.27: The streamwise-normal plane-averaged normalized standard deviation
of pressure, temperature, and fuel mass fraction behind the detonation
wave front for cases 1, 2, and 3. Legend: — Case 1 -
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Figure 3.28 contains shock-normal profiles of static and stagnation pressure, Mach

number, the normalized species mass fractions, temperature, and heat release rate
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per unit volume across the detonation wave. These profiles represent surface-averaged

one-dimensional shock-normal profiles and details of the computational procedure are

provided in Sec. A.2. The static and total pressures increase to a peak value 0.5 mm

from the detonation wave front. Behind this peak location, the gas is traveling at a

local Mach number of approximately 1.5 in the fixed laboratory reference frame. The

expansion behind the detonation wave is more gradual with increasing stratification

length scale, as the post-shock Mach number settles further away from the shock

front. The peak pressure and Mach locations occur at a similar location. However, the

peak pressure is slightly higher with increasing stratification length scale, suggesting

increased detonation strength due to a more concentrated energy release process. This

phenomenon is evidenced by the larger acceleration in wave front velocity observed in

case 3 in comparison to that of case 1. The static pressure decays more rapidly with

smaller length scales, suggesting a more compact reaction zone. The local pressure

in all three cases continues to increase further into the post-detonation region, as

deflagrative combustion simultaneously increases the local temperature due to a slow,

distributed heat release process, as seen in the lower row of curves in Fig. 3.28.

The peak temperature occurs in line with the location of peak H2O production and

O2 consumption, and this location occurs further away from the wave front with

increasing stratification length scale. Peak heat release occurs at similar distances

from the shock front for the three cases (0.3 mm), but post-detonation energy release

profiles are unique. Deflagrative heat release at 1 mm from the wave front is nearly

an order of magnitude lower for case 3 than for case 1.

The species profiles exhibit some reversal and undergo relaxation due to post-

detonation mixing. The minimum fuel mass fraction is observed within this region

in all three cases, and this region is situated closer to the wave front for case 1 as

opposed to case 3. While the half-reaction length `1{2, defined as the distance from

the shock front where half the reactant is consumed, occurs at a distance of 0.25
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mm from the shock front for all three cases, the minimum fuel mass fraction point,

signifying the complete consumption of reactant, is distinguishable. This location

is at 3.8 mm for case 1, 5.5 mm for case 2, and 8.1 mm for case 3, highlighting the

compactness of reaction for the smallest stratification length scale. Similarly, the con-

sumption of oxidizer reaches a minimum farther from the shock front with increasing

stratification length scale. Thus, it is evident that larger fuel/air distributions lead to

a more distributed reaction process. Interestingly, the completion of the detonation

process can be bounded by the local minimum in the temperature profile prior to an

increase due to deflagrative heat release. This local minimum occurs at roughly 1.1

mm behind the wave front for case 1 and is extended to nearly 7-8 mm behind the

front for case 3. The heat release rate profiles are similar among all three cases during

the detonation process, with peak heat release appearing near the wave front but case

3’s value is slightly lower than that of case 1. In the deflagrative heat release region,

the profile decays consistently for case 1 whereas a plateau is observed between 1.5

mm and 7-8 mm in the profile for case 3. The heat release rate features significant

oscillations far away from the shock front, corresponding to where the vortical struc-

tures are dissipated due to viscous forces as seen in Fig. 3.22, and the deflagrative

homogenization process is reduced. The dissipation of the rotational eddies occurs

closer to the shock front for smaller stratification length scale as the size of these

structures is proportional. The smaller eddies generated in part due to finer fuel/air

stratification lead to a more homogeneous mixture behind the detonation wave, and

increased combustion e�ciency (discussed in Sec. 3.2.3.4.

3.2.3.4 Combustion performance

The distribution of detonable mixture in RDE can greatly influence the macro-

scopic performance of the propulsive system as its combustion e�ciency is often

mixing-limited. The influence of fuel/air mixture stratification length scale on the
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Case 1 Case 2 Case 3

Figure 3.28: Surface-averaged one-dimensional shock-normal profile of static and
stagnation pressure, Mach number, detailed species behavior, temper-
ature, and heat release rate per unit volume as a function of distance
from shock front.

combustion capability of the detonation wave can be assessed through the overall

energy release due to detonation. Outlined in Fig. 3.28, the heat release rate per

unit volume diminishes within a shock-normal distance of 5 mm from the front, tran-

sitioning to higher frequency noise well into the post-detonation region. Thus, the

heat release is integrated over the course of the detonation wave’s path through the

stratified mixture, locally constrained to a distance of 5 mm from the shock front

surface. The shock front is made “planar,” as described in Secs. A.1 and A.2, and the

heat release due to combustion is integrated over this volume. Provided in Tab. 3.3,

the overall heat release markedly decreases with increasing stratification length scale.

Case 1 represents an approximate 2.1% increase in energy release due to combustion

over case 3, supported by the higher heat release observed across all mixture fractions

(Fig. 3.25) and at the higher pressures (Fig. 3.26) within the reaction zone.

The average pressure and heat release profiles within the shock front-constrained

distance of 5 mm are depicted in Fig. 3.29. Here, the pressure is temporally-averaged
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Table 3.3: Heat release performance

Case 1 Case 2 Case 3

mfuel [mg] 0.4869 0.4869 0.4869

HR [J]
wave constrained 52.91 52.03 48.70

⌘c [%] 96.7 95.5 91.6

xp2
p1

y 37.6 37.7 38.0

xp0,2
p0,1

y 112.5 113.4 119.2

on a volume-weighted basis within a volume defined by a region within 5 mm of

the local shock-front surface. The average heat release is integrated in the depthwise

(out-of-plane) direction and averaged in time (on a volume-weighted basis), providing

a contour profile of heat release as a function of location in the x-y plane. Here, it

is evident that for case 1, the energy release near the detonation wave front is nearly

a factor of two greater than that of case 3. The heat release is more concentrated

for case 1 as reactions extend farther behind the wave front for case 3. In all three

cases, energy release is diminished at the near wall region, likely due to deflagration-

dominated combustion resulting from complex detonation wave-boundary layer in-

teractions. Similarly, the average pressure profile shows a more compact shock com-

pression process for case 1. It must be noted that the smoothness in the near-front

pressure profile of case 3 is due to the larger fluctuation in front curvature described

in Sec. 3.2.3.1. Similarly, high-pressure regions can extend further behind the wave

front for case 3 due to heat release driven by larger patches of detonable mixture.

Ultimately, the combustion e�ciency for each case can be defined utilizing the

average shock-normal mass fraction of fuel, integrated over the shock-front surface

described in Sec. A.1. The combustion e�ciency, ⌘c, for the present configuration

is computed based on the mass flow rate of fuel at two positions across the shock
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Figure 3.29: Mean pressure and heat release profiles within a region 5 mm from the
wave front, averaged in time and in the depthwise direction, tracking
the wave location.

wave: (1) initial state ahead of the shock front and (2) post-detonation state at the

location of minimum H2 mass fraction. In the wave-fixed reference frame, the shock

surface is reconstructed as a planar front based on the one-dimensional profiles at

each transverse location in the channel (y/z directions). This procedure is detailed

in Sec. A.2. The combustion e�ciency is computed based on the surface-averaged

one-dimensional shock-normal profile as follows:

⌘c “ 1 ´
≥

p⇢ ¨ Uqfuel,mindSfuel,min≥
p⇢ ¨ UqinletdSinlet

(3.9)

where the subscript fuel,min signifies the post-detonation state where residual H2

is at a minimum, subscript inlet signifies the pre-detonative state, and dSinlet and
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dSfuel,min are the inlet and exit surface areas of the control volume (equivalent in this

formulation). The control volume is fixed about the shock front surface, with the

inlet situated 1 cm ahead of the shock front, and the exit placed at the distance of

minimum H2 mass fraction from the shock front, outlined in Sec. 3.2.3.3. The control

volume in the wave-fixed reference frame, along with the inlet and exit surface areas,

is depicted in Fig. A.3.

The computed combustion e�ciencies are outlined in Tab. 3.3. Case 1 features

the highest e�ciency in terms of fuel consumption, followed closely by case 2. Case 3

features a notably lower e�ciency, supported by the overall heat release specification

for this fuel/air distribution. On the other hand, overall pressure rise exhibits the

inverse trend, with case 1 featuring a 1.1% greater volume-averaged pressure jump

and a 6% higher volume-averaged total pressure rise than case 1. Thus, this o↵ers

further support that initial detonation strength is greater with case 3 whereas overall

combustion e�ciency is greater with case 1.

3.2.4 Comments on grid convergence

The simulations performed within this study solve the full set of compressible

Navier-Stokes equations augmented by detailed chemical kinetics. Thus, there are

no models used in the resolution of turbulence. In the context of unsteady detona-

tion with turbulence, a fully-resolved representation of the dynamics with detailed

chemical kinetics within the present geometry is beyond the state-of-the-art simu-

lation capability at this time. Previous analyses [181, 240] have demonstrated that

the di↵usive scales in gas detonations would require order 104 points per induction

length scale to capture the underlying dynamics. Furthermore, at least two orders of

magnitude decrease in grid size may be required to resolve the finest scales estimated

by eigenvalue analysis [230]. However, for the geometry of interest, computation cost

would be exceedingly high. Approximately 102 cells per induction length may be
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possible for simpler configurations and/or with fewer dimensions.

The current study nears the limit for computational tractability, resulting in the

selected resolution. As with past multi-dimensional simulations of unsteady detona-

tions, the numerical configuration does not resolve the fine-scale turbulent dissipation

(K-H instabilities, etc.) nor the di↵usive mechanisms on the molecular scale. Thus,

the simulations limit the range of scales that are represented and cut o↵ the finer

scales which would a↵ect the flow field. Further, the choice of resolution introduces

artificial dissipation at the larger scales that are captured. However, as the study

aims to comparatively investigate the e↵ect of stratification length scale, these are

accepted limitations of the current set of simulations.

With regards to grid independence, a grid refinement calculation was performed

using case 1 where the resolution within a subdomain (2 cm in length with the original

height of 6.25 cm and width of 7.6 mm) was refined by a factor of two in the axial

direction, and a factor of three in the stream normal and spanwise directions. Thus,

within the core region of the domain �x = �y = �z = 25 µm, corresponding to 24.8

cells per half-reaction length `1{2. This resolution approaches the lower resolution

tested in Ref. [181]. The near-wall region is characterized by �y = �z = 1.3-24.9

µm, where one y` is 0.6 µm. Thus, this truncated domain contains approximately 671

million cells with 800 ˆ 2528 ˆ 332 points in x, y, and z directions respectively. The

fuel/air distribution in the truncated domain is obtained from the latter half of the

channel geometry. The detonation wave from the original simulation is sampled (at

intervals on the order of the simulation time step - Op10´9qs) ahead of this truncated

domain and fed in as an inflow. The detonation wave is allowed to evolve through

this truncated geometry in two di↵erent configurations: (1) original mesh and (2)

refined mesh, and the macroscopic results are compared.

The numerical Schlieren images of the detonation wave in the mid-channel plane

for both the original and refined mesh as the wave is mid-way through the truncated
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geometry are given in Fig. 3.30. Here, the wave position and wave front surface

curvature are nearly identical between the two solutions. However, the ability of the

refined mesh in capturing the turbulent mixing structures is higher, with increased

vortical structures and a greater range of eddy length scales observed in the post-

detonation region. The decay of vorticity stemming from the triple points is better

defined with the finer mesh. While the large-scale eddy structures are similar well

into the post-detonation region, the smaller vortical structures are captured whereas

numerical di↵usion suppresses the formation of these vortices with the original mesh.

The large-scale structures in both meshes extend to approximately 3-4 mm behind

the primary wave front, and the gas mixture becomes more homogeneous beyond this

point. Furthermore, additional vortical structures and shear layers are captured in

the near wall region, where a factor of three wall-normal mesh size reduction aids in

resolving the boundary layer.

Refined Mesh

0 0.01 0.020 0.01 0.02

Original Mesh

Figure 3.30: Numerical Schlieren images of the detonation wave in spanwise center
plane for the (left) original mesh resolution and (right) the refined mesh
resolution.

Figure 3.31 depicts the wave velocity history for both the original and refined
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meshes. The velocity history contour of the original mesh is smoother than that of

the refined mesh, as discrete regions of local acceleration due to variations in acoustic

impedance and heat release are not as defined. However, the structure in local wave

speed is cohesive, coinciding with the distribution of fuel. The volume-weighted

average wave velocity is 2203 m/s for the original mesh, and 2232 m/s for the refined

mesh, representing a 1.3% error. However, the PDF of wave velocity is narrower for

the original mesh, as the extreme velocities due to local accelerations span a greater

range for the refined mesh.

0 0.01 0.02

Original Mesh

0 0.01 0.02

Refined Mesh  Uwave [m � s�1]

Figure 3.31: Wave velocity contour at the spanwise center plane for the (left) original
mesh resolution and (right) the refined mesh resolution.

In a manner similar to Figs. 12 and 13 in the manuscript, average one-dimensional

profiles of properties as a function of distance from the shock front are provided in

Fig. 3.32. The surface-averaged one-dimensional shock-normal profiles are very simi-

lar between the original and refined meshes. As expected, due to the finer resolution,

shock compression and the onset of reaction occur closer to the shock front by ap-

proximately 50 µm for most parameters. However, pressure, temperature, and species

evolution stabilize at very similar values. The greatest di↵erence is observed with the
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mean total pressure and heat release rate per unit volume profiles. Due to the higher

peak velocity observed in Figure 3.31, the kinetic energy component biases the mean

total pressure profile, with a 7.7% di↵erence between peak values. Similarly, the

peak heat release at the wave front is greater by nearly 18.1% for the refined mesh.

However, these profiles converge by 0.5 mm from the shock front and become nearly

indistinguishable. The percent di↵erence in peak pressure, temperature, and Mach

number is notably more similar, with values of 0.30%, 0.25%, and 4.8%, respectively.

Figure 3.32: Surface-averaged one-dimensional shock-normal profiles of static and
stagnation pressure, temperature, detailed species behavior, and heat
release rate per unit volume as a function of distance from shock front.

While greater fluctuation in wave velocity and peak heat release as a function

of local composition is observed with the refined mesh, the heat release within this

truncated geometry provides insight into the overall detonative combustion behavior.

The combustion heat release constrained to a region from the wave front to 5 mm

behind it is 7.44 J for the original mesh, and 7.59 J for the refined mesh, representing

a percent di↵erence of 2.1%. Thus, although greater instantaneous heat release may

be observed with the refined mesh, a measure of overall combustion performance is

significantly more similar. The increased heat release in the refined mesh is due to

a combination of higher heat release near the wave front, and more complete com-

bustion in the post-detonation region due to greater mixture homogenization driven

by the complex interaction between triple-point vortices and composition gradients.
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While the small-scale di↵usion is better captured by the refined mesh and the in-

fluence of mesh-induced numerical di↵usion is reduced, the resolution of the refined

mesh would be intractable for the full geometry. The results observed with the current

grid refinement study are expected, and changes will continue to be observed as the

resolution approaches the standards given by past studies on unsteady detonations.

However, these resolutions are not achievable without exascale computations and a

geometry smaller than the present configuration. With regard to macroscopic deto-

nation structure and characterizing wave propagation di↵erences due to variation in

stratification length scale, the original mesh is capable of providing this information.

3.2.5 Study conclusions

The e↵ect of fuel/oxidizer stratification length scale on the detonation wave struc-

ture has been studied through the high-fidelity numerical simulation of confined chan-

nel detonation. In an RDE, the fuel/oxidizer injection dynamics result in a complex

fuel stratification. Thus, a traveling detonation wave passes through regions of fuel

and oxidizer mixture of varying distribution and equivalence ratio which thereby dis-

tort the detonation wave front. A detonation wave passing through non-detonable

mixtures purely convects the reaction zone species, causing them to lag behind the

shock front. In a stratified mixture, shearing forces generated as the detonation passes

through the fuel-rich and fuel-lean regions augment the vortical structures generated

at the triple points and mix the partially-burnt reactants within the reaction zone

and post-detonation region. Through a DNS approach, three di↵erent length scales

of fuel/air stratification were simulated. The initial fuel/oxidizer stratification is gen-

erated such that the PDF of the scalar values closely conforms to a double-delta

function. The integral length scale of the fuel/air distribution is changed by altering

the scalar energy spectrum function. The three cases, with streamwise integral length

scales of 0.581, 0.894, and 1.854 mm, preserve the total fuel mass within the domain
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and isolate the e↵ect of the stratification length scale on the detonation wave behav-

ior. These length scales are comparable to the detonation wave thickness observed in

practical RDE simulations [254, 257].

The fuel/air stratification length scale directly a↵ects the size of the vortical struc-

tures that are formed by the interaction of triple points and transverse waves along

the detonation wave front. The small eddy size in the finest stratification case results

in a fairly planar wave front, where the curved nodes along the wave front are more

closely spaced. With increasing stratification length scale, the vortical structures in-

crease in size, and the reaction zone (characterized by mixing structures and sharp

pressure gradients) broadens. However, the large eddies are less e�cient at allowing

the residual and post-detonation gases to thoroughly mix within the reaction zone.

This is evidenced by the increased variability of fuel mass fraction across the detona-

tion wave in cases with increased stratification length scale. Similarly, the detonation

cell size scales with the stratification length scale. The soot foil patterns for the three

studied cases show that the distribution of fuel and oxidizer can alter the e↵ective

detonation cell size for the mixture. As the wave passes through large regions of lean

composition dominated by air, the shock and reaction fronts separate and the wave

slows down. Thus, in the shock front velocity contours, the wave passing through

the smaller fuel/oxidizer stratification is able to maintain a more homogeneous wave

speed, whereas there is greater variance in wave velocity, with a maximum wave speed

of nearly 25% above the CJ speed, in the large stratification case due to a concen-

trated energy release process enforced by the increased distance between discrete fuel

sources.

Additionally, the small stratification length scale encourages more complete com-

bustion and deflagration within the reaction zone, as there exists a region of increased

heat release and high temperature at leaner mixture fractions. The eddies stemming

from the smaller stratification length scales lend to greater homogeneity in the reac-
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tion zone, with lower temperature, pressure, and fuel species variances. Further, the

relaxation of temperature and species to their post-detonation values occurs closer to

the shock front for a small stratification length scale, highlighting a more compact

reaction zone due to the complex interaction between composition gradients and the

eddies formed at the triple points. With larger stratification, the heat release due to

both detonation and subsequent deflagration is distributed with a slow energy release

process. However, due to the concentrated energy release with larger, more discrete

stratification, detonation strength can temporarily be higher. Ultimately, the smaller

stratification length scale leads to a higher combustion e�ciency by nearly 5% over

case 3. On the other hand, the larger stratification scale is beneficial for increased

total pressure rise - nearly 6% greater than that of case 1. Heat release in a wave

front-constrained region for case 1 is approximately 2.1% higher than in case 3. As

a result, detonation strength and combustion e�ciency compete with variations in

fuel/air stratification. Overall, the physical structure of the detonation wave front is

highly dependent upon the distribution of the fuel and oxidizer.

3.3 The E↵ects of Mixture Preburning on Detonation Wave

Propagation

3.3.1 Motivation

In RDEs, the aerodynamically-driven turbulent mixing is always imperfect, lead-

ing to a stratified fuel/air mixture that is processed by the detonation wave. In

practical systems, this variability in the level of mixing can critically a↵ect the det-

onation wave. For instance, typical wave velocities are considerably lower than the

Chapman-Jouguet (CJ) speed [3, 247, 316], which is partially caused by reduced

heat release behind the shock wave. While di↵erent mechanisms for this reduction

have been postulated [41, 50, 283], one main cause is so-called parasitic combustion
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[50, 218, 255]. In this regime, in addition to incomplete mixing, interaction with

product gases from the previous cycle can lead to premature deflagration and heat

release. For instance, Chacon et al. [51] found two distinct regions of deflagration:

1) recirculation of product gases trapped near the inlet due to injector design, and

2) a contact burning region caused by mixing between product gases and incoming

fresh gases (preburning e↵ect). The former flameholding feature is not universal but

depends on the injector configuration used [237]. The latter preburning mechanism

is the focus of the present study.

Numerical studies of full-scale RDE systems have suggested that up to 35-50%

preburning of the fuel/oxidizer mixture is prevalent within the combustor [61, 255].

Detonation waves in RDEs are structurally di↵erent from ideal premixed waves [235].

Due to incomplete mixing, flow property variations can lead to a weaker shock wave,

which in turn lengthens the induction zone. A delayed heat release profile moves

the thermal choke further behind the wave front, leading to reduced wave speeds. In

discrete injection systems, such wave structure may occupy the entire inter-injector

distance [41] with multiple compression-expansion waves present in the induction

zone. If deflagrated products are present ahead of the wave, this further weakens the

shock and may even cause the reaction layer to detach. For instance, Fig. 3.33 shows

an instantaneous image from a full system calculation for a hydrogen/air system

[257]. Here, it is seen that although the detonation wave is followed by a tempera-

ture change, there are regions ahead of the wave (especially near the bottom of the

domain) where the temperature is rising despite not yet being processed by the shock

wave. In practical RDEs, this weakening results in a higher fraction of heat release

in the deflagration mode (lower pressure, volumetrically distributed) rather than the

detonation mode (higher pressure, compact region). Since detonation combustors are

not optimized for deflagrative heat release, even with complete fuel consumption, the

net e�ciency may become lower than conventional deflagrative combustors.
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Figure 3.33: Snapshot of temperature profile from a three-dimensional full-system
simulation shown as an unwrapped image at the mid-channel location.
Reproduced from [257].

With this background, the focus of this study is to isolate the e↵ect of preburning

on detonation propagation. For this purpose, a canonical flow configuration with a

quiescent initial condition with stratification of fuel/air mixture is considered. Based

on the previous section (see Sec. 3.2) that considers only the role of stratification,

this study introduces the e↵ect of preburning by imposing deflagration ahead of the

wave. Specific operating parameters are obtained from full-scale RDE calculations

[255, 257].

3.3.2 Numerical representation

To replicate the wave structure in a practical RDE geometry, a canonical channel

geometry of length 14 cm, width 7.6 mm, and height 6.25 cm is modeled as shown

in Fig. 3.34. The height of the channel corresponds to the characteristic large length

scale, Lchar, within the domain. As an extension of past studies of Prakash et al. [235],

the operating pressure of half the atmospheric condition with background air is used.

The channel is confined with walls in the stream normal and spanwise direction, and

the right boundary is set as an outflow. The inflow boundary condition is prescribed

by a sampled right-running, well-developed, three-dimensional detonation wave. The

grid for the three-dimensional geometry consists of 1) a uniform resolution core region

and 2) a near-wall region. A near-wall region in the stream normal and spanwise

directions contain clustered cells to properly resolve the boundary layer. Note that
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the near-wall regions are not included in the analysis, but the higher resolution is

maintained to ensure that non-physical flow is not developed. This results in a total

of 303 million cells, with 2800 ˆ 858 ˆ 126 points in the x, y, and z directions,

respectively. Within the uniform core region, �y = �z = 75 µm, and �x = 50 µm.

The near-wall region is characterized by �y = �z = 3.2-74.7 µm. The clustered grid

near the wall extends up to 435 y`, or 0.261 mm, from the wall, where one y` is 0.6

µm. The length scale of interest is the induction length `, which, for stoichiometric

hydrogen/air detonation at these operating conditions, is analytically given by 398

µm. Thus, approximately 6-8 grid points are used to resolve the induction length.

The range of equivalence ratios is set to be between 0.75 and 1.5, which is based on

full-system RDE calculations [255]. Fuel/air stratification is introduced in the form

of patches of varying equivalence ratios sampled from a model energy spectrum as per

the methods of Ref. [74, 115]. An integral length scale is used as an input to create

a corresponding homogeneous isotropic distribution with no mean gradient present.

In this sense, this study is di↵erent from prior detonation studies with concentration

gradients [30, 32]. In the selection of conditions for this study, a study of a full-scale

hydrogen/air RDE with axial air inlet is utilized [257]. An integral length scale of 4.3

mm, extracted from the full-scale RDE data, is applied to the scalar energy spectrum

function. Note that this length scale is roughly 10 times the induction length of an

ideal detonation under these conditions. The resulting fuel/air distribution in terms

of equivalence ratio is shown in Fig. 3.34.

From the three-dimensional RDE data, a one-dimensional profile along an az-

imuthal path at the mid-channel location and 2 cm height from the injectors is ob-

tained. The profile is temporally-averaged about the wave front location. Data was

collected at a height identified from mixing analysis performed by Sato et al. [257] as

a location strongly a↵ected by parasitic combustion due to recirculation zones and in-

jector dynamics. Thus, the region was characterized by reduced detonation strength
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Figure 3.34: (Left) Contour of local equivalence ratio and (right) H2 mass fraction
along with a description of the three-dimensional channel domain for a
preburnt mixture with an integral length scale of 4.3 mm. The uniform
core and near-wall (y/z walls) grid regions are denoted in the right image.

due to mixture inhomogeneity and preburning. Figure 3.35 shows this nominal profile

along the azimuthal or circumferential direction. It is seen that the peak in pressure

is reached close to x̄ “ 0, which defines the location of the detonation wave. The tem-

perature profile progressively decreases, which indicates that fresh gases at a lower

temperature are entering this region. However, at x ° 0.7, the temperature begins to

increase even though the pressure profile observes either nearly constant or slightly

decaying behavior. This is the region of deflagration, where the autoignition of pock-

ets of fuel and air mixed with product gases from the previous cycle has initiated.

The parameters for the current study are extracted from the region x̄ “ 0.7 ´ 1.

To introduce the preburning e↵ect, the following procedure is used. Based on the

local equivalence ratio shown in Fig. 3.34, a corresponding equilibrium solution based

on deflagration at constant pressure is obtained. The species composition at each

point in the computational domain is then updated toward this equilibrium:

Ypbpx, 0q “ Y px, 0q ` f pYeqpxq ´ Y px, 0qq , (3.10)

where Yeq and Ypb denote the equilibrium and partially-burnt compositions, respec-

tively, corresponding to the initial fuel mass fractions Y px, 0q at a particular spatial
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Figure 3.35: Temporally-averaged (about the wave front location) pressure and tem-
perature profiles from the axial air inlet full-scale RDE simulations un-
wrapped into a one-dimensional profile as a function of normalized az-
imuthal distance, reproduced from [257].

location. Here. f is the preburning ratio, a fractional measure of deflagration.

In order to associate f to the local composition, the preburning ratio is defined

using a progress variable c “ YH2O ` YOH . Thus, it follows that f can be defined as

a ratio of the local progress variable to its value at equilibrium:

f “ YH2O ` YOH“
YH2O ` YOH

‰
eq

“ c

ceq
(3.11)

From the full-scale RDE data described in Fig. 3.35, the distribution of f is shown in

Fig.3.36. It is seen that f has a high degree of linear correlation with the normalized

temperature. This linear relation shows that data in this region is dominated by

constant pressure deflagration. From the RDE data of a small number of detonation

cycles, a short-time averaged profile of f along the direction of wave propagation

is obtained. The short-time average is used to ensure that significant fluctuations

in the equivalence ratio are not present, in order to preserve the homogeneous initial

conditions. The region from x̄ “ 0.7´1 from the full-scale RDE (Fig. 3.35) represents

a length equal to 0.14 cm.

This directional profile of f from x̄ “ 0.7 ´ 1 is flipped and then imposed in the
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streamwise direction on the initial condition given in Fig. 3.34, along with Eq. 3.10,

to obtain the preburning-based initial condition that is also shown in Fig. 3.34. As a

result, the profile of f at x̄ “ 1.0 is applied at the entrance to the channel, and the

profile at x̄ “ 0.7 location is at the exit of the channel. The preburning ratio varies in

the streamwise direction and is homogeneous in the stream normal directions. Note

that the wall confinement and three-dimensionality of the flow are necessary to ensure

the propagation of triple points along the detonation front. Furthermore, the mixture

within the channel geometry is allowed to burn as the detonation wave inflow travels

through the domain. Consequently, the mixture near the exit of the channel (with

a preburning ratio corresponding to x̄ “ 0.7) continues to burn until the detonation

wave arrives at this location in the channel, thereby increasing the local level of

burning with time. Because the detonation wave travels at a finite speed similar to

the RDE system, the time for deflagration is roughly constant at each streamwise

location. No di↵usion-based flames are established during the burning process as the

time-scale of their development will be much longer than the time taken for the shock

to pass through the domain.

Figure 3.36: (Left) Preburning ratio f from the injector refill region and (right) cor-
relation of preburning ratio with local temperature to equilibrium tem-
perature for the local composition.

In a confined channel of equivalent cross-section filled with a homogeneous sto-

ichiometric hydrogen/air mixture, a fully-developed detonation wave is created and

sampled as a three-dimensional time-varying field to be used as the inflow. Molecular
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transport is not included within these simulations as the primary scope of this work

is detonation propagation through an inhomogeneous mixture.

3.3.3 Results and discussion

3.3.3.1 General behavior

As the detonation wave travels through the stratified mixture from left to right,

it exhibits a nearly steady behavior shown in Fig. 3.37. The wave front is marked

by a thin shock region with a trailing reaction zone. Behind this reaction layer, the

expansion waves originating from the triple points lead to the creation of both vor-

tical structures and a mixing region. The mixing region is sustained over significant

lengths and is finally dissipated by viscous forces. Ahead of the wave, density vari-

ations caused by the imposed f profile are seen manifesting as striations due to the

streamwise-only variation of this quantity. The simulations in Sec. 3.2 have shown

that the size of these vortices is related to the stratification length scale. Further, the

generation of vortices is consistent with the complex shock structure seen in detona-

tion waves passing over discrete injectors [40, 235].

Figure 3.37: Contour of density gradient at the depth-wise mid-channel plane as the
wave is midway through the channel, highlighting the reaction zone and
turbulent mixing imposed by the detonation wave.

Figure 3.38 shows the pressure contour at an intermediate time, with an inset
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view of the triple points along the wave front. The peak pressure observed is roughly

0.8 MPa, which is less than half the ideal peak pressure of 1.7 MPa for an average

equivalence ratio of 1.12 at the ambient conditions of 0.05 MPa and 300 K. More

importantly, these peak pressures are observed only at triple points, with much lower

values across the detonation front. Note that even after the detonation wave has

passed through the region, the pressure variations still persist. This is due to the fact

that the wave is traveling at supersonic speeds, while the pressure waves are relaxing

at acoustic speed in the post-detonation gases. It is also seen that a small amount of

hydrogen remains behind the wave, denoting some reduction in combustion e�ciency

even for this canonical case. In practical RDEs, this residual fuel/air mixture is found

to deflagrate as it convects downstream.

Figure 3.38: Contour of pressure at the depth-wise mid-channel plane as the wave
is midway through the channel. A microscopic view of the triple point
structure along the wave front is provided.

A key quantitative measure of shock strength is its propagation velocity. Fig-

ure 3.39 illustrates the variation in wave speed measured locally across the entire

simulation. The simulation domain is set up such that the strong homogeneous det-

onation wave enters from the left and progresses through the stratified mixture. It

is seen that the wave velocity exhibits very large fluctuations with variations of up

to nearly 500 m/s about the average over short segments of the domain. The in-
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stantaneous oscillations in wave velocity are due to changes in local composition and

density. This ”galloping” feature has been observed in most practical RDEs [3, 51].

The pressure profiles show that the shock front is nearly normal to the propagation

direction, and is not as corrugated as seen in practical RDEs [247] given the lack of

large-scale turbulence found in full-scale systems.

Figure 3.39: Contour of wave velocity at the depthwise mid-channel plane.

Figure 3.40 shows the streamnormal-averaged wave velocity as a function of axial

position and the PDF of wave velocity within di↵erent regions of the domain. As

seen in Fig. 3.39, there is a slow decay in propagation speed with streamwise distance.

Regardless, the full computational domain PDF of wave velocity shows a large spread,

with the most probable velocity close to the CJ speed of 1960 m/s for this operating

condition. The PDFs of velocity sampled in 2 cm wide sub-domains within the

full domain highlight that the spread of velocities remains approximately unchanged

over the di↵erent sub-domains at locations downstream. While there is considerable

statistical variation, there is no clear trend in the peak of the PDF moving towards

lower velocity values. Thus, the wave velocity exhibits sustained fluctuations but the

average propagation speed converges in the latter part of the domain (x ° 0.08 m).

Note that while stratification can lead to a slight increase in speeds due to discrete

energy source e↵ects as noted by [187], the high observed wave speeds for the available
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reduced energy may be a consequence of the finite domain length. In other words,

a quasi-steady state might not have been reached by the end of the computational

domain. However, these results indicate that even in the absence of turbulence-

induced wrinkling of the detonation front, the wave behavior in this canonical system

is similar to that of practical RDEs.

Shock Velocity

13

Figure 3.40: (Top) Wave velocity averaged in stream normal direction and (bottom)
PDF of wave velocity within 2 cm sectors of the latter half of the domain
compared to the PDF sampled from the entire domain.
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3.3.4 Detonation structure

In order to gain insight into the detonation process across the wave, spatially and

temporally-averaged one-dimensional profiles of properties across the wave front are

provided in Fig. 3.41. The wave front location is tracked and a normal vector at every

ty, zu location on the wave front surface is determined. Thus, the shock front location

is assumed to be the same for each surface-normal vector. The one-dimensional profile

extracted along this vector at each location across the front surface is then temporally

averaged to obtain a representative one-dimensional profile of properties across the

detonation wave. The pressure profile shows interesting features. First, the pressure

jump across the wave is much smaller than the theoretical expectation of „34x (from

0.05 MPa to 1.7 MPa), with an observed pressure jump of only „8x to 0.5 MPa.

The initial shock wave is roughly 200 µm in thickness, which provides compression to

raise the fluid temperature by nearly 1000 K. Denoted by position A, the increase in

temperature occurs simultaneously with shock compression. However, the subsequent

heat release increases the temperature only by 600-700 K, indicating reduced heat

release due to preburning. This e↵ect is seen in the heat release plot, with a small

positive heat release in the pre-shock region and a large negative heat release in the

induction region followed by the combustion process leading to high energy release.

Further, the heat release process, highlighted by position B, continues further away

from the compression wave, with a slow expansion of the gases, with the release

rate still higher than the pre-shock preburning values. This delayed heat release is

another source of e�ciency loss, resulting in the so-called commensal combustion or

leakage process [51], whereby the energy release does not directly support the wave

propagation process.

The statistical properties of the detonation front show a complex process (Fig. 3.42).

First, it is seen that the normalized pressure and temperature fluctuations peak in

the compression region associated with the shock. This indicates that as the wave
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Figure 3.41: Spatially and temporally averaged one-dimensional profiles of properties
across the detonation wave front. Similar positions behind the shock
front between both profiles are marked by positions A and B.

propagates through the domain, there are large variations in the structure of the

shock wave. This fluctuation is caused by the transverse motion of the triple points

(Fig. 3.38) as well as the variations in the preburning ratio. The fluctuations for

hydrogen mass fraction appear downstream of this region, in the post-combustion

zone. This variation is merely caused by the changes in post-shock temperature and

pressure that lead to reduced consumption of fuel. As seen in the average species

mass fraction plot (Fig. 3.41), hydrogen is depleted near the induction zone, but an

appreciable fraction is still present far downstream. For comparison, the equilibrium

mass fraction at the stoichiometric condition for H2 and 1000 K preburning temper-
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ature is approximately 0.0033, while nearly 3 times this mass fraction is found at

distances of up to 1 cm behind the wave.

Figure 3.42: Normalized standard deviation of temperature, pressure, and hydrogen
mass fraction across the detonation wave front.

Finally, the heat release rate per unit volume conditioned on pressure is shown in

Fig. 3.43. The first notable feature is that high heat release rate is directly associated

with higher pressure. Although lower heat release rate is possible at all pressures,

shock-based compression is necessary to increase the compactness of the combustion

process. However, the peak heat release does not occur at the highest pressure, which

is also seen in Fig. 3.41. Furthermore, appreciable heat release continues to occur at

a distance of 1 cm behind the wave (as noted above).

3.3.5 Study conclusions

Practical RDEs exhibit combustion ine�ciencies due to a number of factors in-

cluding turbulence-induced wave front wrinkling, incomplete mixing, and premature

deflagration or preburning. In this study, the preburning process is isolated by using

a canonical system, where a prescribed preburning profile is used. A near-ideal deto-

nation wave formed in a homogeneous and stoichiometric mixture is introduced into

the domain with this stratified mixture and fixed preburning profile. Analysis of the
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Figure 3.43: Conditional average of heat release rate per unit volume conditioned on
pressure at di↵erent distance ranges behind the detonation wave front.

wave propagation and detonation structure was conducted.

The detonation wave was found to propagate with a spread of speeds, indicating

that the preburning of the mixture significantly a↵ects the strength of the leading

shock. The most probable speed was close to the CJ speed, but the standard deviation

was ˘15%, even for equivalence ratio variations that are small compared to practical

RDEs. The detonation wave exhibited a complex structure, with a mixing region

behind the propagating front where vortical structures with a length scale comparable

to the stratification length scale were created. Overall, the detonation structure

was weaker, with even the triple points exhibiting lower peak pressures compared to

expected theoretical values.

The shock weakening was directly related to the preburning of the fuel/air mixture.

The initial compression was smaller than theoretical values, with an average pressure

increase of approximately 8 times the pre-shock pressure. As a result, the induction

zone was much longer, leading to slower heat release extending far behind the shock

front, where vortex-driven mixing enforced the homogenization of fuel/air mixtures.

These results indicate an important connection between pre-shock deflagration

and loss of e�ciency. In general, to have a compact heat release zone, it is necessary
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to have a strong compression wave. Any reduction in peak pressure can adversely

a↵ect the heat release profile. The premature deflagration process directly weakens

this shock front, leading to a slow and distributed heat release. There is consider-

able unburnt fuel downstream of the shock front. In other words, so-called parasitic

combustion (deflagration ahead of the wave) directly leads to commensal combustion

(heat release far downstream of the wave), indicating that parasitic combustion is

the root cause of loss of combustion e�ciency. The fact that these features could be

reproduced without significant turbulence in the system indicates that turbulence is

more critical to the fuel/air mixing ahead of the shock rather than shock propagation

itself.

3.4 Chapter Summary

A series of simulations of detonating flow in canonical configurations have been

carried out to study the impact of non-idealities on the detonation wave structure

along with their implications on RDE operation and performance. Exclusively using

the UTCOMP solver (described in Sec. 2.1), a high-fidelity direct numerical sim-

ulation approach at a computationally-tractable resolution was used to identify the

small-scale processes at the detonation wave scale. The first set of simulations utilized

a linear array of injectors (denoted the linear model detonation engine (LMDE)) with

partially-premixed reactants to observe detonation wave propagation. The detonation

structures are multi-dimensional in nature. The region of detonation is characterized

by a coupled high-pressure front and reaction zone. As the wave moves through the

columns of injectors, through regions of varying equivalence ratios, the reaction zone

broadens as the region of post-detonation deflagration grows in time. The pressure

and reaction fronts are closely attached when passing through the injector jets due

to lower acoustic impedance reinforced by detonative heat release and become decou-

pled in very lean regions between injector columns. A cyclical process occurs over the
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course of the injector region. The complex reaction zone consists of multiple pres-

sure waves and density gradients. The initial wave does not completely consume the

available fuel/oxidizer mixture, and turbulent mixing driven by vortices stemming

from the triple points and three-shock region serves to mix the intermediary gases

and ensure more complete combustion. In turn, the reaction zone is thicker and the

detonation wave is of lower strength than the ideal ZND solution through a homoge-

neous mixture. The results are compared to the experimental observations of Burr et

al. [40]. The detonation wave structures and complex reaction zones observed in the

numerical simulation are similar to those seen in the experiment.

The second set of calculations evaluated detonation propagation through a strat-

ified mixture of fuel and oxidizer arranged in irregular patches throughout a confined

three-dimensional channel. Additionally, mixture preburning was added to the pro-

pellant mixture to simulate the e↵ects of secondary combustion and premature defla-

gration observed in practical RDEs. These simulations highlight the importance of

numerical simulations in their ability to interrogate configurations that may not be

controllable through experiments. A detonation wave passing through non-detonable

mixtures purely convects the reaction zone species, causing them to lag behind the

shock front. In a stratified mixture, shearing forces generated as the detonation passes

through the fuel-rich and fuel-lean regions augment the vortical structures generated

at the triple points and mix the partially-burnt reactants within the reaction zone

and post-detonation region. Through a DNS approach, three di↵erent length scales

(0.581, 0.894, and 1.854 mm) of fuel/air stratification were simulated. The fuel/air

stratification length scale directly a↵ects the size of the vortical structures that are

formed by the interaction of triple points and transverse waves along the detonation

wave front. The small eddy size in the finest stratification case results in a fairly pla-

nar wave front, where the curved nodes along the wave front are more closely spaced.

With increasing stratification length scale, the vortical structures increase in size,
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and the reaction zone (characterized by mixing structures and sharp pressure gradi-

ents) broadens. There is greater variance in wave velocity, with a maximum wave

speed nearly 25% above the CJ speed, in the large stratification case due to a con-

centrated energy release process enforced by the increased distance between discrete

fuel sources. However, the large eddies are less e�cient at allowing the residual and

post-detonation gases to thoroughly mix within the reaction zone. This is evidenced

by the increased variability of fuel mass fraction across the detonation wave in cases

with increased stratification length scale.

Similarly, the detonation cell size – a product of the small-scale triple point and

transverse/Mach wave interactions – scales with the stratification length scale. The

soot foil patterns for the three studied cases show that the distribution of fuel and

oxidizer can alter the e↵ective detonation cell size for the mixture. Ultimately, the

smaller stratification length scale leads to a higher combustion e�ciency by nearly

5% over case 3. On the other hand, the larger stratification scale is beneficial for

increased total pressure rise - nearly 6% greater than that of case 1. Heat release in a

wave front-constrained region for case 1 is approximately 2.1% higher than in case 3.

As a result, detonation strength and combustion e�ciency compete with variations

in fuel/air stratification. Overall, the physical structure of the detonation wave front

is highly dependent upon the distribution of the fuel and oxidizer.

In the final simulation, premature deflagration is isolated by using a canonical

channel system, where a prescribed preburning profile is used. The detonation wave

was found to propagate with a spread of speeds, indicating that the preburning of

the mixture significantly a↵ects the strength of the leading shock. The most probable

speed was close to the CJ speed, but the standard deviation was ˘15%, even for

equivalence ratio variations that are small compared to practical RDEs. The detona-

tion wave exhibited a complex structure, with a mixing region behind the propagating

front where vortical structures with a length scale comparable to the stratification
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length scale were created. The shock weakening was directly related to the preburning

of the fuel/air mixture. The initial compression was smaller than theoretical values,

with an average pressure increase of approximately 8 times the pre-shock pressure.

Overall, the detonation structure was weaker, with even the triple points exhibiting

lower peak pressures compared to expected theoretical values. These results indicate

an important connection between pre-shock deflagration and loss of e�ciency. In gen-

eral, to have a compact heat release zone, it is necessary to have a strong compression

wave. Any reduction in peak pressure can adversely a↵ect the heat release profile.

The premature deflagration process directly weakens this shock front, leading to a

slow and distributed heat release. There is considerable unburnt fuel downstream of

the shock front. In other words, so-called parasitic combustion (deflagration ahead

of the wave) directly leads to commensal combustion (heat release far downstream of

the wave), indicating that parasitic combustion is the root cause of loss of combustion

e�ciency. The fact that these features could be reproduced without significant tur-

bulence in the system indicates that turbulence is more critical to the fuel/air mixing

ahead of the shock rather than shock propagation itself. These simulations provide

critical insight into how critical secondary e↵ects influence detonation structure and

performance. The non-ideal processes and their implications will influence the mod-

eling choices and the analysis procedures of the full-scale simulations in Chaps. IV

and V.
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CHAPTER IV

Non-idealities in Non-premixed RDEs

The next chapter marks a shift in the dissertation towards the simulation of full-

scale RDEs with non-premixed operation and a complex injection scheme. The nu-

merical simulation of full-scale systems allows the analysis of secondary e↵ects at

the system level: unsteady mixing process, injector dynamics, multiple detonation

waves with secondary competing waves, and the combustion process. To this end,

the rotating detonation rocket engine (RDRE) designed and operated by Air Force

Research Laboratory (AFRL) [21] and collaborators [132, 154, 278] is numerically

represented and studied. Here, gaseous methane and oxygen are used as propellants

and the detonation behavior under di↵erent operating conditions is evaluated. Fur-

thermore, through Model Validation for Propulsion e↵ort at the 2021 AIAA Scitech

Forum, di↵erent aspects of the numerical simulation of non-premixed detonation en-

gines are interrogated, using the RDRE as a representative design. The first section,

Sec. 4.1, will describe the background for the application of RDEs in rocket appli-

cations. There are two numerical representations of the RDRE that will be studied:

revision A and revision B. The numerical representation of the revision A RDRE

geometry is described in Sec. 4.2.1. Section 4.2.2 presents the detonation behavior at

three operating conditions. Additionally, the modifications to the numerical RDRE

geometry developed during the MVP e↵ort (revision B) are provided in Sec. 4.3.1.
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The results with the revision B RDRE, along with various studies performed on res-

olution and ignition e↵ects, are outlined in Sec. 4.3.2. The current understanding

of the AFRL RDRE gleaned through numerical simulations of the revision A and

revision B representations are summarized in Secs. 4.2.3 and 4.3.3.

4.1 Motivation

Rotating detonation engines have shown considerable promise for use in rocket

propulsion applications. For instance, it has been theoretically shown that a 6-8%

increase in specific impulse is feasible with the rotating detonation rocket engine

(RDRE) [282, 317]. Rocket-type impinging injector designs have been studied nu-

merically [96] and experimentally [44]. Kasahara et al. [106] have demonstrated the

RDRE design for a sounding rocket system.

Realizing the advantages of an RDE is entirely dependent on an e�cient design

that can reduce losses due to incomplete or non-ideal detonation [316]. Due to the

non-premixed injection, mixing the reactants su�ciently such that the detonation

wave is sustained is critical. At the same time, the shock wave creates a high-pressure

blockage of the inlets, and can temporarily inhibit or reduce reactant inflow during

a detonation cycle, altering the mixing performance for the next cycle. Moreover,

if the incoming flow is compressible (i.e, Mach number greater than 0.6), mixing is

further suppressed [276]. In fact, the lack of complete mixing can lead to premature

deflagration [255], weaker detonation waves [40], and slower heat release that does

not support the detonation wave [50].

RDEs are closely linked to acoustic instabilities found in rocket combustors [3, 4].

In particular, multiple waves and weaker secondary waves that interact with the pri-

mary detonation are possible. At the same time, the detonation wave speed may

not be stable, with variations due to turbulent mixing-induced stratification. Conse-

quently, regular failure/re-ignition of detonations is possible. It has been consistently
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observed that turbulence leads to enlarged reaction zones in RDEs [40, 226, 235].

Prakash et al. [235] found that discrete injection led to thicker detonation structures

with a leading shock wave followed by a complex set of pressure waves created by a

distributed reaction zone. Moreover, this structure creates vortical flow and lends to

mixture homogenization behind the shock wave. The wave itself is weaker than ideal

premixed detonations, with a reduced pressure increase [61, 247]. Discrete injection of

methane/oxygen in a linearized system has demonstrated that the wave propagation

velocity ranges from over 90% of the theoretical Chapman Jouguet (CJ) velocity to

as low as 81% based on the phasing of the oxidizer injection in comparison to that

of the fuel [41]. In the development of a stable and e�cient RDE, it is important to

understand the relationship between the injection and detonation processes.

While a number of di↵erent mixing configurations have been studied [45, 91,

96, 122], the impinging jet design is preferred due to its use in conventional rocket

combustors [302]. Understanding the impact of mixing in compressible conditions

(which deters turbulent mixing) on the detonation process is critical for designing

robust RDREs. Here, the fuel and oxidizer are introduced at an angle, which creates

a shear layer where the jets meet and convect downstream. The onset of mixing and

the breakdown of the shear layer are influenced by the relative composition of the fuel

and oxidizer streams. Hence, a region of non-mixed or poorly mixed reactants exists

near the base of the detonation chamber, which may serve to diminish detonation

strength near the base of the channel. In past numerical studies, the detonation wave

is found to be situated at some stando↵ distance from the injector plane, as peak

heat release occurs within well-mixed regions [61]. This wave positioning may be

beneficial in suppressing the heat flux into the injector plenums and erosion of the

injector surface [174]. However, if the mixing is incomplete or if there is su�cient

time for autoignition prior to wave arrival, the detonations will be weaker [95].

Further, methane and natural gas are favorable fuels for use in RDREs due to their
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high specific impulse and lower coking propensity compared to some RP fuels [287].

These fuels are readily available and workable low-cost energy sources [33]. Methane-

fueled RDEs have been extensively studied both experimentally and numerically [94,

151, 283, 312]. With this background, the focus of this study is on understanding

the interaction between mixing and detonations in an RDRE designed for operation

with methane and oxygen, a configuration studied experimentally at the Air Force

Research Laboratory (AFRL) [21]. In particular, the role of the transient mixing

process in stabilizing the detonation wave is extracted from detailed simulations.

The injector dynamics and the combustion process are also interrogated.

4.2 Revision A AFRL RDRE

4.2.1 Numerical configuration and approach

The AFRL RDRE geometry consists of 72 pairs of impinging discrete fuel and ox-

idizer injectors arranged within an annular combustion chamber, as shown in Fig. 4.1,

with inner and outer diameters of 66.2 mm and 76.2 mm, respectively, resulting in

an annulus width of 5 mm. Due to the similar detonability of methane/oxygen mix-

tures in comparison to hydrogen-air mixtures, the annulus width is similar to that of

hydrogen-air RDCs used in past studies [247]. Figure 4.2 provides a cross-sectional

schematic of this geometry. The fuel and oxidizer injector diameters are 0.787 mm

and 1.245 mm, respectively. The area ratio between the oxidizer injectors and the

detonation annulus is 0.099.

An unstructured mesh resolution of 200 µm is provided throughout the injector

and the lower detonation channel region, relaxed to 400 µm within the upstream

plenum and aft region of the detonation channel and outflow plenum. The resolution

of 200 µm is equivalent to the order of the induction length for methane/oxygen

detonation at atmospheric pressure. The full-scale resolution resolves 1-2 points
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Figure 4.1: Cut-away view of the RDRE combustion chamber with impinging fuel
and oxidizer injectors.

Figure 4.2: Cross-sectional schematic with primary dimensions of the AFRL
methane/oxygen RDRE with a detailed view of the computational mesh
near the injector scheme and detonation annulus.

across the one-dimensional induction length. However, in three-dimensional detona-

tion with non-premixed injection, the detonation process is highly non-ideal, leading

to broad reaction zones and induction lengths that are significantly longer than the

175



one-dimensional relation [40, 231, 234, 235]. The selected grid resolution resulted in

at least 10 cells across the broadened induction length, approximately an order of

magnitude larger than that of the ideal detonation case. Consequently, the selection

of refinement su�ciently captures the detonation process, and note that a similar

refinement for numerical simulations is used in both full system RDC studies and

two-dimensional unwrapped RDC analysis [212, 263]. As a result, there are 29.2

computational control volumes within the domain. The walls are modeled with a no-

slip, adiabatic boundary condition. At this time, additional resolution is not provided

near the walls to resolve boundary layer e↵ects.

A range of flow rates is considered to isolate the e↵ect of plenum pressures on

wave behavior. A list of the simulations is provided in Tab. 4.1. The back pressure

is set to 0.1 MPa for all cases. The macroscopic design parameters of the RDRE are

obtained as follows. The mass flow rate is computed by:

9m “
ª

inlet

⇢udAinj, (4.1)

where 9m is the target mass flow rate, ⇢ is the gas density, u indicates the axial flow

velocity, and A is the cross-sectional area. The net thrust reaction force is obtained

as:

T “
ª

exit

⇢u2 ` pp ´ pbackqdAexit, (4.2)

where p is the gas pressure and pback is the imposed back pressure.

The specific impulse is given by:

Isp “ F

9mfuelg
, (4.3)

where g is the gravitational acceleration and 9mfuel is the mass flow rate of fuel.

The numerical procedure is as follows. The detonation annulus is initialized with
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Table 4.1: RDRE case parameters for three di↵erent operating conditions.

Nominal High � High 9m

9mfuel [g/s] 5.97 7.95 7.58

9moxidizer [kg/s] 0.207 0.185 0.277

9mtotal [kg/s] 0.267 0.265 0.353

� 1.15 1.71 1.09

Pf,plen [MPa] 1.21 1.49 1.39

Po,plen [MPa] 1.10 0.94 1.34

T0 [K] 300 300 300

Pback [MPa] 0.1 0.1 0.1

a quiescent flow field. Fuel and oxidizer issue from the upstream plenums which

are pressurized with a uniform velocity. Further, a mass flow rate boundary con-

dition is employed at the plenum axial inflow boundary surface to ensure that the

desired feed mass flow rate is achieved. The injectors are developed in the absence

of combustion for 0.5 ms and the flow is choked at the injector throat. A shear layer

forms at the mid-channel location, parallel to the channel walls. Due to the highly

turbulent flow, the fuel and oxidizer mix as the jet shear layer breaks down. The

temperature and pressure within the domain do not support the onset of combustion.

A one-dimensional Zeldovich-von Neumann-Döring (ZND) profile is patched within

the base of the annulus to drive the formation of a detonation wave. The patched

region occupies the full width of the detonation annulus and has a height similar to

the injector fill height. The highly unsteady flow is allowed to evolve for 1.0 ms until

statistically-stationary detonation behavior with a stable number of waves is estab-

lished. Under steady-state operation, the simulation is executed for an additional 1.0

ms, corresponding to roughly 6-8 system cycles (depending on the wave speed). At

this point, a detailed analysis of the system is performed.
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4.2.1.1 Chemical kinetics mechanism

The skeletal mechanism, FFCMy-12, of Xu et al. [277, 326] is utilized to reduce

the number of transported species and decrease the computational cost. Based on the

Foundational Fuel Chemistry Model 1.0 [277], this mechanism employs 38 reaction

steps with 12 species to model the combustion of methane/oxygen mixtures. This

model has been developed for use in detonative flow problems. The mechanism has

been validated through a series of one- and two-dimensional numerical simulations to

evaluate the Chapman-Jouguet (CJ) velocity, von Neumann pressure, and detonation

cell size. To ensure that the choice of chemical mechanism does not unduly a↵ect

the outcomes of this study, several canonical flow configurations are considered in

Sec. 2.2.8.

4.2.2 Simulation results and discussion

4.2.2.1 General behavior

The AFRL RDRE is numerically evaluated at the three di↵erent operating con-

ditions outlined in Tab. 4.1. The baseline, high equivalence ratio, and high mass flow

rate cases primarily di↵er in the global equivalence ratio of the fuel-oxidizer mixture.

The pressure and temperature contours at the midchannel location of the three-

dimensional geometry, unwrapped and projected onto two dimensions, are provided

in Fig. 4.3. In the baseline and high mass flow rate cases, two co-rotating waves are

observed. While weak counter-rotating secondary waves are shed from the primary

wave system, these structures do not manifest completely and are suppressed during

the collision with the primary waves. It must be noted that the secondary waves

are of slightly higher strength in the high mass flow rate case. The primary wave

system is largely planar and stands vertically in the detonation chamber, whereas

the oblique shock wave stemming above the fill height of the injectors is at a greater
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angle with the vertical in the high mass flow rate case, arcing away from the direction

of wave propagation. Here, the peak pressures observed along the wave front are

significantly stronger, and the triple point structure enforces greater corrugation of

the wave front. Due to the higher pressures observed at the wave front, the expansion

zone extends further behind the wave. The oblique shock wave stemming from the

detonation front imposes higher compression of the gases in this high mass flow case.

On the other hand, the high equivalence ratio case is distinguished by the existence

of four waves, consisting of two counter-rotating wave pairs, within the detonation

chamber. Both waves in each counter-rotating pair are of similar strength, and as a

result, are sustained at a steady-state mode of operation. The detonation waves are

significantly weaker than the high mass flow rate and baseline cases, with a reduced

amount of triple points along the front. Consequently, the wave front is noticeably

arced towards the direction of propagation, as it seems the shock front is leading the

detonation front. Due to the lower peak pressures observed here, the expansion to

atmosphere conditions occurs more compactly.

In the temperature contours of Fig. 4.3, the e↵ect of the detonation wave system

on the injector recovery process is discernible. In comparison to the baseline case,

the high mass flow rate case features a greater fill height of the fuel-oxidizer mixture.

While preburning of the reactant mixture imposes a contact surface and a parabolic

injector profile between detonation waves in both cases, the e↵ect of preburning is

noticeably lower in the high mass flow case. The preburning (in the baseline case,

for instance) is visualized through the contours of OH and the normalized product of

HCHO and OH in Fig. 4.4. Here, the wave in the azimuthal plane is projected onto

two dimensions, replicating a viewing window from experimental optical imaging. OH

residual ahead of the detonation wave front is seen, and the normalized product of

formaldehyde and hydroxide increases just ahead of the wave and continues through

the reaction zone. In the baseline case, the injector height reaches a peak value at
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Figure 4.3: Two-dimensional projection of pressure and temperature contours for a)
the baseline (top row), b) high � (middle row), and c) high 9m (bottom
row) cases.

the midpoint between the two detonation waves whereas, in the high mass flow rate

case, the fill height continues to grow prior to the arrival of the second wave. Contact

surface burning of the injectors starts to narrow the injector column width beyond

this intermediate location but the column remains attached. This is primarily due

to the high plenum pressures and increased sti↵ness of the fuel and oxidizer injectors

in this configuration. The low-temperature region near the base corresponds to the

cold fuel and oxidizer jets issuing from the injectors. This region is separated from

the high-temperature fluid by a contact surface, which is similar to the structure seen

in two-dimensional simulations [264]. When the detonation wave passes over a pair

of injectors, it introduces high-temperature post-detonation gases to the base of the

channel. However, as will be shown below (Sec. 4.2.2.2), the high plenum pressures
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prevent complete blockage of the reactant flow. As a result, the jets quickly recover

behind the detonation wave. Further, jet impingement appears to prevent much of

the post-reaction gases from entering the region between the injectors near the base

of the channel, which can cause premature deflagration and loss of e�ciency. As a

result, only limited deflagration ahead of the wave is observed close to the base as

much of the high-temperature gas is evacuated from the injector region.

Figure 4.4: (Top row) projection method for two-dimensional optical window visu-
alization and (bottom) two-dimensional projection of OH molar concen-
tration and normalized product of HCHO and OH as a detonation wave
passes the “optical window.”

On the other hand, contact with the post-detonation gases at the top of the jet fill

height seems to introduce significant deflagration ahead of the wave, reflected in the

parabolic shape of the jet height of the baseline case. The jet recovery following wave

passage reaches a maximum injection height midway between the detonation waves,

followed by deflagration of the contact layer and a reduction of the unreacted fluid
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height. Figure 4.3 also shows the pressure contour highlighting the two detonation

waves. Unlike ideal two-dimensional flows, the pressure waves display a spatially-

distributed structure. In discrete injection-based systems, it has been observed that

the detonation wave can become thicker, primarily due to the variations in the mixture

properties between injectors [41, 95, 235]. However, shock-weakening is considerably

more severe in discrete injection-based hydrogen-air systems [50, 247, 255]. In these

systems, it was found that parasitic combustion, in the form of premature ignition

of the fuel-oxidizer mixture led to a weakening of the detonation structure. In con-

trast, the temperature contour here does not show significant deflagration close to

the injection plane.

In the high equivalence ratio case, a curved injector profile is also visualized, but

greater column heights are enforced due to the higher relative mass flux of the fuel

stream. Further, the prevalence of lower temperature gas in the detonation chamber

in this configuration results in slightly diminished preburning of the reactant mixture

at the fill height contact surface. The additional waves observed here result in a more

chaotic injector profile. However, even at the location of the detonation wave, the

injector stream is not suppressed to the extent observed in the baseline and high mass

flow cases due to the lower ratio between the detonation pressure and reactant plenum

pressures. Further, higher temperature gas is observed throughout the detonation

channel in the high mass flow rate case, and the amount of low-temperature gas

increases with the baseline case, and even more low-temperature gas is observed in

the high equivalence ratio case. Thus, the detonation e�ciency appears to decrease

with the baseline and high equivalence ratio case as a more partially burnt and low-

temperature gas mixture is prevalent. In the high equivalence ratio case, large pockets

of cold gas exist at locations downstream of the detonation chamber and are convected

towards the exit.

To understand the source of the e�ciency loss, the mixing structure close to any
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given pair of injectors is considered for the baseline case (Fig. 4.5). It is seen that

right when the wave arrives, the jet is fully developed. However, a region of very

high fuel concentration is formed near the wall, which leads to reduced detonation

strength. As the wave passes over the injectors, the jets become suppressed and

recover to full height as the second wave arrives. It is important to note that no

large-scale circulation is observed here. The region of detonable mixture is near the

center of the annulus. In order to understand the flow structure, it is useful to plot

the Takeno flame index [330]: ⇠ “ rYF ¨ rYO{|rYF ||YO|. A value of ´1 indicates

a di↵usion-flame-like behavior, while 1 indicates a premixed deflagration. In the

present context, this quantity could be used to deduce the local mixing structure.

Figure 4.5 shows that the interface between the rich fuel and the oxidizer stream is

predominantly di↵usion-like, while regions closer to the wall are more characteristic

of premixed-like mixtures. Closer to the walls, the premixed structure would indicate

that fuel entrainment into the oxidizer stream is nearly complete. In spite of the large

variations in fuel composition throughout the cross-section and as a function of time,

the indicator function is nearly randomly distributed, with lamellar-like structures.

Figure 4.6 provides the mean axial pressure distribution at the outer wall for

the three di↵erent cases, in comparison to experimental continuous tube attenuated

pressure (CTAP) measurements. Note that the numerical measurements represent

temporally-averaged pressure values at the outer wall location and do not model the

CTAP dynamics. All three cases provide a gradual decay in pressure with axial dis-

tance, however, the high mass flow rate case results in the highest pressure for the

length of the detonation channel as expected. The baseline and high equivalence

ratio cases feature similar profiles, with a peak pressure observed between 5-10 mm

downstream of the channel. Between 20 and 70 mm, a near-linear decay in average

pressure is observed. Similar behavior is observed in the pressure contour of Fig. 4.11.

In the baseline case, the numerical pressure measurements overpredict the pressure in
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Figure 4.5: (Top row) Equivalence ratio and (bottom row) Takeno flame index con-
tour time history during the passage of a detonation wave in a cutting
plane normal to the injector system, where t̄ is the period of the deto-
nation wave pair. An initial wave has passed t0 and a second wave has
swept the injector at t0 ` 1

2 t̄.

the detonation annulus for the length of the combustor. The pressure peaks transpire

over a very short duration (roughly 1µs), which may not be measurable even using

high-frequency dynamic pressure equipment. Other studies [49] have shown that peak

pressure measurements in experiments are consistently lower than expected values ei-
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ther from theory or from simulations [255]. It is also seen that the peak pressures

along the wave front vary with time, indicating unsteady and variable detonation

behavior. In the high equivalence ratio case, the numerical measurements are similar

to the experimental measurements, with lower mean pressures than the baseline case,

indicating that a weaker detonation wave (lower pressure jump and gradient) may

contain a broader pressure front that may be captured by CTAP equipment more

accurately. However, in the high mass flow case, the numerical measurements under-

shoot the experimental values but are roughly 20% higher than the baseline and high

equivalence ratio cases. Further, the numerical pressure profile is distinguished from

that of the other cases by a plateau until about 10 mm channel height. Beyond, this

point the decay in pressure with axial distance occurs more rapidly with downstream

distance until approximately 30 mm channel height, with an increased presence of

oscillations in the pressure profile. The plateau highlights that a strong detonation

wave exists throughout the first 10 mm of the detonation chamber. Subsequently,

a stronger expansion region exists from 10 to 20 mm, resulting in a more rapid re-

duction in pressure. By the end of the detonation channel, the mean pressure is still

higher than the baseline and high equivalence ratio cases.

Figure 4.6: Comparison of average axial pressure at the outer wall with experimental
results for (a) the baseline, (b) high �, and (c) high 9m cases.

To understand the di↵erences in the axial pressure profiles, the transient pressure

signal sampled from simulations at 2,000,000 Hz is plotted on the right in Fig. 4.7.
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It is seen that the pressure peaks transpire over very short durations (roughly 1µs),

which may not be measurable even using high-frequency pressure sensors. Other

studies [49] have shown that peak pressure measurements in experiments are consis-

tently lower than expected values, either from theory or from simulations [255]. In

the capillary tube average pressure (CTAP) measurement, viscous dissipation within

the tube results in a temporal average of the pressure measurement. Viscous ef-

fects attenuate the pressure perturbations and may dampen the unsteady pressure

fluctuations observed within the chaotic RDE flow environment. Further, the numer-

ical measurements do not model the CTAP dynamics. It is also seen that the peak

pressures significantly vary between cycles, indicating a highly unsteady and variable

detonation front. Further, it was found that the wave speed can be as high as 50%

over this baseline value, and could also quench/re-ignite during the run.

Figure 4.7: The pressure trace at two locations azimuthally 45˝ apart and at 8.9 mm
axial height from the injection plane, for the baseline case. Sampled at
2,000,000 Hz, the pressure trace highlights the cycle-to-cycle variation in
peak pressure and the narrow duration of the passing detonation front
tracked by the pressure measurement.

Table 4.2 outlines the wave speeds observed among the three cases for both the

numerical simulations and the experiment. Due to the weaker detonation in the

high equivalence ratio case, wave speeds 7% lower than the baseline condition were

computed. The decay in wave speed between the baseline and the high equivalence
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Table 4.2: Wave speed for the three di↵erent operating conditions.

Baseline High � High 9m

Uwave,sim

[m/s]
1279 1202 1405

Uwave,exp [m/s] 1563 1179 870

ratio case observed in the experiment is captured here. However, while the experiment

observed largely diminished wave speeds at the high mass flow rate condition, the

simulation predicts 10% higher wave speeds, supported by the increased detonation

strength and higher average chamber pressure (Fig. 4.6) of the high mass flow rate

case.

4.2.2.2 Unconditional features

To quantify the behavior of the injection system to the passing detonation wave,

temporally-averaged axial flow velocity (Uy) and static pressure is presented in Fig. 4.8.

The profile is sampled at the middle of the fuel and oxidizer throat cross-section at

y “ 0 mm, the base of the detonation chamber. Note that this profile is also spa-

tially averaged over multiple injectors at an equidistant spacing from one another. t̄

represents the mean cycle period of the detonation wave system. In all three cases, a

single cycle of the RDRE features two passes of the detonation wave system at a given

point in the domain. In the high equivalence ratio case, a pair of counter-rotating

detonation waves arrive at a given injector at roughly the same time. Consequently,

each injector recovers within half the mean cycle period. In the response of both the

fuel and oxidizer streams, the high mass flow rate imposes the greatest suppression

due to the highest observed detonation pressure. For the high mass flow rate case, the

fuel stream diminishes to nearly 20% of the full flow rate due to wave passage, while

a reduction to approximately 25% is observed for the baseline case. The baseline case

exhibits slightly lower decay whereas the fuel stream is minimally a↵ected by the
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passing detonation wave in the high equivalence ratio case, as expected. Further, the

sti↵ness of the injector is demonstrated in the initial response to the detonation wave:

in the baseline and high equivalence ratio cases, the injector flow velocity is a↵ected

by the increased pressure ahead of the detonation wave due to mixture preburning

and the flow responds more gradually to the passing detonation wave than in the

high mass flow rate case. Here, the fuel mass flow rate is stable at the fully-choked

condition until it decays abruptly due to the spike in the chamber pressure. Similar

behavior is observed in the oxidizer stream.

Due to the asymmetry in the fuel distribution seen in Fig. 4.10, the detonation

wave is stronger near the inner wall for the baseline and high mass flow rate cases, and

hence the fuel injector. Consequently, the detonation wave arrives earlier at the fuel

injector than the oxidizer injector. The formation of triple points and detonation wave

ignition near the inner wall of the chamber results in greater acoustic fluctuations in

the response of the fuel injector. Interestingly, in the oxidizer stream, the baseline and

high equivalence ratio cases respond similarly. As seen in Fig. 4.10, the detonation

process shifts towards the outer wall in the high equivalence ratio case, resulting in

pressures near the oxidizer injector similar to that of the baseline case (as seen in the

pressure profiles). The benefit of the high feed pressures of RDRE injector schemes

manifests in the lack of reverse flow observed in both the fuel and oxidizer injector

streams, even in the high mass flow case. For the baseline and high mass flow rate

cases, both the fuel and oxidizer injector recover completely before the arrival of

the next detonation wave. In the pressure profiles of the fuel and oxidizer streams,

the flow pressure momentarily exceeds the plenum pressure in the high mass flow

rate case. However, this does not lead to flow reversal due to the short duration

of the high pressure. With increasing detonation strength, the injectors are more

a↵ected by the passing detonation wave, but the recovery to the choked condition

occurs more rapidly. Even though flow reversal is not observed, pressure waves from
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the detonation front do enter the feed plenums but are quickly dissipated by viscous

forces. An increased detonation pressure (due to a mass flow rate higher than those

tested here) may result in a momentary flow reversal for this injection scheme.

Figure 4.8: Comparison of temporally and spatially-averaged axial flow velocity (Uy)
and pressure for the fuel and oxidizer injector among the baseline, high
�, and high 9m cases. t̄ is the mean cycle period of the detonation wave
system, where a cycle is composed of two detonation wave passes in all
three cases.

In order to understand the combustion processes among the three di↵erent cases,

Fig. 4.10 shows time-averaged mixture fraction and heat release contours within

the lower detonation chamber. The mixture fraction is defined (through Bilger’s

method [29]) with the elemental mass fractions of carbon (C), hydrogen (H), and

oxygen (O) as:

Zmix “
ZC

mWC
` ZH

nWC
` 2pYO2,2´ZOq

⌫1
O2

WO2

ZC,1

mWC
` ZH,1

nWC
` 2YO2,2

⌫1
O2

WO2

(4.4)

where Zl is the elemental mass fraction of the l-th element, Yk is the species mass
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fraction of the k-th species, Wk is the molecular weight of the k-th species, the

subscripts 1 and 2 denote the fuel and oxidizer streams, respectively, the subscripts

C, H, O and O2 refer to the parameters for carbon, hydrogen, oxygen, and oxygen

gas, respectively, the values of m and n are the number of carbon and hydrogen

atoms, respectively, in the representative hydrocarbon fuel CmHn, and ⌫O2 is the

stoichiometric coe�cient for O2 in the representative chemical reaction.

In the baseline and high mass flow rate cases, the higher mass flux of the oxidizer

in comparison to that of the fuel biases the stoichiometric line towards the inner wall.

The heat release profiles for the baseline and high mass flow rate cases are similar

in structure, but a greater fraction of heat release occurs around the 10 mm channel

height in the high mass flow case. This is supported by the increased detonation

strength, as the primary front is established at some stando↵ distance from the base

of the channel. As seen in Fig. 4.6, the peak pressure in all three cases occurs at

this axial distance. It appears that the heat release is more spatially distributed in

the baseline case. The heat release profile follows the stoichiometric isoline in both

cases, which signifies the shear layer between the fuel and oxidizer streams. The high

equivalence ratio case exhibits interesting behavior, with a near-vertical stoichiometric

isoline near the base of the channel. Further downstream, the stoichiometric line shifts

very near to the outer wall. Near the injection plane, the stoichiometric isoline shifts

toward the fuel stream rather than toward the oxidizer stream as observed in the

other two cases. Thus, it seems that in the baseline and high mass flow cases, the fuel

is entrained in a recirculation zone due to the impingement of the oxidizer stream at

a higher relative mass flow rate than in the high equivalence ratio case. In the high

equivalence ratio case, the heat release is highly concentrated in a region ranging from

7.5 to 12.5 mm injection height, near the mid-channel location. Due to the high local

equivalence ratio, the majority of heat release occurs further downstream than the

other two cases; the local equivalence relaxes more slowly than the baseline and high
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mass flow cases as a higher mixture fraction is observed at distances downstream of

the channel. The heat release also features two distinct pathways near the base of the

channel, separated by a region of diminished heat release between 2.5 to 5 mm axial

location. The mixture fraction contour shows lower mixture fraction near the inner

wall at this height than in the baseline and high mass flow rate cases, lending to a

lower heat release fraction. Overall, the heat release occurs across a broader radial

region than in the baseline and high mass flow conditions. In all three cases, the heat

release fraction drops o↵ beyond the 20 mm axial location.

Since detonations occur at slightly richer mixtures, wave propagation occurs pref-

erentially closer to the inner wall where a well-mixed layer exists. Following re-

ignition, the high-pressure region spans the full width of the channel. On the other

hand, the wave is slanted forward in the azimuthal sense (as seen through an axial

cross-section view of Fig. 4.9), with the shock leading near the outer wall. This is

attributed to the expansion e↵ects of a detonation through a curved channel. How-

ever, due to the well-mixed layer near the inner wall, wave strength near the outer

wall cannot be sustained. Consequently, an oscillatory wave strength phenomenon

in time, due in part to the competition between the fuel distribution and curvature

e↵ects, is observed in this configuration. While heat release is oriented towards the

inner wall as well, it is more uniformly distributed across the cross-section. Interest-

ingly, the peak heat release occurs close to the injection plane, where deflagration is

observed (Fig. 4.3). This is mainly because the deflagration process is stably-observed

throughout the cycle, while detonation-based heat release occurs only during wave

passage over the injectors.

Additionally, an unmixedness factor, defined as � “ xZ22y{pxZyp1 ´ xZyqq, which

is a measure of the variation in the local mixture fraction, shows that the high mass

flow rate case features slightly greater variation in the local composition along the

jet mixing layer than in the baseline case, but a similar trend is observed. However,
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Figure 4.9: Baseline case pressure profile time sequence in the axial cross-section at
a height of 8.9 mm from the base of the detonation chamber, separated
by approximately 0.01 ms.

near the stoichiometric line for the high equivalence ratio case, a very large � value is

observed, reminiscent of jet flapping behavior, indicating that the local composition is

highly susceptible to the passing detonation wave. Further, the high local equivalence

ratio supports the large level of unmixedness observed in this case. Compared to the

other cases, the unmixedness parameter of not insignificant values exists beyond 10

mm in a broader radial region. Similarly, due to the slightly higher global equivalence

ratio of the baseline case in comparison to that of the high mass flow case, the

flow remains unmixed for a slightly longer downstream distance here, and higher

unmixedness levels are observed near the base of the chamber. The high equivalence

ratio case results in the least mixing, supported by the weaker detonation and more

chaotic flow behavior observed in this configuration. For all the cases, � is quite high

(at least 0.4), which shows jet unsteadiness similar to flapping. Further, the flow

remains unmixed for a significant distance downstream, indicating that fuel-oxidizer

mixing is not high in this configuration. This further validates the lower wave speeds

observed in the simulation and experiment in comparison to theoretical values.

Figure 4.11 provides the temporally-averaged mixture fraction [29], temperature,
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Figure 4.10: Normalized heat release rate (left column), mixture fraction (middle col-
umn), and unmixedness factor � “ xZ22y{pxZyp1´ xZyqq (right column)
for (top row) the baseline, (middle row) high �, and (bottom row) high
9m cases in the lower detonation channel averaged over multiple cycles
during steady-state operation. The isoline of mixture fraction (middle
column) highlights the stoichiometric region within the detonation chan-
nel.
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and pressure in the complete detonation channel for the three cases. While the

baseline and high mass flow rate cases result in similar profiles for all three parameters,

the high mass flow results in stronger detonation with higher pressures in the lower

detonation channel. Further, high pressure is biased towards the outer wall and

the highest temperature occurs in the midchannel location beyond the 20 mm axial

location. On the other hand, in the high equivalence ratio case, the region of higher

mixture fraction is interestingly shifted away from the inner wall; the low temperature

associated with the fuel stream is located near the mid-channel location and a high-

temperature pocket of gas exists at the inner wall location, a behavior not observed in

the other two cases. Furthermore, the isoline of rich mixture fraction of Zmix “ 0.40

shows that the composition contains less fuel near the inner wall as a region of rich

mixture fraction is bounded at the midchannel location. Further downstream, the

mixture becomes more homogeneous with a higher mixture fraction throughout the

inner half of the annulus. Thus, the higher momentum flux of the fuel in comparison

to the oxidizer creates a sti↵er column of fuel that is able to penetrate the oxidizer

jet more e↵ectively, resulting in higher mixture fractions at locations downstream.

Similarly, this biases the mixing layer towards the outer wall, and the fuel stream

is not constrained near the lower inner wall due to recirculation zones. Due to the

increased fuel mass fraction at locations downstream, the inner wall is coated by a

layer of cooler gas than in the baseline and high mass flow cases. Interestingly, the

layer of cooler gas along the inner wall extends further downstream the channel in

the high mass flow rate case than in the baseline case. For the high equivalence ratio

condition, the pressure profile in the radial direction is more homogeneous compared

to the other two cases.
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Figure 4.11: Mixture fraction, temperature, and pressure for the baseline, high �, and
high 9m cases throughout the detonation channel averaged over multiple
cycles during steady-state operation. The black isoline (left) highlights
the rich mixture fraction of Zmix “ 0.4 within the detonation channel.

4.2.2.3 Conditional statistics

Figure 4.12 displays the conditional averages of temperature, heat release rate,

and fuel and oxidizer mass fraction in mixture fraction space, computed at di↵erent

heights in the channel. The conditional averages provide insight into the reactivity of

the mixture. The conditional temperature profile is parabolic with a peak near the

stoichiometric mixture fraction of Zmix “ 0.2004, rather than the Burke-Schumann-

type profile expected for this nominally-fast chemistry. Thus, the detonation reaction

process in three-dimensional systems is significantly slower than the theoretical ex-

pectation. In all three cases, similar peak temperatures are reached at distances

downstream of the jet impingement location at a 5 mm axial distance. Note that a

lower temperature is observed at the 8.9 mm axial location, with the peak tempera-

ture occurring at a lean mixture fraction. With a higher mass flow rate (and lower

global equivalence ratio), the peak at the lean condition is less pronounced. In the

high equivalence ratio case, the temperature at locations downstream of 10 mm is
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lower than the other cases, whereas the conditional temperature is higher at the base

of the channel. This occurs due to a broad region of deflagrative heat release in the

lower channel, supported by the heat release profile of Fig. 4.10. For an ideal detona-

tion of stoichiometric CH4-O2 mixture, the post-detonation temperature is roughly

3700 K, which is nearly 700 K higher than the values reached here.

The conditional heat release rate (HRR) per unit volume curves (Fig. 4.12) show

that a broad region in mixture fraction space contributes to the overall exothermicity

of the system. While heat release appears to be higher near the stoichiometric value,

similar to the conditional temperature plot, richer mixtures also contribute to this

process. Heat release in lean mixtures is lower than the values observed in the other

two cases. Further, high heat release at rich conditions is observed throughout the

full detonation channel. The heat release profiles for the baseline and high mass flow

rate cases are similar, but heat release extends to richer mixtures at the 8.9 mm axial

location for the high mass flow case. Contrary to the conditional temperature plot,

peak heat release occurs both at the base of the channel and roughly 9 mm. At the

base, deflagration and the passage of the shock wave contribute to this value, while

detonation is strongest in the 5-15 mm height range. With downstream distance,

the heat release rate drops in magnitude. It should be noted the consumption of O2

occurs over a considerable axial distance. As a result, even though the temperature

increases with downstream distance, this increase is driven by a weaker and spatially-

distributed deflagration process. However, the heat release due to detonation in the

high mass flow rate case is greater than in the other two cases.

The fuel species profiles are similar for the three cases, but greater fuel mass

fraction at distances downstream is observed in the high equivalence ratio case as

expected. The oxidizer mass fraction profiles exhibit interesting behavior. In typical

di↵usion flames, the conditional average of fuel and oxidizer should diminish to zero at

leaner/richer than stoichiometric conditions. Here, however, it is observed that while
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the oxygen mass fraction approaches zero at Zst, the value increases further at richer

conditions. Near the base of the channel, the oxygen consumption is higher than at

distances downstream, corresponding to the temperatures and high heat release rates

observed at this location in richer conditions. The consumption of oxygen is also

greater at this height than at the baseline and high mass flow rate conditions. At the

8.9 mm axial location, there is reduced consumption of oxygen compared to the other

two cases. This interesting reversal is due to the large deflagrative heat release near

the base of the channel. However, near the 10 mm height, reduced detonation strength

results in the partial consumption of fuel and oxidizer that is purely convected towards

the exit while undergoing a slow heat release process, as observed in the pockets of

low-temperature gas in Fig. 4.3. At distances far downstream, 50 and 70 mm, oxygen

is more completely consumed in the baseline and high mass flow rate cases. However,

in the high equivalence ratio case, increased amounts of oxidizer exist in rich mixtures

even at these downstream distances. Near the stoichiometric condition, the oxidizer is

more completely consumed. Thus, partially-burnt mixtures with a rich composition

of fuel are entrained in the post-detonation gas.

This delayed consumption of oxygen provides insight into the heat release struc-

ture. As seen in Fig. 4.6, the detonation-induced pressure rise decays axially, but

the highest pressures are observed below 20 mm. While all of the primary heat re-

lease occurs in this region, there is still unburnt fuel and oxidizer that escape the

detonation region. In other words, the detonation wave is unable to process all the

fuel-oxidizer mixture available. This is mainly due to the weak detonation wave. As a

result, partially oxidized fuel is carried downstream in a relatively high-temperature

gas, where subsequent oxidation to CO2 occurs. This delayed processing of the fuel

is reflected in the conditional oxidizer relation. It is also seen that downstream, the

conditional temperature on the rich side increases, which is due to the completion of

the combustion process through deflagration or homogeneous reactions.
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Figure 4.12: Conditional average in mixture fraction space at di↵erent heights from
the injection plane within the detonation channel averaged over multiple
cycles of the system for (top row) the baseline, (middle row) high �, and
(bottom row) high 9m cases.

The average heat release rate per unit volume conditioned on pressure is displayed

in Fig. 4.13. Here, the high mass flow rate case features the highest pressure at the 8.9

mm axial location, followed by the baseline case, and the high equivalence ratio case.

Hence, the strongest detonation is observed here. Within the full detonation channel,

peak pressures due to triple points and three-dimensional e↵ects are nearly double

that of the baseline case. The profiles for the baseline and high equivalence ratio

cases are interestingly similar, with heat release at similar pressures near the base of

the channel, corresponding to deflagration. In the high mass flow rate case, the heat

release near the chamber base is almost an order of magnitude higher than the high

equivalence ratio case, occurring at pressures nearly 80% higher; the detonation wave
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front in the high mass flow rate case spans a larger range of axial distances. At the base

of the channel, the heat release begins to drop o↵ at higher pressures. At very high

pressures, the heat release due to detonation is nearly an order of magnitude greater

than the baseline and high equivalence ratio, signifying high detonation e�ciency in

this configuration. In all three cases, high heat release is generally associated with high

pressure throughout the domain. More importantly, at downstream distances, the

heat release rate is substantially lower and also occurs at lower pressures, consistent

with a spatially-distributed deflagration-driven combustion process.

Figure 4.13: Conditional average of heat release rate per unit volume conditioned on
pressure at di↵erent heights from the injection plane within the deto-
nation channel averaged over multiple cycles of the system for the (a)
baseline, (b) high �, and (c) high 9m cases.

4.2.3 Study conclusions

High-fidelity numerical simulations of the methane/oxygen RDRE were performed

at the di↵erent operating conditions that vary the global equivalence ratio and the

system mass flow rate: 1) baseline configuration, 2) high equivalence ratio, and 3)

high mass flow rate. These conditions provide insight into the operating envelope of

the RDRE and highlight the merit of numerical studies in investigating the combus-

tion processes and injector dynamics within such complex combustion systems. In

particular, an initial revision of the AFRL RDRE geometry, denoted here as revision

A, was studied. The baseline and the high system mass flow rate cases behave simi-
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larly, with stronger detonation and higher peak pressures observed in the high mass

flow rate condition. Here, detonation dominates the combustion process with heat

release nearly an order of magnitude greater than the baseline and high equivalence

ratio cases. Further, the peak and average pressures in the lower detonation channel

are significantly higher. The increase in detonation pressure at the base of the chan-

nel due to the higher mass flow rate is greater than the increase in plenum pressures

used to feed this configuration. However, the higher detonation pressures un-choke

the injectors to a greater extent, with lower injector velocities during wave passage

than in the other two cases.

The high equivalence ratio case results in chaotic behavior with two pairs of

counter-rotating detonation waves. However, the increased relative mass flux of the

fuel in this configuration allows for greater penetration of the fuel jet into the oxidizer

flow, resulting in higher local mixture fraction throughout the width of the channel

and at distances far downstream of the jet impingement point. The high mass flow

rate case results in increased detonation wave strength whereas the high equivalence

ratio case results in increased deflagrative heat release near the base of the channel

and in locally-rich regions of the domain.

The high plenum pressures in all three cases ensure that no flow reversal is ob-

served. In the baseline and high mass flow cases, no large-scale circulation in the

reactant mixture. The fuel-oxidizer distribution is asymmetric with a rich mixture

attached to the inner wall of the annulus. The detonation waves are stronger near

the inner wall in this configuration, and heat release peaks in this region as well. For

the high equivalence ratio case, the fuel stream exhibits a large level of unmixedness

near the base of the channel and becomes more well-mixed further downstream of

the channel. However, the mixture fraction throughout the width of the detonation

channel is higher in this case, and the mixing layer between the fuel and oxidizer

streams is shifted toward the outer wall. The wave speeds and peak pressures ob-
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served are significantly lower than the CJ conditions, at approximately 57% and 62%

of the CJ expectation, respectively, for the high mass flow rate case. Significantly

lower pressures were recorded for the baseline and high equivalence ratio cases.

The high plenum pressures and injector geometry result in fairly sti↵ injectors

that are minimally a↵ected by the passing detonation wave. This is evidenced by

a lack of detonation products and reverse flow through the injector during a det-

onation wave passage. There is no large-scale circulation observed in the reactant

mixing region, and the fuel distribution is asymmetric with a rich mixture attached

to the inner wall of the annulus. The interface between the rich fuel and the oxidizer

stream is predominantly di↵usion-like, while regions closer to the wall exhibit more

premixed-like behavior. Parasitic combustion of the reactant mixture ahead of the

detonation wave diminishes its strength, and the wave energies spatially fluctuate,

with large variations in local wave speed and flow compression. The high mass flow

rate condition assists in limiting the amount of parasitic combustion at the injector

fill height, contributing to the higher detonation strength observed here. Thus, high-

fidelity numerical studies provide valuable information on the detailed detonation

physics and anomalous behavior within the system.

4.3 Revision B AFRL RDRE

4.3.1 Numerical configuration and approach

The revision B numerical representation of the AFRL RDRE di↵ers from the

revision A configuration in the upstream feed plenums and exhaust plenum volumes.

As shown in Fig. 4.14, the fuel and oxidizer plenums are truncated with shorter

plenum flow paths. The fuel radially enters the fuel plenum from the inner side wall,

rather than axially at the base of the extended plenum in revision A. Additionally,

the exhaust plenum has been enlarged, with a diameter approximately 3.5 times that
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of the annulus outer wall and a length nearly 6.5 times the chamber height. The

feed plenum modifications were performed to 1) more precisely control the mass flow

rate through the injectors and 2) closely replicate the feed plenum dynamics of the

experimental configuration. The high plenum pressures of the RDRE and micro-

nozzle injectors limit the feedback of pressure waves into the feed plenums through

viscous forces, and issues arising from wave-inflow boundary interactions within the

time simulated numerically are not a concern based on the simulations with the

revision A representation. The exhaust plenum with progressive mesh coarsening

dissipates pressure waves and isolates the dynamics within the RDRE combustion

chamber from the outflow boundary condition treatment. The revision B geometry

incorporates the standardization set forth by the Model Validation for Propulsion

e↵ort outlined by AFRL.

Figure 4.14: Cross-sectional schematic with primary dimensions of the AFRL
methane/oxygen RDRE with the revision B modifications and a de-
tailed view of the finer computational mesh within the RDRE.

Two di↵erent mesh resolutions with primarily hexahedral cells will be discussed

here: 1) coarse mesh with 21.9 million control volumes and 2) fine mesh with 118.3
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million control volumes. In the coarse mesh, a cell resolution of 200 µm was employed

throughout the feed plenums, injectors, and combustion chamber. On the other hand,

the cell resolution for the fine mesh was refined to 100 µm throughout the area of

interest. In both meshes, the cell resolution is progressively coarsened beginning in the

lower exhaust plenum to dissipate adverse pressure waves. Similar to the revision A

studies, a mass flow-rate boundary condition is applied on the plenum inflow surfaces

to enforce the operating condition, and adiabatic, no-slip wall boundary conditions

are used. In the fine mesh, there are approximately 8 cells across the fuel injector

and 13 cells across the oxidizer injector. A cross-sectional visualization of the RDRE

combustion chamber and injection scheme is shown in Fig. 4.15. The fine mesh serves

as the baseline mesh for the studies in this section, while the coarse mesh is used to

evaluate mesh resolution e↵ects. The solver speed-up enabled by the GPU-accelerated

chemistry and flux routines (partition outlined in Fig. 2.10) allows simulation of these

larger meshes with hydrocarbon-based detailed chemistry.

In order to standardize the RDRE initialization procedure, a homogeneous igni-

tion kernel is used to perturb the system as follows. The combustion chamber and

exhaust plenums are filled with air at ambient quiescent conditions. The fuel and

oxidizer plenums are pressurized with initial estimates from experimental solutions

or analytical calculations, and a mass flow rate boundary condition is prescribed at

the inflow surfaces of the plenums to define the operating condition. The injector

jet columns develop and the combustion chamber fills with a fuel/oxidizer mixture

up to a nominal fill height of 0.5 ms. At this point, a homogeneous ignition kernel

consisting of methane and oxygen (with mass fractions of YCH4
“ 0.2 and YO2

“ 0.8)

at a high temperature (3000 K) and pressure (4 MPa) is placed within the combus-

tion chamber. This kernel spans the full width of the combustion chamber, covers

2˝ in the azimuthal direction, and extends up to a height of 5 mm. The ignition

kernel expands and induces a chaotic flow field within the combustion chamber. This
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Figure 4.15: Visualization of the fine mesh in the injector and combustion chamber
cross-section with a cell resolution of 100 µm.

method perturbs the chamber with a high energy impulse and does not provide a

directional preference for the detonation waves that emerge. The chaotic combus-

tion period evolves for approximately 1-1.5 ms before an operating mode with co- or

counter-rotating waves becomes established. After this point, an additional 0.5 ms of

the system is simulated under a quasi-steady state mode of operation, under which

the operational statistics are extracted and analysis is performed.

4.3.2 Simulation results and discussion

Employing the fine mesh revision B representation, two operating conditions are

studied: 1) the nominal and 2) the high mass flow rate conditions. These are similar

to the set points studied in Sec. 4.3.2, but the experimental geometry and numerical

representation are more closely matched. A summary of the experimental properties
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Table 4.3: RDRE operational parameters for the nominal and high 9m operating con-
ditions.

Nominal High 9m

Exp. Sim. Exp. Sim.

9mfuel [g/s] 6.0 5.96 7.9 7.9

9moxidizer [kg/s] 0.207 0.215 0.273 0.268

9mtotal [kg/s] 0.267 0.275 0.352 0.347

� 1.16 1.11 1.16 1.18

Pf,plen [MPa] 1.31 1.22 1.49 1.60

Po,plen [MPa] 1.20 1.23 1.44 1.49

PCTAP,1 [MPa] 0.380˘0.014 0.475 0.497˘0.014 0.590

PCTAP,2 [MPa] 0.296˘0.014 0.373 0.431˘0.014 0.472

Wave speed [m/s] 1809.8˘11.4 1357 1668.3˘12.9 1189

No. Waves 2
2

(co-rotating)
3

4 (2 counter-
rotating
pairs)

Thrust [N] 357.6˘2.2 469.3 585.4˘2.7 620.5

Isp [s] 139˘1 177 164˘1 185

along with the numerical results is shown in Tab. 4.3.

The evolution of the operating condition for both cases can be visualized in a

so-called “detonation surface plot.” Here, the azimuthal pressure trace at a given

height in the combustion chamber is plotted as a function of time from the point of

ignition to steady-state operation. In this study, the 8.9 mm combustion chamber

height is used to coincide with experimental pressure equipment at this axial position.

The surface plot visualization method allows for clear identification of the operating

mode, the number and direction of the waves, and the wave speeds. The detonation

surface plots for the nominal and high mass flow rate cases are shown in Fig. 4.16.

The nominal case establishes two co-rotating waves with a mean wave speed during
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steady-state operation of 1357 m/s. On the other hand, the high mass flow rate

case appears to result in wave splitting: at the higher mass flow rate, rather than

faster waves of increased strength or an increased number of co-rotating waves, two

counter-rotating wave pairs are established with a mean wave speed of 1189 m/s. The

wave speeds follow expectations and the trends observed in the experiment: as the

number of waves in the system is increased, the wave speed is reduced to support this

operation. While counter-propagating waves shed of the primary system are often

seen in RDEs, the counter-propagating wave mode in the high mass flow rate is of

equal strength in either azimuthal direction. The wave strength is reinforced through

the collisions but the operation does not have a preferential direction.

Figure 4.16: The detonation surface plots for the nominal and high mass flow rate
cases show the evolution of the operating mode from ignition to steady-
state operation, with inset images highlighting the wave structure during
the steady-state period exclusively. The surface plots are constructed
using the azimuthal pressure trace at the 8.9 mm chamber height.

206



The unwrapped profile of Mach number in the laboratory reference frame is dis-

played in Fig. 4.17. The product gases from the detonation waves are expanded and

accelerated towards the exit of the combustor. In both cases, the exit remains choked

throughout the wave cycle, although the exit flow is more uniformly sonic in the

nominal mass flow rate case, with an increased number of supersonic flow regions.

This choked outlet boundary contributes to the operating mode of the RDE through

acoustic wave reflections which feedback to the injection plane.

Figure 4.17: Instantaneous profile of Mach number in the laboratory reference frame
for the (left) nominal and (right) high mass flow rate cases. The profiles
along the RDRE combustion chamber mid-channel plane are unwrapped
and projected onto two dimensions.

The axial pressure profile along the outer wall is shown in Fig. 4.18. The experi-

mental trends are captured in the axial pressure decay, although the absolute pressure

values are over-predicted in both cases by approximately 25% for the nominal case

and 10% for the high mass flow rate case. The discrepancies in the averaged pres-

sure profiles may be subject to pressure peak attenuation in the experimental data,

as explained in Sec. 4.2.2, and numerical e↵ects. In the detonation plot, it is clear

that while a homogeneous ignition kernel is used, the operating mode of the RDRE

is established from the propagation of minor instabilities in the flow field, reinforced

by the numerical e↵ects. Thus, a symmetric perturbation results in an asymmetric

operating mode. The selection of the numerical scheme a↵ects the unsteady dynamics

within these systems.
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Figure 4.18: The axial pressure profile comparison between the numerical simulation
(during steady-state operation) and the experiment extracted along the
outer wall position for (left) the nominal case and (right) the high mass
flow rate case.

Table 4.3, the feed plenums stabilize at slightly di↵erent values from the exper-

imental expectation. For instance, in the nominal case, the fuel plenum decreases

in pressure while the oxidizer plenum increases in pressure, resulting in steady-state

plenum pressures that are of similar value. In the high mass flow rate case, both the

fuel and oxidizer plenum pressures increase to support the target mass flow rates.

The time history of pressure fluctuations during steady-state operation is provided in

Fig. 4.19. The pressure variations in the fuel plenum are of higher frequency and the

pressure impulses echo the pressure jumps due to the passing detonation wave. The

oxidizer plenum features lower-frequency variations with a period encompassing a few

wave cycles. The pressure variations in the nominal case are greater, with amplitudes

of approximately 4.5% and 7.7% of the baseline values of the fuel and oxidizer pres-

sures, respectively. On the other hand, the amplitudes of the pressure variations in

the high mass flow rate case are 2.8% and 4.1% of the baseline steady-state values for

the fuel and oxidizer plenums, respectively. Thus, the higher feed pressures and the

weaker individual waves in the high mass flow rate case lead to dampened pressure

e↵ects in the plenums.

The chamber-averaged profiles of temperature, normalized heat release rate, mix-
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Figure 4.19: Plenum pressure fluctuations at the outer wall of the fuel and oxidizer
plenums during steady-state operation, extracted from numerical simu-
lations, for the (top row) nominal case and (bottom row) high mass flow
rate case. The numerical probe is placed at a central position in the
axial direction.

ture fraction [29], and the unmixedness factor (defined in Sec. 4.2.2) are shown in

Fig. 4.20. With similar operating equivalence ratios, the temperature and mixture

fraction profiles are nearly identical, but the increased high-temperature gas exists

beyond 7.5 mm in the high mass flow rate case. This suggests increased deflagra-

tion which is continuous throughout the wave cycle, whereas detonation heat release

is momentary. This deflagration occurs at the fill height of the injectors and intro-

duces higher-temperature combustion products ahead of the wave, an outcome of the

weaker counter-propagating wave system. This is further reinforced by the normal-

ized heat release profile, where a large fraction of the heat release is confined beyond

10 mm in the nominal case but is more distributed within the first 17.5 mm with
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the high mass flow rate case. This upstream shift of the heat release rate fraction is

due to increased deflagration and a weaker detonative heat release in relation to the

energy release sustained by deflagration. The unmixedness factor � shows increased

jet unsteadiness which is of higher magnitude and extends further into the detona-

tion chamber than in the nominal flow rate case. This unsteadiness is attributed to

the counter-propagating wave system which limits jet development and the fill height

of the injectors. Further, the intensity of the opposing wave collisions may more

e↵ectively suppress the injectors and lead to increased jet flapping behavior.

In addition, the chamber-averaged profiles of volumetric heat release rate and

mixture fraction [29] phase-averaged within 2˝ sectors 5˝ ahead and 5˝ behind the

wave front reveal interesting di↵erences in the bifurcation of combustion between

deflagration and detonation. For both cases, there is a well-distributed heat release

structure ahead of the detonation wave, peaking along the mid-channel radial position

at a value of 10 MW/m3. On the other hand, 5˝ behind the wave front, the peak heat

release increases by nearly an order of magnitude and shifts towards the inner wall,

and is primarily confined between the 10-15 mm height. The heat release ahead of

the wave corresponds to deflagrative combustion in the form of mixture preburning

whereas the heat release immediately behind the wave is attributed to high-pressure

detonative combustion. Deflagration spans the majority of the combustion chamber

while detonation resides near the inner wall due to the increased fuel concentration.

Further, it exhibits a stand-o↵ height of about 10 mm from the base of the combustion

chamber. In the nominal case, detonations are stronger, featuring an energy release

maximum of nearly 100 MW/m3 at the 15 mm axial height while the peak is at

approximately 70 MW/m3 between the 12.5 mm to 15 mm axial for the high mass

flow rate case. In contrast, deflagrative heat release is more pronounced in the high

mass flow rate case with a more distributed arrangement from a height of 10 mm

to nearly 25 mm. The counter-propagating wave pairs in the high mass flow rate
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Figure 4.20: Temporally-averaged profiles of temperature, normalized heat release
rate, mixture fraction, and unmixedness factor during steady-state op-
eration for (top row) the nominal case and (bottom row) the high mass
flow rate case. The dashed red isoline of mixture fraction (middle right)
highlights the stoichiometric region within the detonation channel.

case lead to increased secondary combustion and contribute to weaker and slower

detonation waves. This is evident in the mixture fraction profiles, where there remains

an increased amount of residual fuel at locations downstream (° 12.5 mm height)

in the high mass flow rate case in comparison to the nominal case. The counter-
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propagating wave mode supports a slow and distributed heat release process but

ensures complete combustion of the available reactant mixture by the exit of the

RDE. Ahead of the detonation wave, the mixture fraction distributions are similar

in structure for both cases, although the nominal case exhibits a taller reactant fill

height with increased fuel penetration into the chamber as expected. The increased

mixture fraction values beyond the 15 mm height in the high mass flow rate case are

also observed here.

The temporally-averaged exit plane (76 mm combustion chamber height) profiles

of O2 and CO2 mass fraction and mixture fraction [29] for the nominal and high

mass flow rate cases are illustrated in Fig. 4.22. In both cases, there is residual fuel

entrainment near the inner wall coinciding with the fuel injector. Similarly, there

are pockets of oxidizer near the outer wall, but the concentrations are minimal. The

residual propellants increase noticeably with the high mass flow rate case, identifying

increased incomplete combustion and mixing. Further, there is reduced oxidation of

fuel to CO2 in the high mass flow rate case as well. Notably, 97.8% of the fuel is

converted to product or intermediate gases in the nominal case, whereas this param-

eter drops to 94.6% in the high mass flow rate case. Intermediate and product gas

fractions may fluctuate due to reverse reactions as the gases are convected towards

the exit. Additional methods for quantifying the percentage of the injected fuel mass

that is partially oxidized, as opposed to fully oxidized, would be beneficial for future

analysis.

The next set of sections details various studies performed using the AFRL RDRE

as a platform to investigate analysis techniques, mesh e↵ects, and ignition method-

ologies.
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Figure 4.21: Profiles of volumetric heat release rate (far and middle left) and mix-
ture fraction (far and middle right) for (top row) the nominal case and
(bottom row) the high mass flow rate case, phase-averaged at di↵er-
ent locations relative to the wave front–5˝ ahead and 5˝ behind–and
temporally-averaged during steady-state operation. The dashed red iso-
line of mixture fraction highlights the stoichiometric region within the
detonation channel.

4.3.2.1 Heat release partitioning

In order to partition the heat release (HR) within the RDE into either the det-

onation or deflagration modes, two methods can be employed. The first is a simple

analytical approach based on the observed wave speed of the operating mode. The
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Figure 4.22: Temporally-averaged profiles of O2 and CO2 mass fraction and mixture
fraction at the exit plane of the RDE combustion chamber for the (top
row) nominal and (bottom row) high mass flow rate cases.

following relation provides the analytical expression for detonation wave speed:

uwave “
a
2p�2 ´ 1qpqtheo ` cPT q (4.5)

where qtheo is the theoretical heat release associated with detonation. For ideal

methane/oxygen mixtures For an observed average wave speed, uwave,sim, a reduced

heat associated with detonation can be computed. For the nominal and high mass

flow rate cases, this results in a detonative heat release fraction of 22.7% and 14.6%,

respectively.

The second method relies on the heat release partitioning model described by

Burr and Paulson [39]. Using a modified thermodynamic cycle shown on the left of

Fig. 4.23, the heat release can be partitioned into three components: heat release due

to 1) parasitic deflagration q1, 2) detonation q2, and 3) post-detonation deflagration
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q3. The entrainment of post-detonation gases in the reactant fill region and the

subsequent parasitic deflagration has two critical consequences on the properties of

the detonation wave. First, deflagration consumes a portion of the propellants in

the reactant mixture, which cannot be combusted by the detonation wave. Second,

the entrainment of post-combustion gases and deflagration raise the temperature of

the reactant mixture ahead of the detonation wave, raising the e↵ective sound speed

ahead of the wave. This leads to a decrease in the wave Mach number and the e↵ective

compression across it, as seen in Sec. 3.3. Thus, the heat release component q1 is heat

release ahead of the wave that diminishes wave strength (parasitic combustion) and

q2 is heat release su�ciently behind the wave (beyond the sonic plane) that doesn’t

support wave propagation (commensal combustion) [39, 48, 53]. While this heat

release past the sonic plane does not support the detonation wave, it does contribute

to achieving complete combustion [39, 139]. These components of heat release can be

extracted from numerical simulations using a detonation surface plot of the volumetric

heat release rate depicted on the right of Fig. 4.23.

Figure 4.23: (Left) Thermodynamic cycle of heat distribution model adapted from
Ref. [39] and (right) a detonation surface plot constructed from the vol-
umetric heat release rate at a height of 8.9 mm within the combustion
chamber for the nominal flow rate case.

In the volumetric heat release rate detonation surface plot at a nominal height

of 8.9 mm in the combustion chamber, the heat release can be separated into the
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q1, q2, and q3 components. At a given time, the wave front location of each wave

is marked using the pressure-based detonation surface plot shown in Fig. 4.16. For

this application, the region contributing to q1 is defined from 5˝ ahead of the wave

up to the wave front. q2 is the region from the wave front to the mean sonic plane

distance behind the wave. Finally, q3 is the region from the mean sonic plane of a

given wave up to the 5˝ ahead of the next consecutive wave (or the same wave in

a single-wave system). q1 and q3 contribute to the deflagrative heat release and q2

represents the detonative heat release. A line integral of the volumetric heat release

rate detonation surface plot about a given wave produces the partition of q1, q2, and

q3, and this process is averaged in time and across all waves in the system. The

mean one-dimensional thermodynamic profiles in the wave reference frame for the

nominal case are shown in Fig. 4.24. Here, the wave front is identified by the rapid

increase in the pressure profile of the upper right plot. Using the mean wave speed,

the flow velocity and the Mach number in the wave reference frame are outlined in the

lower center of Fig. 4.24. The sonic plane is situated where the Mach number in the

wave reference frame recovers to the sonic condition: a distance of 0.705 cm or 11.3˝

behind the wave for the nominal case. Using this physical partition, the heat release is

divided into 2.5% parasitic deflagration HR (q1), 81.0% post-detonation deflagration

HR (q3), and 16.5% detonation HR (q2). This heat release fraction is informative

of the heat release support from detonation. A similar method can be extended to

the high mass flow rate case and other cases with counter-propagating waves but

special care is required to ensure a robust spatial wave partitioning algorithm during

counter-propagating wave interactions. The development of this approach is ongoing

research and would be beneficial for universal analysis.

216



Figure 4.24: One-dimensional profiles of (top left) temperature and volumetric heat
release rate, (top right) species and pressure, and (bottom center) flow
velocity and Mach number in the wave reference frame for the nominal
flow rate case, temporally averaged across all waves during the steady-
state period.

4.3.2.2 Mesh resolution e↵ects

The e↵ect of the mesh resolution on the operating mode of the RDRE is quantified

through the use of the coarse and fine meshes with resolutions of 200 µm and 100

µm, respectively, to simulate the nominal flow rate case (results of the high mass

flow rate case not shown here). The unwrapped profiles of pressure and temperature

along the mid-channel plane are shown in Fig. 4.25 for the coarse and fine meshes

during an instance of steady-state operation. As shown earlier (see Tab. 4.3), the fine

mesh results in 2 co-rotating waves whereas the coarser mesh produced two pairs of

counter-propagating waves. The peak pressure region of the wave front shifts toward

the injection plane with the coarse mesh, signifying a lower fill height and di↵erent

injection dynamics. In the fine mesh simulation, the detonation wave stands tall, with
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a primary detonation height in the 10-20 mm height region. The counter-propagating

wave system results in a parabolic injector profile (as seen in the temperature plot)

with a fill height of approximately 10 mm. With the fine mesh, a triangular injector

profile is observed which extends more than 15 mm into the combustion chamber with

narrower injector columns. Furthermore, the counter-propagating operating mode in

the coarse mesh results in an oblique shock wave that leads ahead of the forward-

leaning detonation wave, whereas the fine mesh results in a more planar detonation

wave and oblique shock wave. As expected, the finer mesh reveals more turbulent

structures and flow complexity.

Figure 4.25: Instantaneous profiles of pressure (left column) and temperature (right
column) along the RDRE combustion chamber mid-channel plane un-
wrapped and projected onto two dimensions for the (top row) coarse and
(bottom row) fine meshes. The nominal flow rate case is displayed here.

Figure 4.26 shows the time-averaged exit plane (76 mm combustion chamber

height) profile of mixture fraction and the out-of-plane velocity in the fuel injec-

tor cross-section. The fuel consumption e�ciency di↵erence is notable with a greater

than 10% reduction in residual fuel by the exit plane of the RDE. While 97.8% of

the fuel is converted to product or intermediate gases in the fine mesh case, only

85.2% is consumed in the coarse mesh case due to the galloping wave mode. Fur-
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ther, the residual fuel is largely entrained near the inner wall but can extend up to

the mid-channel location in the coarser mesh simulation. Apart from the influence

of resolution on detonation propagation and mixing, the injector response is also af-

fected. A cross-section of the fuel injector out-of-plane velocity shows that the higher

resolution results in a significantly more realistic mean flow profile as expected. In

a rocket-type RDE with micronozzle injectors, the resolution is crucial as it a↵ects

the e↵ective injector discharge coe�cient. With narrow micronozzles and increased

plenum pressures, highly compressible flow with suppressed mixing is encouraged. An

increased discharge coe�cient has the e↵ect of diminished nozzle e�ciency, which can

a↵ect the recovery process of the injectors and their ability to maintain the target flow

rate. The di↵erences in the operating condition between the two mesh representations

can be attributed to these numerical e↵ects.

Due to the GPU-accelerated scalability of the UMReactingFlow solver with large

meshes and chemical mechanisms, additional studies were performed where a 25˝ sec-

tor of the RDRE geometry, spanning five pairs of injectors, was progressively resolved

down to a 20 µm resolution from the 200 µm coarse mesh. This represents a near-

DNS level resolution and provides an opportunity to study the detonation-turbulence

interaction in a stratified mixture. The detonation wave solution in the DNS-level

mesh is compared to a coarse mesh solution of 200 microns. Figure 4.27 shows a

sector of the RDRE combustion chamber mesh, along with pressure and dilatation

profiles, as the detonation wave passes through the near-DNS level region. Here, the

triple point dynamics, the reflected shock structures, and the compressibility of the

flow are observable. The benefits of a highly-refined mesh surrounding the detonation

wave are immeasurable. Adaptive mesh refinement architectures to represent complex

geometries are an active area of research and are currently being investigated.
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Figure 4.26: Temporally-averaged profiles of (top) mixture fraction and axial (bot-
tom) injector velocity for the (left) coarse and (right) fine meshes. The
nominal flow rate case is displayed here.

4.3.2.3 Wave multiplicity and ignition method e↵ects

One of the most intriguing aspects of RDE operation is wave multiplicity and

direction [e.g., 44, 247, 281]. For a given design and operating condition, there is

no comprehensive understanding of the number of waves formed. Moreover, the

direction of these waves is not predictable a priori. When the detonation process is

initiated using some ignition source, several waves are formed, which then coalesce

over several cycles to form the steady-state flow structure. For a given configuration,

the number of waves is generally reproducible [242], although some studies have shown
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Figure 4.27: Comparison of the detonation wave structure within the RDRE channel
with the (left column) near-DNS level mesh and (right column) coarse
mesh in terms of (top row) mesh structure, (middle row) pressure profile,
and (bottom row) dilatation rate.

that hysteresis e↵ects may be present, especially when transitioning between two

di↵erent operating conditions [28, 48]. While several studies show that the initiation

mechanism does not change the number of waves [e.g., 28], there are also studies that

indicate dependence on initiation [332]. Interestingly, Ref. [280] has shown that RDE

reaches a steady state that is independent of the initiation procedure, measured as

energy introduced into the system for ignition.

As part of the Model Validation for Propulsion workshop, an e↵ort was made to

standardize the ignition method so as to not encourage a preferential direction or num-

ber for the detonation waves that emerge. As seen earlier in Sec. 4.3.2, a high-energy

homogeneous ignition kernel results in a chaotic flow path that evolves to form a

detonation wave system due to instabilities cultivated by turbulence. However, in the

high mass flow rate case, the simulations produced two pairs of counter-propagating

waves whereas the experiments sustained three co-rotating waves (with secondary

waves). Along with the implications of the numerical representation of the RDE,

221



the short-time simulations (O(10 ms)) of these systems may not capture all mode

transitions observed in experiments (O(100 ms)). To study if a given mass flow rate

and equivalence ratio can support multiple operating modes, the high mass flow rate

case was ignited with three ramp profiles (each ramp profile constructed as explained

in Sec. 4.2) spaced uniformly in the azimuthal direction of the combustion chamber.

The result of the a) homogeneous ignition kernel and b) three ramp profiles are elu-

cidated in Fig. 4.28. In both of these trials, the injector jets were developed through

cold flow for 0.5 ms. Ignition within a quiescent region of propellants filled to 5 mm

resulted in a similar steady-state solution but extended the length of the initial tran-

sient regime due to the homogeneous propellant mixture that strengthened the initial

wave passage.

Figure 4.28: Instantaneous profiles of pressure (top row) and temperature (bot-
tom row) along the RDRE combustion chamber mid-channel plane un-
wrapped and projected onto two-dimensions for solutions generated us-
ing (left column) a homogeneous ignition kernel and (right column) three
detonation ramp profiles. The high mass flow rate case is simulated here.

With a homogeneous ignition kernel, four waves of similar strength operate stably

within the combustion chamber, reinforced by wave collisions. With linear detonation

222



ramp profiles, the operating condition quickly settles on 3 co-rotating waves, spaced

approximately 120˝ apart. In the temperature plot, triangular injector refresh profiles

shorter in height than the parabolic refresh profile developed by the single ignition

kernel are observed. It is known that the number of waves is found to be related to

the refill height h, which is the distance that fresh mixtures travel axially before the

azimuthally-moving detonation wave is encountered. Thus, an increased number of

co-rotating waves results in a reduced fill height. With the counter-propagating wave

mode, there is a stratified refill region, with two bands of cold gas separated by a high-

temperature product gas. This is due to an interaction between the fuel and oxidizer

injectors as they respond di↵erently to the counter-propagating wave system. With

the ramp profile ignition method, there is increased acoustic noise in the post-shock

reaction zone, with secondary waves shed o↵ the primary system. Further, the mean

chamber pressure at the 8.9 mm height increases by approximately 3.3% to 0.608

MPa. Additionally, the reduced impedance of a co-rotating wave mode and fewer

individual waves within the system results in a wave speed increase of approximately

3% to 1225 m/s.

Thus, the numerical operating mode of the RDE is a function of many factors,

ranging from the numerics to the initialization method. The number of waves an

RDE sustains is related to the refresh time of the injectors, and whether the injection

scheme or operating condition can provide a su�ciently mixed reactant gas to support

a given number of detonation waves within the domain. While the homogeneous

ignition kernel initially spawns a chaotic field and requires time for the waves to

coalesce and reduce in number, an initialization with a fixed number of ramp profiles

can establish a stable number of waves with a wave solution di↵erent from the single

ignition kernel method.
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4.3.3 Study conclusions

The revised numerical representation of the AFRL RDRE, revision B, was inves-

tigated at a nominal and high mass flow rate. In particular, a finer cell resolution

of 100 µm was employed throughout the feed plenums, injectors, and combustion

chamber. While the operating conditions are similar to those evaluated in Sec 4.2,

the increased cell resolution enabled by the GPU-accelerated UMReactingFlow solver

allowed for additional analysis of the mean flow profile and operating characteristics.

Additionally, as part of the Model Validation for Propulsion e↵ort, supplemental ex-

perimental data was available for direct comparison. Here, the nominal flow rate

established a co-rotating wave mode with two waves. On the other hand, the high

mass flow rate established two pairs of counter-propagating waves of equal strength.

The wave collisions reinforced the wave strength and resulted in a stable operating

mode. The counter-propagating waves result in injector dynamics with increased jet

flapping behavior and a more distributed heat release profile. Heat release through

detonation is of a similar order to heat release through deflagration, which occurs

continuously throughout the wave cycle. Further, while the deflagration far from the

detonation wave does not support the wave itself, it does contribute to achieving

complete combustion. Nevertheless, the nominal flow rate case converts nearly 3%

more fuel input to the system to either intermediate or product combustion gases.

Through a partitioning of the system heat release [39, 48], a method for computing

the heat release contribution through detonation as opposed to parasitic and post-

detonation deflagration was outlined. Here, the fraction of heat release in detonation

was notably low, highlighting that deflagration which occurs throughout the wave

cycle contributes significantly to the overall heat release. However, this secondary

combustion may be required to operate an RDE stably.

The high-resolution revised numerical representation enables a series of mesh res-

olution and ignition methodology studies. A comparison between a coarse and fine
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resolution mesh of the nominal mass flow rate case revealed a di↵erent operating

mode. While certain operational parameters, such as mean chamber pressure, may

be similar, the coarse mesh settled on two pairs of counter-propagating waves whereas

the fine mesh resulted in two co-rotating waves. Similarly, the use of two di↵erent

ignition methodologies in the high mass flow rate case showed that at the same propel-

lant feed rate, two di↵erent steady-state operating modes can be obtained within the

short-time numerical simulation timescale (O(10 ms)). A homogeneous ignition ker-

nel induced two pairs of counter-rotating waves while three detonation ramp profiles

captured the experimental result of three co-rotating waves. Even with strong co-

rotating waves, the propagation of the primary detonation waves is accompanied by

additional waves that propagate at similar or lower speeds, in a di↵erent direction, and

are too weak to be considered detonations. These secondary waves manifest as stable,

finite-strength pressure waves rotating in the annulus and are possibly associated with

a low-magnitude heat release front. They can be visualized in the unwrapped two-

dimensional projections of the mid-channel plane and the pressure traces within the

combustion chamber. They compete with the dynamics and properties of the primary

detonation waves. At first, operation under multiple competing waves may appear

erratic, but instead, their dynamics are characterized by well-defined properties (e.g.,

propagation speed, direction, etc.).

Secondary waves are an integral part of the operation of the RDE and contribute

to the structure of the DW by shaping the stratification of fuel and oxidizer and

the deflagrated regions that the primary DWs encounter. The presence of secondary

waves has been associated with an acoustic coupling between the detonation wave

and the propellant feed plenum that results in low-frequency amplitude modulation

of wave properties [6], and can even contribute to inlet chugging [7]. As a result,

the attenuation of the unsteady dynamics within the combustion chamber through

the injector scheme and feed plenums can result in the formation of secondary waves.
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This reinforces the di↵erences in operating mode observed by changes in the numerical

representation of the feed plenums (between revision A: Sec. 4.2 and revision B:

Sec. 4.3) and the injection scheme (Sec. 4.3.2.2). While the number of waves plays a

clear role in the modulation of the injectors, and hence the mixing process, its impact

on thrust and e�ciency is not as well understood. Although they typically serve

to diminish primary detonation strength, the e↵ect of secondary waves on overall

performance, such as combustion e�ciency, needs further study.
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CHAPTER V

An Extension to Non-premixed Liquid-fueled

RDEs

This chapter presents the application of the UMReactingFlow solver modified with

a Lagrangian particle tracking algorithm to study liquid-fueled RDEs. In particular,

a rotating detonation rocket engine (RDRE) supplied with a liquid fuel stream and a

gaseous oxygen oxidizer stream is studied. The RDRE represented here is a modifica-

tion of the gas-phase RDRE designed by the Air Force Research Laboratory (AFRL)

and collaborators and was examined in Chap. IV. First, the motivation for the study

of liquid-fuel RDEs is highlighted in Sec. 5.1. Section 5.2.1 discusses the numerical

representation of the liquid RDE while 5.2.2 details the Eulerian-Lagrangian imple-

mentation in UMReactingFlow that enables the simulations, along with the relevant

models and assumptions. Section 5.3 provides the results of the simulations and out-

comes are discussed in Section 5.4. The study presented here has been authorized

for public dissemination with distribution statement A: approved for public release;

distribution is unlimited under PA# AFRL-2022-4573.
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5.1 Motivation

For the practical realization of RDEs in aeropropulsive applications, the use of

liquid fuel is necessary. In this case, the stability and e�ciency of detonation-based

combustors are intrinsically related to the transport of atomized liquid droplets, their

evaporation, and the subsequent mixing of fuel and vapor. Since detonation veloc-

ities can be high (1 ´ 3 km/s), the time for these complex multiscale processes to

occur before a wave arrives is relatively short. Hence, understanding the structure

of detonation processes in multiphase systems is necessary for the design of robust

RDEs.

Hayashi et al. [117] conducted two-dimensional unwrapped RDE calculations with

droplet injection, and found that droplet vaporization model parameters, as well as the

initial droplet diameter, play a critical role in detonation stabilization. In particular,

diameters over 4 µm resulted in detonation failure. Other studies [186, 265, 267, 291]

have found that the range of diameters for stable detonation formation varies with

fuel and oxidizer properties, and diameters in the range of 10-20 µm provide stable

detonations for hydrocarbon-oxygen detonations. In particular, the velocity deficit

of the detonation wave, with regard to CJ speed, was found to increase with droplet

size. However, nearly all these studies consider pure fuel/oxidizer mixtures with neg-

ligible evaporation prior to detonation impact. Experimental droplet distributions in

practical systems will have significantly higher mean diameters as compared to those

required for stable detonation in the numerical simulations. For instance, the exper-

iments of Kindracki [153] suggest diameters in the range of 20-40 µm, while recent

experiments from Ahmed et al. [177] of RP-2/O2 RDEs show log-normal droplet

distributions with mean diameters of 20-30 µm (based on operating conditions). The

impact of such pre-evaporation has not been studied extensively.

This discrepancy in stability behavior may be attributed to a more complex pro-

cess of detonation propagation. In numerical simulations, the stabilization is related
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to the formation of traverse waves [117, 137, 185]. Smaller diameters allow faster

vapor release through evaporation, which decreases the time to heat release. Hence,

significant exothermic reaction can be expected between the shock front and the

sonic plane. In practical RDEs, droplets have finite time after injection for exposure

to partially reacted gas mixtures at high temperatures. The resulting heat transfer

will increase droplet temperature, and some evaporation leading to a vapor cloud

in the droplet vicinity. Even in two-dimensional simulations [185, 186], deflagrating

burning in the contact region between fresh and reacted mixtures have been observed.

This high-temperature zone provides some level of pre-evaporation for the droplets.

In gas-phase configurations, the presence of recirculation regions as well as the dif-

ferential recovery of the injectors [232, 235, 237] provide additional mechanisms for

droplet pre-evaporation. Hence, understanding the role of the RDE geometry on the

stabilization of the detonation based on such droplet preparation ahead of the wave

needs to be explored.

To this end, multiphase detonations are studied in a rocket-type RDE setting

using liquid rocket propellant (RP-2) and gaseous oxygen using high-fidelity three-

dimensional numerical simulations. To the authors’ knowledge, these simulations

represent one of the first multiphase studies of a full-scale RDE with discrete injection

and detailed chemical kinetics.

5.2 Simulation Configuration and Numerical Approach

5.2.1 Configuration

In the present study, two di↵erent RDRE geometries are considered: 1) Config-

uration A (CA) and 2) Configuration B (CB) geometries which, in their numerical

representations, di↵er only in the injector diameters. The CA geometry is based on

a methane/oxygen RDRE studied previously [237] (see Chap. IV) while the CB ge-
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ometry features smaller injector diameters to increase the flow velocity through the

nozzle for a given mass flow rate. The fuel and oxidizer injector diameters for CB

are 0.508 mm and 0.785 mm, respectively. A cross-sectional schematic of the RDRE

geometry is provided in Fig. 5.1. The fuel and oxidizer are delivered through 72 pairs

of impinging injectors spread uniformly around the circumference of the annulus with

a 5 mm detonation chamber. The pair of fuel and oxidizer injectors are separated by

60˝. An inflow plenum supplies the oxidizer through the injectors and a large exhaust

plenum is applied for numerical stability such that pressure waves are dissipated be-

fore exiting the computation domain. An aerospike nozzle center body is used to

direct and accelerate flow past the exit of the combustion chamber.

In the simulations, the physical fuel injector nozzle is removed from the geometry

and the liquid droplets are directly injected at the base of the combustion chamber,

using a prescribed diameter and velocity distribution obtained from supplemental

experimental studies. Essentially, the particles are introduced into the chamber at a

nominal post-atomization state as recorded from experiments. In the present study,

atomization and particle break-up are not modeled. Details of the particle implemen-

tation are provided in Sec. 5.2. This injection surface is shown in the inset image

of Fig. 5.1. Liquid fuel and gaseous oxidizer mass flow rates ( 9mfuel and 9moxidizer)

are 82.5 g/s and 189.6 g/s, respectively, with a global equivalence ratio of 1.5. This

represents the lower end of the 9m operating envelope for the RDRE. The oxidizer

plenum is pressurized to total pressures of 1.2 MPa and 2.9 MPa at 300 K for the CA

and CB geometries, respectively. Using imaging data from supporting experimental

studies of droplet-gas interactions with identical injector configurations, the spherical

RP-2 liquid droplets are injected with size distribution given by µ “ 20 micrometers

and � “ 10 micrometers at a fixed 60 m/s velocity magnitude and temperature of

300 K. A mass flow rate boundary condition is applied on the upstream inlet to the

oxidizer plenum, and the fuel mass flow rate is controlled by the injection rate of the
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droplets.

Figure 5.1: Cross-sectional schematic containing primary RDRE dimensions and a
detailed view of the injector configuration in the 1) Configuration A and
2) Configuration B geometries.

5.2.2 Numerical approach

A high-fidelity Eulerian-Lagrangian approach using the compressible reactive solver

UMReactingFlow was employed to study multiphase detonation. The compressible

reacting Navier-Stokes equations are presented in detail in Sec. 2.2. Two-way mass,

momentum, and energy coupling between the gas and liquid phases via source terms

are achieved by utilizing UMCloud which solves the Lagrangian transport of droplets.

Detailed chemical kinetics are computed using a GPU-accelerated chemistry library

[15, 26], which enables the use of highly complex mechanisms. The combustion of

RP-2/oxygen is captured by the hybrid chemistry (HyChem) 38 species, 192 reac-

tion skeletal chemical kinetics mechanism from Xu et al. [310, 327]. The chemical

mechanism has been specifically developed for use in high-temperature conditions.
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The compressible Navier-Stokes equations with the Lagrangian particle source

terms are described as:

B⇢
Bt ` B⇢ui

Bxi
“

ÿ
MpÑf,j,

B⇢ui

Bt ` B⇢uiuj

Bxj
“ ´ BP

Bxi
` B⌧ij

Bxj
` FpÑf ,

⌧ij “ ´2

3
µ

Buk

Bxk
�ij ` µ

ˆBuj

Bxi
` Bui

Bxj

˙
,

B⇢et
Bt ` B⇢ujht

Bxj
“ B

Bxj
�

BT
Bxj

` B⌧ijui

Bxj
` EpÑf ,

B⇢Yk

Bt ` B⇢ujYk

Bxj
“ B

Bxj
⇢D

BYk

Bxj
` ⌦k ` MpÑf,j,

(5.1)

where MpÑf,j, FpÑf , EpÑf are the droplet species mass transfer, Eulerian-Lagrangian

momentum transfer, and the Eulerian-Lagrangian energy transfer source terms, re-

spectively. For details on the other terms in the equation, the reader is referred to

the complete solver description in Sec. 2.2. The chemical reaction rates and time

integration are computed using the GPU accelerated library [15] with an adaptive

chemical time integration approach described in Ref. [26]. The Lagrangian system is

governed by the following set of equations:

d

dt
xp “ up,

d

dt
up “ 1

mp

ÿ
Fp,

d

dt
Tp “ 1

mpCp
Ep,

d

dt
mp “ Mp,

(5.2)

where xp,up, Tp, mp, Cp are the droplet position, velocity, temperature, mass,

and specific heat, respectively. The force (Fp), energy change (Ep), and mass change

(Mp) on the droplet are given by:
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FD “ mpRepCdp
⌧p

puf ´ upq ,

Ep “ hApTi ´ Tcq ` Qlat,

Mp “ ´⇡DShD⇢v ln

ˆ
1 ` �v,s ´ �v,c

1 ´ �v,s

˙
,

(5.3)

where, Rep, Cdp, ⌧p, uf are the droplet Reynolds number, drag coe�cient, re-

laxation time, and fluid velocity, respectively. The heat transfer coe�cient, droplet

area, gas temperature, and latent energy are denoted h, A, Tc, and Qlat, respectively.

Note that the liquid phase supports the latent heat of vaporization, i.e., the droplet

cools as it undergoes evaporation. In other words, the Eulerian-Lagrangian energy

transfer source term EpÑf does not include the latent energy Qlat. The evaporation

parameters: droplet diameter, Sherwood number, mass di↵usivity, vapor density, and

RP-2 concentration are identified by D, Sh, D, ⇢v, and �, respectively. The heat

transfer coe�cient is calculated using a Ranz-Marshall model [249] and the evapora-

tion model is a Spalding model detailed in Miller et al. [190]. The traditional Schiller

and Naumann’s formulation for Stokes drag (valid for higher Reynolds numbers) was

utilized [259]; this drag model was found to exhibit only a slight di↵erence from sev-

eral non-linear models by Cheatham and Kailasanath [54] in the interaction of a 10

µm droplet with a propagating detonation wave.

Adiabatic and no-slip wall boundary conditions are used. An unstructured mesh

resolution of 200 µm is employed from the upper oxidizer plenum through to the end

of the combustion chamber. The resolution is relaxed to 400 µm within the lower

oxidizer plenum, around the aerospike exit nozzle, and the outflow plenum. The full-

scale calculations of RDEs generally do not resolve the shock-detonation structure

fully due to computational cost, which is typical of similar studies [61, 263]. For

instance, the gas-phase simulations of Pal et al. [214] use grid sizes of 125-250 µm
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for hydrogen/air detonations and those of Prakash et al. [237] use 100-200 µm for

methane/oxygen detonations.

Past studies [237, 257] of non-premixed detonation have shown that due to finite

mixing, the detonation process is highly non-ideal with broad reaction zones and

induction lengths that are approximately an order of magnitude greater than the

ZND expectation. Thus, this prevents very fine scales from being generated and

these resolutions are still able to capture the essential dynamics of the detonation

wave. Also, the ideal induction region can be longer than O(100 µm) for hydrocarbon

mixtures [175]. The mesh in the present study has approximately 32.3 million control

volumes for both the CA and CB geometries.

5.3 Simulation Results and Discussion

The simulation of multiphase RDRE is initiated using a method similar to gas-

phase systems [17, 237]. Following a well-developed injector flow, a single high-

energy ignition kernel is used to ignite a 5 mm tall stoichiometric RP-2/O2 mixture

region. The highly unsteady flow is allowed to evolve for 1.0 ms. The multiphase

system proved more di�cult to stabilize detonation waves within than gas phase

systems. The system mode is highly dependent upon the dispersion and evaporation

characteristics of the liquid fuel droplets, controlled by the droplet injection velocity

and diameter. In both cases, a secondary weak perturbation (consisting of three

kernels) following the initial ignition was required to establish detonation. Another

1.0 ms was simulated until statistically-stationary flow with a stable number of waves

is obtained. An additional 0.5 ms is used for detailed system analysis.

Initially, the combustion chamber is filled with air at heated conditions (1 atm

and 500 K) to encourage the evaporation of liquid fuel into the gaseous state. The

liquid fuel and gaseous oxidizer is allowed to develop for 0.25 ms. At this point, the

first 5 mm of the combustion chamber is filled with stoichiometric RP-2/O2 mixture,
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with a single high energy ignition kernel (with reaction products) at 4 MPa and 3000

K to ignite the detonation.

The multiphase system proved more di�cult to ignite compared to gas phase sys-

tems with a tendency of the system to reside in a steady deflagration mode. The

system mode is highly dependent upon the dispersion and evaporation characteristics

of the liquid fuel droplets. In the current study, this is controlled by the injection

velocity and diameter of the droplets, as the injected particles must penetrate the ox-

idizer stream and be carried downstream into the hotter parts of the chamber. Here,

evaporation is encouraged and a mixture of su�cient quality can be prepared for

detonation. If the particles do not enter the oxidizer jet shear layer, the particles be-

come entrained in a recirculation zone at the base of the combustion chamber. Thus,

the currently prescribed fixed droplet distribution supported the penetration of the

liquid fuel stream into the combustion chamber. The droplet size and velocity distri-

bution due to detonation-liquid column interactions can be best estimated through

experimental measurements because a fundamental understanding of and associated

models for liquid column breakup in supersonic reacting flows are limited. The com-

bustion processes and the operating mode within the RDE are highly sensitive to this

boundary condition prescribed for the liquid fuel droplets.

5.3.1 Macroscopic features

The Configuration A and B cases were simulated and steady-state detonation

propagation with multiphase reactant injection was established. In comparison to

previously-studied gas-phase systems, the wave structure at this point is very chaotic

with multiple weak waves (below the sonic speed) moving in either azimuthal direc-

tion. As a result, an additional perturbation was applied with three weak kernels (0.7

MPa and 1500 K) spaced uniformly at the base of the combustion chamber. This flow

is simulated for another 1.0 ms until steady-state detonation waves were observed.
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The operating mode of the Configuration A and B RDREs is visualized in Fig. 5.2;

in a so-called detonation surface plot: the pressure trace at the mid-channel location

8.9 mm from the base of the combustion chamber (corresponding to the height of

experimental pressure probes) is tracked as a function of time. Following the weak

perturbation, three waves were enforced in both directions, forcing existing pressure

waves and fast flames to coalesce. Ultimately, the waves in the clockwise direction

dominated, establishing three co-rotating waves for both cases. In order to study

the e↵ect of the number of perturbation kernels used, a single weak kernel was also

explored, resulting in the same steady-state mode with three co-rotating waves. A

rendered visualization of the three co-rotating waves in case CA and CB are provided

in Figs. 5.3 and 5.4. Here, the shear-induced deflection of the liquid fuel droplets due

to the azimuthal acceleration provided by the detonation waves at the base of the

combustion chamber is visible.

Figure 5.2: Detonation surface plots for the (left) CA and (right) CB cases under
steady-state operation, identifying three clockwise co-rotating waves in
both geometries. The surface plot is constructed using the pressure trace
along the midchannel position at a height of 8.9 mm from the base of the
combustion chamber.

An overview of each case is given in Tab. 5.1. Under steady-state operation, the

system exhibits a wave speed of 1429 m/s in both cases, approximately 57% of the

CJ speed of RP-2/O2 detonation at � “ 1.5. This is an interesting result because
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Figure 5.3: Three-dimensional view of the 3 clockwise co-rotating detonation waves in
the Configuration A geometry under steady-state operation, highlighting
the deflection of fuel droplets due to shear induced by the propagating
detonation waves. The liquid particles are colored by temperature and
the wave fronts, identified by isocontours of pressure, are colored by heat
release rate.

Table 5.1: Multiphase RDRE case overview.
Case CA CB

9mtotal [g/s] 284 255
Global � 1.43 1.69
# of waves 3 CW 3 CW

Wave speed [m/s] 1429 1429
Thrust [N] 462.6 407.9

Isp [s] 165.7 163.1

while the mass flow rates between the cases are the same, the plenum values and

axial pressure profile of Fig. 5.9 are notably di↵erent. Furthermore, the detonation

surface plot shows that the waves in case CB are more compact, with a lower peak
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Figure 5.4: Three-dimensional close-up view of the detonation front passing through
the column of fuel droplets and oxidizer jets in the Configuration B geom-
etry. Here, the minimal suppression of the oxidizer jet and the dispersion
of the fuel droplets are visible. The detonation front is identified by the
pink isosurface based on the gas phase pressure. The droplets are colored
by the temperature while the oxidizer jet column is shown in white.

pressure and shorter reaction zone. In both cases, there are counter-propagating

pressure waves that are time-varying in strength. These waves are ”shed” o↵ of the

primary wave system and reinforced through collisions with other waves. A two-

dimensional projection of pressure, liquid particle number density, equivalence ratio,

and particle azimuthal velocity along the mid-channel plane is provided in Fig. 5.5,

revealing interesting features. In the pressure profiles, it is clear that the waves in case

CA are thicker. The peak pressure along the detonation front is also more limited in

case CB, with case CA exhibiting sharper inflection points and increased wave front

corrugation. The wave structure and oblique shock wave angles are similar in both

cases.

The particle number density profiles show that particles are carried up to 20-

25 mm into the combustion chamber before being completely evaporated, with the

distance traveled greater in case CB. The particle count, which also reveals the particle
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Figure 5.5: Two-dimensional projects of (top row) pressure, (second row) particle
number density, (third row) equivalence ratio, and (bottom row) az-
imuthal particle velocity along the mid-channel plane for the (left column)
CA and (right column) CB cases.

spatial distribution, has a triangular shape, maximized at some point in between

adjacent waves. This is the location at which residence under high-temperature post-

detonation conditions was su�cient to evaporate the particles into gaseous fuel. This

is confirmed by the equivalence ratio profile, where there is a significant increase in

richer mixtures downstream of the maximum of the particle distribution triangle.

As the oxidizer injector recovers, this freshly-evaporated fuel is mixed and convected

downstream. Near the bottom of the chamber, the regions of sparsity in droplet count

can be associated with rich evaporated fuel. The particle count profile also illustrates

distinct regions within the triangular recovery profile: 1) an inner region of very lean

gas-phase mixture exists in conjunction with high droplet counts; 2) a bu↵er region of

very rich gas mixture due to freshly evaporated fuel; and 3) sparse (generally larger)
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particles that continue to heat up and evaporate as they are convected downstream.

The bu↵er region is more pronounced in case CB, observed as voids (low particle

count) within the triangular particle count profile. The equivalence ratio profiles

show that the oxidizer injector in case CB recovers very quickly due to the sti↵ness of

the injector and high feed pressure. Thus, the quick recovery of the oxidizer jet is able

to convect and mix newly injected particles into the post-detonation mixture more

e↵ectively, allowing them to take advantage of the high temperatures and evaporate.

In essence, the particles in case CA need to travel further downstream to gain enough

energy to evaporate, whereas the evaporation process is more distributed and begins

closer to the chamber bottom in case CB. The increased evaporation at lower heights

could explain the compactness of the detonation waves in this case, where particles

accelerated into the post-detonation mixture use the high energy region as a source,

thereby limiting the thickness of the reaction zone region.

The particle azimuthal velocity curves of Fig. 5.5 show that particles are rapidly

accelerated in the direction of the passing detonation wave due to shear forces. Due

to the inertia of the droplets, the influence of the detonation wave extends well behind

the reaction zone. The droplet azimuthal velocity becomes less correlated with the

detonation wave within recirculation zones - where evaporation is occurring. In case

CA, positive velocities opposite the wave propagation direction are observed within

the sparse particle regions only. In case CB, the positive velocities are seen within

the particle count voids within the refill region as well as the sparse particle sections.

Figure 5.6 outlines the recovery cycle of the oxidizer injector between two consec-

utive waves. This timescale is denoted ⌧̄ and is approximately 52.2 µs for both cases

due to the similar wave speeds. The wave arrives at the injector just after a given

time ⌧0, and the injector fully recovers by ⌧0 + ⌧̄ . At ⌧0 + 1
5 ⌧̄ , the oxidizer stream in

case CA is fully cut o↵. A pressure pulse is observed feeding back into the oxidizer

plenum as the flow unchokes momentarily. On the other hand in case CB, the oxidizer
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column is briefly dispersed but begins to reestablish almost immediately. The injector

column remains choked throughout the entire process, and no detonation feedback

into the oxidizer nozzle is observed. This is ensured by the significantly higher ox-

idizer feed pressure with similar detonation strengths. During fully-developed flow,

the oxidizer column in the CB geometry extends further into the combustion chamber

and is highly underexpanded as it enters the channel.

Figure 5.6: Evolution of Mach number during a single injector cycle for the (top row)
CA and (bottom row) CB cases, highlighting the sti↵ness of CB oxidizer
injector. ⌧̄ represents the average time scale between consecutive waves.
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5.3.2 Unconditional statistics

To quantify the statistical properties of the RDE flow field, unconditional time

averages of di↵erent quantities are discussed here. Figure 5.7 outlines the evolution

of injector properties during the time between two consecutive waves, denoted ⌧̄

and is approximately 52.2 µs for both cases due to the similar wave speeds. These

properties represent the flow conditions at the nozzle-center location near the exit

plane of the oxidizer injector. The average profiles are obtained over multiple RDRE

cycles and eight oxidizer injectors separated by 45˝ around the circumference. The

oxidizer injector in case CB is largely unperturbed by the passing detonation wave.

As the wave passes, the time evolution of the injector cross-section (not shown here)

illustrates that the oxidizer column is briefly dispersed, but begins to reestablish

almost immediately. The injector nozzle remains choked throughout the wave cycle

and no detonation feedback into the oxidizer nozzle is observed. On the other hand,

the CA injector experiences a two-step recovery: the velocity partially recovers by

0.3⌧̄ and fully recovers by approximately 0.5⌧̄ . Alternatively, the CB injector flow

velocity remains the same as the fully-developed value throughout the wave cycle.

Importantly, the CB injector’s exit temperature is nearly 50 K higher than the CA

injector. Although both injectors expand into the channel, this results in droplets

interacting with a warmer oxidizer jet. The boiling temperature of RP-2 liquid is

estimated at 475.35 K, and this 50 K increase in flow velocity serves to limit the

cooling of 300 K droplets as they penetrate the oxidizer shear layer. This supports

the increased gaseous fuel converted through evaporation observed at lower chamber

heights in Fig. 5.5.

The RP-2 liquid fuel droplets are injected at the prescribed post-atomization size

distribution and fixed velocity in the present study. This assumption of fixed velocity

is acceptable since the increased pressure due to detonation occurs across a short

timescale, and the increased inertia of the fuel droplets ensures limited disruption
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Figure 5.7: Oxidizer injector response (pressure, temperature, density, and velocity
magnitude) comparison during a single injector response cycle between
the CA and CB cases.

to the liquid stream during the wave cycle. In both cases, the average evaporation

rate achieves the target fuel mass flow rate within 0.28% and 0.43% di↵erence for

the CA and CB cases, respectively. The volume-weighted ensemble-averaged droplet

temperature for cases CA and CB are 397.9 K and 390.3 K, respectively. The time-

resolved variation of these parameters during steady-state operation is highlighted in

the time-history profiles in Fig. 5.8.

The axial pressure profile along the outer wall of the combustion chamber is given

in Fig. 5.9. The pressure distribution in case CA is roughly 11.3% higher on average

than the baseline pressures in case CB. In case CA, the pressures are relatively flat

until their peak at 5 mm from the base of the combustion chamber, then rapidly

decline by 12.5 mm height. Following this point, the pressures gradually decay to-

wards the exit, following a curvature similar to case CB. However, based on Fig. 5.5,
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Figure 5.8: Evaporation rate (top) and volume-weighted ensemble-averaged droplet
temperature (bottom) for the CA and CB cases during steady-state op-
eration.

the primary detonation front in case CB exists farther downstream, reinforced by an

oxidizer injector column that is taller and the onset of evaporation at a location lower

in the combustion chamber, leading to the larger plateau in the axial pressure profile.

The axial pressure profile along the outer wall of the combustion chamber for

case CB is given in Fig. 5.9. The CB geometry with liquid spray RP-2 injection has

been experimentally studied at the same operating conditions (� “ 1.5 and 9mtotal =

272 g/s) and the pressure at three CTAP locations, 8.9 mm, 28.6 mm, and 65.3 mm

from the base of the combustion chamber, were compared. The simulation captured
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the CTAP measurements and the general pressure decay profile very well, with a

relative error of 0.9%, 7.2%, and 3.9% at the three locations, respectively. In general,

the experiment observed between 4-7 waves, with speeds ranging from 900 to 1200

m/s. These increased number of waves may correspond to the chaotic weak-wave

mode obtained following the initial ignition process. However, with an increased

number of waves, the associated wave speed is expected to be lower. The numerical

simulation’s pressure profile is relatively flat until the peak pressure at the 7.5 mm

location. Beyond this point, there is a rapid decline until about 17.5 mm height,

then a gradual decay towards the exit of the combustion chamber. The high pressure

near the base of the chamber is influenced by the detonation strength, the post-choke

injector pressure, and the acoustic e↵ects of rapid evaporation. As a result, the e↵ects

of an individual phenomenon are di�cult to isolate.

Figure 5.9: Axial pressure profiles along the outer wall for the CA and CB cases,
along with experimental data at 3 CTAP locations: 8.9 mm, 28.6 mm,
and 65.3 mm from the base of the combustion chamber. The experimental
trial corresponds to case CB.

Figure 5.10 shows the azimuthally and temporally-averaged contours of mixture

fraction (Z) and heat release rate near the base of the combustion chamber, con-

structed using the near-wave front conditions only. The outer wall and oxidizer in-

jector are on the right side of these profiles. Here, clear di↵erences in the mixture
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fraction distribution are observed between the CA and CB cases. In both cases, there

are three distinct recirculation zones: 1) near the lower inner wall restricted by the

oxidizer injector; 2) near the lower outer wall limited by the oxidizer injector jet; and

3) downstream location where fuel particles are dispersed by the oxidizer injector.

The lower outer wall recirculation zone traps more fuel in case CB due to the nar-

rower oxidizer jet. The stoichiometry line of the downstream recirculation zone starts

around the 10 mm height in both cases, but the concentration of high Z is shifted

from 15 mm in case CA to greater than 20 mm in case CB. These features are re-

flected in the normalized heat release contours where the majority of energy release is

limited to regions below the stoichiometric limit. In case CA, the heat release occurs

within 7.5 mm with the primary detonation front residing around the 5 mm height.

In case CB, the heat release profile is more elongated up to and beyond the 10 mm

height, with peak heat release around the 7.5 mm location. Energy release primarily

occurs along the intersection of the fuel particles and oxidizer stream, and above the

oxidizer jet where fuel particles are convected. Moreover, the heat release profile is

shifted towards the inner wall in case CB.

The time-averaged droplet properties provide insight into the combustion charac-

teristics. The heat release profile is directly reflected by the particle density profile.

A concentration on the order of 1010-1011 droplets per cubic meter results in a slightly

lean mixture that supports detonation. These regions are primarily observed down-

stream of the oxidizer injector and near the inner wall and represent locations where

turbulent mixing aided by the oxidizer jet shear increases the evaporation of the par-

ticles. Following detonation, the particles are convected further downstream where

exposure to high-temperature gases results in complete evaporation of the remaining

particles and results in the high Z patch above the 15 mm height. In the temperature

profile (not shown here), there is a distinct region of nearly 1500 K cooler gas at this

height due to the heat transfer from the gas to the liquid during the rapid evaporation
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process. The particle diameter profile on the far right of Fig. 5.10 shows that droplet

diameters are generally smaller in case CB; the droplets are between 5-10 microns

in the primary heat release region in case CA whereas they are below 5 microns in

case CB. This can be attributed to the sti↵ness of the oxidizer jet and its increased

ability to disperse and mix injected droplets. Temperature profiles show hotter gas

near the base of the combustion chamber in case CB, which serves to decrease the

size of droplets prior to impinging with the oxidizer jet itself.

One-dimensional average profiles of flow properties constructed from the wave

front at the 8.9 mm chamber height are provided in Fig. 5.11. The profile of the CA

case features a cooler gas ahead of the wave by approximately 200 K, supported by the

increased heat release in case CB at this height. Similar peak temperatures of 3000 K

are achieved but are lower than the ideal post-detonation state by nearly 700 K. The

compactness of the wave in the CB case is visible here: the temperature quickly decays

to the pre-detonation value within 0.5 cm from the shock front, whereas it takes 2

cm for this to occur in the CA case. This is attributed to the oxidizer injectors which

supply cool gas into the chamber almost immediately after the passing detonation

wave in case CB. A similar rapid decay in the heat release rate curve is also seen in

the CB case. This is confirmed by the distance of the detonation wave front to the

sonic plane, which is shorter in the CB case by 0.4 mm. Notably, the heat release rate

beyond the sonic plane is nearly an order of magnitude higher in case CB than case

CA. The pressure profiles in the right image of Fig. 5.11 are similar, with case CA

exhibiting a higher peak value by 0.1 MPa, although similar wave front exothermicity

is seen. Similar to the thermodynamic properties, the species mass fractions also

recover to pre-detonation conditions faster, with fuel largely replenished by the sonic

plane. Using a heat release segmentation process described by Burr and Paulson [39],

a detonation-to-deflagration heat release fraction for cases CA and CB are 43% and

26%, respectively. Much of the heat release occurs in the deflagration mode away
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Figure 5.10: Azimuthally and temporally-averaged (far left) mixture fraction, (left)
normalized heat release rate, (right) particle number density, and (far
right) particle diameter profiles at the wave front for the (top row) CA
and (bottom row) CB cases. The isoline of mixture fraction outlines the
stoichiometric region within the detonation channel.

from the detonation wave in case CB.
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Figure 5.11: Wave-front and temporally averaged one-dimensional profiles of (left)
temperature and heat release rate and (right) primary species and pres-
sure for the (top row) CA and (bottom row) CB cases. The mean sonic
plane location is given by the dashed vertical line for each case.

5.3.3 Conditional statistics

Conditional statistics of droplet parameters provide insight into the particle dis-

persion and evaporation characteristics between the two cases. The top row of

Fig. 5.13 illustrates the probabilistic correlation between droplet temperature and

diameter ensemble-averaged during steady-state operation. On the bottom row, the

conditional averages of droplet temperature conditioned on diameter and the droplet

diameter conditioned on temperature with reference to the spread of the averages are

provided. The joint PDFs are similar for both cases, but there is a higher fraction

of the droplets around the mean diameter and at high temperature, just below the

boiling point of liquid RP-2 at standard conditions. The peak correlation occurs at

a higher diameter in case CB, suggesting that larger droplets are heated more e↵ec-

tively, in part due to interactions with the oxidizer injector. Both profiles feature a
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tail stemming towards cooler temperatures and smaller diameters, but the increased

fraction in case CB shows that a greater fraction of particles exist in a partially

heated state. Conditional averages of droplet diameter conditioned on temperature

highlight that droplet diameter is negatively correlated with its temperature and be-

gins to rapidly decay once heated to about 375 K. Droplet temperatures are slightly

higher in case CA than CB for low droplet diameters († 10 µm), suggesting increased

residence time of smaller droplets prior to evaporation.

Figure 5.12: Average distributions of (left column) droplet diameter and temperature
for the (top left) CA and (bottom left) CB cases. Conditional averages
of (top right) droplet temperature conditioned on diameter and (bottom
right) droplet diameter conditioned on temperature. The boiling point
of liquid RP-2 is 475.75 K at standard conditions.

Furthermore, conditional averages of droplet diameter and number density in car-

rier gas temperature and mixture fraction space, shown in the top row of Fig. 5.13,

highlight key properties of the droplet dynamics within case CB. Additionally, the

average radial and axial position of the droplets conditioned on the carrier gas temper-
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ature and mixture fraction are provided on the bottom row, allowing for correlations

between droplet diameter/number density and droplet position. The largest concen-

tration of droplets exists within rich flows at the base of the combustion chamber and

the mid-channel location, as expected. This basin around a mixture fraction of 0.4,

denoted by region A in the figure, accumulates mixture fraction due to the steady

evaporation of droplets. The larger droplet size and low chamber heights suggest that

these are freshly injected particles. The oxidizer injector which impinges above this

physical location enforces a recirculation zone. The droplet density decays moving

towards warmer temperatures and locations more downstream (heights of 5-10 mm

from the base of the combustion chamber). Here, the mixture fraction is also reduced

to near stoichiometry. Thus, droplets are moving farther upstream in order to evap-

orate, and the converted fuel gas mixes with the oxidizer flow. This ”bulb” in the

profile, denoted by region B, is shifted towards the outer wall and at locations beyond

the 10 mm height. Consequently, the droplet density is fairly sparse here, with the

lowest observed diameters due to evaporation, reinforced by hot gas recirculation and

deflagration above the wave height.

The characteristic peak in the temperature occurs near the stoichiometric mix-

ture fraction, but a curved parabolic distribution is observed even for nominally fast

chemistry. There is a small increase in droplet density and size here. This may be

attributed to droplets that exist at the primary detonation front. A peculiar feature

is seen on the left boundary of the distribution, at low mixture fractions with very

large droplets. The droplet density is relatively sparse in this section, named region

C. These large droplets are likely entrained within a recirculation zone caused by the

injector recovery process. The inertia of these droplets prevents them from becoming

ejected from the recirculation zone easily by the passing detonation wave. Thus, they

exist within cooler temperatures near the inner wall and at heights above 15 mm

in the chamber. In general, the sti↵ oxidizer injector dynamics of case CB lead to

251



Figure 5.13: (Top row) Two-dimensional conditional averages of (top left) droplet di-
ameter and (top right) droplet number density conditioned on gas-phase
temperature and mixture fraction. (Bottom row) Conditional averages
of droplet position in the radial (bottom left) and axial (bottom left)
directions in the combustion chamber cross-section conditioned on gas-
phase temperature and mixture fraction.

stratification within the combustion chamber and enforce the trajectory of particle

evolution from cool liquid droplets to detonable fuel/oxidizer mixture.

5.4 Chapter Summary

Novel high-fidelity numerical simulations of a liquid rocket propellant-fueled RDRE

were conducted using two di↵erent injector geometries, demonstrating stable opera-

tion with multiphase detonations in a practical three-dimensional configuration. The

jointly-developed Eulerian-Lagrangian flow solver provided detailed insight into the

physical mechanisms important in the detonation environment. Further, knowledge

of stable ignition of a liquid-fueled RDE was obtained, and the di↵erences from past
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gas-phase simulations were highlighted. The two cases achieved similar steady-state

behavior with three co-rotating waves with a propagation speed of 1429 m/s. How-

ever, the injector dynamics result in a di↵erent detonation wave structure and droplet

dynamics. In particular, the sti↵ injectors in configuration B rapidly recover following

wave passage, resulting in waves that are highly compact yet move at detonation-like

speeds, vastly di↵erent from wave modes observed in gas-phase systems. This com-

pactness is enforced by the injector recovery, as well as droplets that act as a heat sink

to the passing detonation wave, moving the sonic plane closer to the wave front and

limiting the broadness of the reaction zone. The injector dynamics lead to di↵erences

in the droplet motion, where the injector recovery enforces recirculation zones and

the droplet trajectory in its evolution from injection to detonatable mixture. Most

importantly, the penetration of the injected particles is crucial in their ability to be

evaporated, where droplets that are not carried downstream are entrained within a

recirculation zone at the base of the chamber. This can quench detonation and re-

sult in a chaotic, deflagration-like mode. The present study represents an important

step to understanding the multiphase detonations crucial to practically realizing these

systems.

Current ongoing work aims to address shock-induced droplet breakup and its

e↵ects. Currently, canonical numerical studies are being completed to develop the

shock-induced break-up and non-linear drag models for use in the regimes observed

in RDEs [27, 177]. There is a lack of models in the literature applicable to supersonic

flow. Adequate calibration of the break-up model is necessary because the amount of

droplet shattering estimated by detonation-induced break-up will e↵ectively control

the vapor available for subsequent detonations and secondary (parasitic/commensal)

combustion between the detonation waves. For this reason, the current work does

not consider a break-up model and can be considered a worst-case scenario where

there is no increase in liquid fuel surface area due to droplet shattering; this would
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increase the evaporative mass transfer rate of RP-2 from liquid to vapor and limit

fuel available for detonative energy release. Additionally, Zhao and Zhang [342] found

that the inclusion of a droplet break-up model tuned for high-pressure vaporizing

sprays, ReitzKHRT, resulted in indistinguishable profiles of arithmetic and Sauter

mean diameters along the axial length of the combustor when the initial distribution’s

mean diameter d0 was 20 µm. Similarly, minimal di↵erences in detonated fuel fraction

and wave speed were observed below a mean initial droplet diameter of 50 µm.

In the full-scale simulations performed here, the initial droplet distribution (veloc-

ity and size) was prescribed at the post-atomization state following jet interactions

(as measured by the experiments). Although there is spatial variation in the droplet

size, the mean diameter of d0 “ 20 µm is well within the regime where Ref. [342] did

not observe appreciable e↵ects of droplet break-up on detonative performance or fuel

vapor available for combustion. Future work aims to incorporate additional droplet

mechanisms observed in canonical studies, such as shock-induced droplet breakup

and non-linear drag estimation models tailored for use in high-speed flows.
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CHAPTER VI

Modeling for RDE Performance Estimation

This chapter describes a macroscopic view of rotating detonation engine perfor-

mance. In the preceding chapters, the numerical studies have outlined that detona-

tions in non-premixed RDEs do not exhibit ZND-like behavior, with a mixture of

both detonation close to the wave and deflagration in regions far from the wave front.

The non-idealities are due to the thermoacoustic instabilities within the RDE system,

dependent upon the coupling of the pressure and heat release fluctuations within the

combustor [3, 4, 316]. In order to use detonation engines for practical applications,

it is necessary to reliably estimate performance characteristics such as thrust/specific

impulse over a range of operating conditions and geometric designs. Due to the in-

herent physics complexity, computational models are too expensive, and conducting

large numbers of experiments is also not practically feasible. Hence, techniques that

allow limited data to inform surrogate models that can predict performance over

the entire operational map would be invaluable. Existing reduced-order models have

been shown to predict performance metrics reasonably accurately but require expert

tuning of model parameters. To this end, a multi-fidelity modeling framework is pro-

posed for developing surrogate models with predictive capability using limited data

sets. This framework is demonstrated on the well-studied AFRL radial hydrogen/air

RDE. First, the motivation for the predictive modeling of RDE performance is high-
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lighted in Sec. 6.1. Section 6.2 outlines the data sources ranging from experimental

campaigns, numerical simulations, and reduced-physics models. The multi-fidelity

modeling framework is introduced in Sec. 6.3 and is demonstrated in Sec. 6.4. Addi-

tionally, Bayesian calibration of the reduced-physics model is performed to tune the

model for the current application in Sec. 6.5. The conclusions of the modeling frame-

work and its advantages and limitations are summarized in Sec. 6.7. The modeling

approach presented here is published in Ref. [238].

6.1 Motivation

In order to use detonation engines for practical applications, it is necessary to

reliably estimate performance characteristics such as thrust/specific impulse over a

range of operating conditions and geometric designs. Due to the intrinsic physics

complexity of RDEs, computational models are inherently expensive, and cannot be

used to map the entire set of input conditions. Similarly, conducting large numbers

of experiments is also not practically feasible. The focus of this work is to develop a

methodology for characterizing RDE performance using a sparse set of experimental

and/or high-fidelity computational data.

The main challenge in the prediction of device performance is the influence of

the injection design on the detonation wave strength. In practical RDEs, fuel and

oxidizer are injected through discrete ports that are uniformly spaced around the

circumference. The injected feed streams mix through turbulence created by the

shear layer. Since the detonation waves move at high speeds (° 1 km/s), there

is finite time available for mixing. Moreover, the passage of the detonation wave

may temporarily block injectors, which leads to a time-varying unsteady mass flow

rate through each port. When the fuel-oxidizer mixture is spatially stratified, the

detonation strength is reduced [232, 237]. However, this may also reduce the blockage

experienced by the injectors thereby increasing the time available for injection and
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mixing. Consequently, the performance of the device cannot be easily determined and

require some experimental or high-fidelity data to understand the injector response

and mixing characteristics [52, 232, 257]. However, the range of scales involved as

well as the extreme pressure and temperatures inside the system make extensive

computational or experimental studies limited in scope.

In a general sense, a sparse set of experimental data, high-fidelity simulation data,

and more inexpensive computational models will be available. In this regard, there

exist reduced-order models [139, 156, 272] based on thermodynamics or simplified

flow features. These approaches have been shown to predict performance metrics rea-

sonably accurately but require expert tuning or calibration of an appreciable number

of model parameters [139]. Most importantly, many of the model parameters cannot

be directly extracted from experiments or simulations but have to be inferred through

expert input based on other sources of data, such as detonation height or exit flow

imaging.

To make the best use of such disparate information sources, some form of data

fusion is necessary. The key question is how to combine such information to improve

predictions of some well-defined quantities of interest, such as thrust as a function

of operating conditions. In this regard, di↵erent approaches are feasible as shown

in Fig. 6.1. Data from simulations/experiments could be used to calibrate model

parameters, either deterministically (regression fitting) or statistically (Bayesian cali-

bration). There are two challenges here. First, the data (pressure measurements, exit

velocity, etc.) may not be sensitive to the choice of certain model parameters, which

will result in poor calibration. In other words, a wide range of combinations of model

parameters will be able to reproduce the data. Second, the calibration using data

from certain operating conditions may not guarantee that the model is predictive at

other operating conditions [34, 194, 207]. Hence, such calibration will not necessarily

increase predictive accuracy and may not be universal in nature.
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An alternative approach is the multi-fidelity method for constructing surrogate

models that can predict performance characteristics [222]. Here, instead of calibrat-

ing the model parameters of the lower-fidelity reduced-order model to make it more

accurate, the output of this model with nominal parameters is used along with ex-

perimental and detailed computational results to improve the predictive capability of

a performance map.

Figure 6.1: Outline of di↵erent approaches to predicting the performance of a com-
bustion device: regression fitting, Bayesian calibration, and multi-fidelity
modeling.

In summary, Fig. 6.1 shows the di↵erent approaches to predicting performance:

• Regression fitting or expert tuning: Here, model parameters are chosen to best

reproduce experimental data, and such tuning is based on a small subset of the

data. There is no guarantee that the model parameters can be used under other

operating conditions.
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• Bayesian calibration recasts the calibration problem as a statistical process,

and the data is used to estimate the distribution of model parameters that

can reproduce this data. Here, an initial estimate of the range of parameter

values is used to generate an a priori distribution function, which is updated

through the Bayes theorem using the experimental data. Here, the model pa-

rameters could be simultaneously varied, with the output being the posteriori

distribution of model parameters. Once calibrated, the model can be estimated

using parameter values that correspond to the mean of the distribution function

(which is similar to the regression fitting procedure), or the distribution can be

used to generate a spread of predictions, which reflect the uncertainty in model

parameters.

• The multi-fidelity approach relates the predictions at di↵erent model levels into

creating a single surrogate model constructed via recursive co-Kriging.

In multi-fidelity modeling, the function determination is recast as a machine learn-

ing problem through the method of Kriging [285]. The surrogate model is developed

from co-Kriging [108, 147] of solutions from function evaluations of the numerical and

experimental data sets, in combination with reduced-order models [36]. The reduced-

order model, serving as the lowest fidelity informant, can span the parameter space

more cost-e�ciently. The co-Kriging architecture given in Ref. [147] describes an

auto-regressive scheme for s-levels of fidelity in the output. The correction of Le

Gratiet and Garnier [108] reorganizes the problem under the assumption that the

design data sets have a nested structure. At each fidelity level t, the problem reduces

to an ordinary Kriging problem. As a result, the recursive approach involves the in-

version of s covariance matrices of size nt ˆ nt rather than a single covariance matrix

that scales with the levels of fidelity s. This multi-fidelity approach reduces the total

number of numerical simulations needed by several orders of magnitude. Gaussian

process approach is used to initially assign an uncertainty at each data point in the
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surrogate model. Such uncertainties are estimated based on existing techniques for

model errors [34, 195] and statistical errors [208, 289].

Machine learning-based surrogate modeling approaches have been demonstrated

within fluid mechanics [31, 70, 155] e↵ectively. In the present study, the computationally-

e�cient multi-fidelity modeling approach is extended to the performance prediction

of rotating detonation engines. The goal here is to develop an integrated package

that can be used to obtain performance metrics with uncertainty for a given set of

design parameters. Here, the concept of multi-fidelity information fusion can be used

to create a single response surface used for design purposes. Further, the solution

prediction incorporates uncertainty quantification and provides metrics for gauging

solution confidence. For this demonstration, a model RDE, the Air Force Research

Laboratory (AFRL) representative 6-inch combustor [244] will be utilized, illustrated

in Fig. 6.2 using data from high-fidelity numerical simulations. This configuration

has been studied experimentally and numerically [56, 61, 255, 258]. As a result,

multiple data sets across a range of operating conditions (mass flow rate and global

equivalence ratio) are available for application in the multi-fidelity framework. In the

current work, the prediction of device-specific thrust across a range of flow rates is

constructed.

6.2 RDE Modeling Data Sources

In the proposed methodology, inexpensive reduced-order models will be used to

“estimate” more expensive experimental and simulation data using the multi-fidelity

modeling framework. The end goal is to estimate specific thrust as a function of air

mass flow rate. For this purpose, three di↵erent data sources and models will be used.

The experimental data is considered the highest-fidelity data source, and thrust data

are treated as having a fixed measurement uncertainty. Detailed numerical simula-

tions, which solve the compressible flow equations, will be considered medium-fidelity
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Figure 6.2: Injector configuration of the AFRL 6-inch diameter RDE with pathlines
highlighting the mixing process from past numerical simulations. Adapted
from Ref. [258].

data. Finally, the thermodynamic model for estimating thrust will be considered

the reduced-physics lowest-fidelity model. Below, details of the experimental con-

figuration, simulation methods, and the reduced-order model are described in more

detail.

6.2.1 Experimental data

The AFRL 6-inch diameter RDE operated by hydrogen/air has been extensively

studied [244, 245, 247]. The detonation chamber has an inner diameter of 138.7

mm, an outer diameter of 153.9 mm, and a combustion chamber width of 7.6 mm.

The height of the annulus is 101.6 mm. The fuel and air streams are injected from

separate plenums located upstream of the detonation chamber. The fuel enters the

chamber through 120 discrete injectors with a diameter of 0.89 mm, whereas the

air enters radially through a 123 mm diameter slot with a height of 1.78 mm. An

illustration of the injection scheme is given in Fig. 6.3. A constant area combustion

chamber open to the atmosphere is employed, with no exit nozzle constriction in
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these studies. Further details of the experimental configuration and the measurement

techniques can be found in Ref. [244]. The experimental campaign contains a large set

of individual studies. There, the focus was on understanding the e↵ect of mass flow

rates on detonation structure, which is obtained by varying the total pressure of the

fuel and air feed plenums upstream of the detonation chamber. The pressure is varied

such that the overall mass flow rates correspond to a global equivalence ratio. The

cases with an equivalence ratio of 1.0 and air injector area ratio of 0.2 are extracted

for the one-dimensional multi-fidelity approach (corresponding to experimental cases

1.2.2, 2.2.2, 3.2.2, and 4.2.2 in Ref. [244]). In the two-dimensional extension, the cases

also vary in equivalence ratio, ranging from approximately 0.8 to 1.3 (corresponding

to experimental cases x.x.2 in Ref. [244]). The experimental data represents the

highest-fidelity data source.

6.2.2 Detailed numerical simulations

Detailed simulations of RDE physics are applied to study the detonation wave

behavior and the fuel and oxidizer injector dynamics within full-scale systems. These

simulations serve as the medium-fidelity solutions in the multi-fidelity framework.

The in-house compressible flow solver, UMReactingFlow, was employed to perform

these simulations, with numerics similar to those described in Sec. 2.2 but without

GPU-based acceleration of solver routines. In these numerical simulations, a hydro-

gen/air detailed chemical mechanism with 9 species and 19 reactions was applied [192].

The simulation domain is depicted in Fig. 6.3. The mesh is clustered in the

near-injector and combustion chamber region to fully resolve fuel-air mixing and

detonation processes. The mesh size is 200 micrometers from upstream of the fuel

injector to throughout the detonation chamber. The resolution is relaxed to 400

micrometers in the upstream fuel and air feed plenums and progressively coarsened

in the exhaust plenum to dissipate out any waves. A total of approximately 45 million
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control volumes are present within the entire domain. In other investigations, it was

found that additional refinement of the mesh did not change the macroscopic results

significantly [258]. Further, non-ideal detonations in non-premixed practical systems

lead to broader reaction zones, distributed along the azimuthal direction. The walls

are represented adiabatically with a no-slip boundary condition. The inflow boundary

is prescribed using a constant mass flow rate, with fluid properties interpolated from

within the fluid domain similar to the simulations in Chaps. IV and V. Since the flow

in the chamber is dominantly supersonic due to the detonation waves and the choked

injectors, additional refinement is not given in the near-wall region.

Figure 6.3: (Left) Computational geometry of the AFRL 6-inch diameter RDE with
primary dimensions and (right) visualization of the computational mesh
near the fuel injector and air inlet.

The simulation is run for approximately 15 detonation cycles to ensure statistical

stationarity, after which data is collected for 10 cycles. Three di↵erent cases are used

in the multi-fidelity modeling process, outlined in Tab. 6.1. The numerical cases 1,

2, and 3, correspond to cases 2.2.2, 3.2.2, and 4.2.2 in Ref. [244], respectively. The

steady-state detonation wave structure for cases 1, 2, and 3 are depicted in Fig. 6.4.
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Table 6.1: Details of the numerical simulations at the � “ 1.0 condition, correspond-
ing to cases 2.2.2, 3.2.2, and 4.2.2 in Ref. [244].

Case 1 2 3

� 1.01 0.99 1.03

P0,air [kPa] 266 509 705

P0,fuel [kPa] 337 632 881

9mair [kg/s] 0.32 0.62 0.83

9mfuel [g/s] 9.5 18 25

Number of waves 1 2 2

Wave speed [m/s] 1884 1837 1877

Specific thrust
[N-s/kg]

994 1229 1370

Specific impulse [s] 3486 4383 4803

6.2.3 Reduced-physics model formulation

RDEs are complex devices that require cost- and time-intensive experiments or

simulations to be performed to accurately characterize their performance. Because of

this, reduced-order models are attractive options when it comes to designing RDEs.

These low-fidelity models use physics-based approximations to provide predictions to

performance quantities of interest and are able to investigate a wide range of operating

conditions due to the low cost of the model compared to full-scale RDE simulations

or experimental trials.

A relevant thermodynamic model which will be used for the subsequent analysis

in this paper was the reduced-order model developed by Kaemming et. al [139].

The model couples the reactant injection process with the thermodynamic processes

within the chamber, focusing on the bifurcation of combustion modes (detonation

and deflagration). This is performed through a balance of pressure and mass flow

through the system. The model finds a chamber static pressure (denoted by P3.2)
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Figure 6.4: Unwrapped views of (left) pressure and (right) temperature at the mid-
channel plane for (top row) case 1, (middle row) case 2, and (bottom row)
case 3. The flow profiles show one, two, and two waves for cases 1, 2, and
3, respectively along with the fresh reactant bu↵er region (BR), contact
burning (CB) surface, and parasitic combustion (PC) ahead of the wave.

such that mass conservation was enforced through the inlet and outlet of the RDE

model. There are three main components: the inlet model, the thermodynamic cycle

model, and the exit flow model. The inlet flow model computes the time-varying

mass flow rate across the inlet for a given plenum stagnation pressure. Conversely,

the exit flow model consists of computing an exit mass flow rate given the detonation

pressure rise e↵ects. The flow within the RDE was divided into three streams with

their corresponding subscripts given in parentheses: detonation (a), detonation plus

shock (b), and deflagration (c). The feed plenum conditions are named station 2, the

pre-detonation mixed chamber condition is denoted station 3.2, the post-combustion

states are at station 3.4, the post-shock compressed states are at station 3.6, and the

exit conditions are given as station 8.
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6.2.3.1 Inlet flow

An inlet flow model is used to determine the properties of the reactant gas and

flow rates in the presence of a detonation wave within the chamber. The feed plenum

conditions are fixed, and the flow is assumed to pass injectors with given flow perfor-

mance characteristics. The injector flow rate is a time-varying function of the chamber

pressure due to detonation. An empirical pressure decay rate of the chamber pressure

was computed as:

⌧drop “ ↵{⌧factor

k “ ´lnp1 ´ bq{⌧drop

P3.4ptq{P3.2 “ 1 ` rpP2{P1qDet ´ 1se´kt

(6.1)

where ↵ is an empirically-calibrated pressure drop factor of 0.00005, ⌧factor is a pres-

sure decay correction factor typically set to 1, b is the pressure drop of 80%, and

P3.2 is the chamber pressure estimate based on the inlet flow. The time-dependent

detonation chamber pressure provides a time-dependent mass flow rate based on the

mass flux equation given as:

9wptq
dAinj

“ Cw
Pt2

?
�?

RTt2
Minjptq

ˆ
1 ` � ´ 1

2
M2

injptq
˙´p�`1q{2p�´1q

(6.2)

where the Cw is the injector mass discharge coe�cient and the time-dependency of the

injection Mach number is defined by the feed system’s total pressure to combustion

chamber pressure ratio:

M2
injptq “ 2

� ´ 1

„ˆ
Pt2

P3.4ptq

˙p�´1q{�
´ 1

⇢
(6.3)
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where M2
inj is limited to unity once the critical pressure ratio is achieved. Conse-

quently, the reactant’s axial flow velocity is defined as:

Vrefreshptq “ 9wptq
⇢Aeff

(6.4)

where Aeff is the axial flow area of the combustor and ⇢ is the density of the mixed

reactants due to the computed combustion chamber conditions. A portion of the

reactants is consumed by deflagration based on the flame speed Vflame at chamber

conditions. During the injector recovery process, the amount of deflagrated flow was

given by:

9wdeflag “
ª

9wptq Vflame

Vrefresh
dt (6.5)

and the amount of inflow available for detonation is:

9wdet “
ª

9wptqdt ´ 9wdeflag (6.6)

As a result, the e↵ective equivalence ratio available for detonation (and consumed

through deflagration) was computed. The height of the detonation wave was also

computed based on the refresh and flame speeds as:

hdet “
ª “

Vrefreshptq ´ Vflame

‰
dt (6.7)
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6.2.3.2 Thermodynamic cycle

Given the e↵ective chamber pressure conditions from the inlet flow model, the

combustion process was then computed. The model first calculated detonation prop-

erties using the ZND detonation model. Then, the post-detonation state 3.4a was

computed and its total temperature was given by Eqn. 6.8:

Tt3.4a “ T3.2

ˆ
T2

T1

˙

Det

` 1

2Cp
pa23.4a ´ V 2

Det ` V 2
Xq (6.8)

where VDet refers to the Chapman-Jouget wave speed and VX represents the axial gas

velocity within the combustor, induced by the expansion of gases from the injection

scheme. The detonation plus shock stream conditions were computed via oblique

shock relations where it was assumed that the turning angle was fixed as ✓ “ 60˝.

Then, the post-shock conditions for this stream were given by the relations in Eqns. 6.9

and 6.10:

T3.6b

T3.4a
“ r2�M2

3.4asin
2p✓q ´ p� ´ 1qs rp� ´ 1qM2

3.4asin
2p✓q ` 2s

p� ` 1q2 M2
3.4asin

2p✓q
(6.9)

P3.6b

P3.4a
“ 2�M2

3.4asin
2p✓q ´ p� ´ 1q
� ` 1

(6.10)

where M3.4a “ VDet
a3.4a

. The deflagration stream was computed under the assumption

of constant pressure combustion so that P3.4c “ P3.2. This stream was then assumed

to pass through a normal shock so that the post-shock properties were given as:
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T3.6c

T3.4c
“ r2�M2

3.4c ´ p� ´ 1qs rp� ´ 1qM2
3.4c ` 2s

p� ` 1q2 M2
3.4c

(6.11)

P3.6c

P3.4c
“ 2�M2

3.4c ´ p� ´ 1q
� ` 1

(6.12)

Tt3.6c “ T3.6c ` 1

2Cp
pV 2

3.6c ´ V 2
Det ` V 2

Xq (6.13)

where M3.4c “ VDet
a3.4c

and the post-shock gas velocity, V3.6c, was given as:

V 2
3.6c “ a23.6cM

2
3.6c “ a23.6c

„ p� ´ 1qM2
3.4c ` 2

2�M2
3.4c ´ p� ´ 1q

⇢
(6.14)

The deflagrated flow was assumed to mix with the detonation and detonation

plus shock streams. This mixed stream, denoted by state 3.6d, consisted of weighted

averages of the three streams, and its thermodynamic properties are given by the

relations in Eqns. 6.15 and 6.16:

ht3.6d “ Ycht3.6c ` p1 ´ Ycq rp1 ´ Ybqht3.6a ` Ybht3.6bs (6.15)

�s3.6d “ Yc�s3.6c ` p1 ´ Ycq rp1 ´ Ybq �s3.6a ` Yb�s3.6bs (6.16)
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where state 3.6a is identical to state 3.4a since the pure detonation stream does not

experience any changes due to shocks. Yc refers to the mass fraction of the mixed

flow from the deflagrated stream and Yb represents the fraction of the detonated flow

which passes through the oblique shock.

The detonation, detonation plus shock, and mixed streams were then isentropically

accelerated to the exit at station 8 to provide the exit state conditions which are used

for calculating the exit mass flow rate.

6.2.3.3 Exit flow model

The exit flow model is based on the assumption that all streams are choked at

the combustor exit. However, in choked conditions, the di↵erent exit streams have

di↵erent properties and velocities. As a result, an exit flow distortion is computed as:

� “ V8,max ´ V8,min

V8,avg
“ V8,max ´ V8,min

a8
(6.17)

where the minimum, maximum, and average axial velocities at the exit plane of

the RDE are from the di↵erent streams. The choked flow assumption results in

V8,avg “ a8, the speed of sound. The linear variation of the Mach number at the exit

flow is given in terms of the distortion:

Mpxq “ �x ` p1 ´ �{2q (6.18)

where x is the normalized circumferential distance within a single wave structure. As

highlighted by Ref. [139], typical compound flow nozzles cannot be used for RDE flow

streams due to their mixed subsonic and supersonic nature. As a result, mass and

momentum correction factors can be computed assuming a distorted isentropic flow
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relative to a uniform sonic flow. The mass flow correction factor is given as:

9w
9w˚ “

≥1
0 Mpxq{pp1 ` pp� ´ 1q{2qMpxq2qp�`1q{2p�´1qdx

pp� ` 1q{2q´p�`1q{2p�´1q (6.19)

and the momentum correction factor:

9wV
9wV ˚ “

≥1
0 Mpxq2{pp1 ` pp� ´ 1q{2qMpxq2q�{p�´1qdx

pp� ` 1q{2q´�{p�´1q (6.20)

The correction factors are applied to the computed exit mass flows and momen-

tum. This mass flow rate is then compared to the one obtained via the inlet flow

model, and P3.2 is updated until convergence on the mass flow rates is found. A

schematic of the model loop is provided in Figure 6.5. Correction factors for 1) the

percentage of detonation flow processed by an oblique shock (state 3.6b), 2) the per-

centage of the deflagrated flow mixed with the detonated flow (state 3.6d), 3) amounts

of non-axial momentum in the detonated and deflagrated flows, and 4) axial velocity

distortion in the exit flow are inputs parameterized as functions of the ratio of the

detonation height to the combustion chamber height. These correlations are obtained

from Ref. [139]. The reader is encouraged to read Ref. [139] for complete details of

model development and validation to experiments and computational data.

The aforementioned model was recreated for this analysis, based on the govern-

ing equations and assumptions from Ref. [139], but is not identical in the choice of

the tunable model parameters. A nominal set of model parameters were used, and

these were not extensively calibrated for the demonstration of multi-fidelity surrogate

modeling. Thermodynamic state updates and chemical equilibrium calculations were

performed using the open-source Cantera software package for chemistry [103] with

a 9 species, 19 reaction hydrogen/air chemical kinetics model [192]. The detonation
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Figure 6.5: Schematic of iterative design loop used in the RDE reduced-order model.
Image reproduced from Ref. [139].

properties are computed using the GALCIT Shock and Detonation Toolbox [47]. To

validate the code, specific thrust and impulse values were obtained at a range of equiv-

alence ratios and compared to data from [139]. The results are provided in Fig. 6.6.

The results are in reasonable agreement with the experimental data as the general

trends are captured, with the di↵erences minimized at higher equivalence ratios. The

discrepancies exist due to di↵erent parameters being used in the current model.

Figure 6.6: (Left) Specific thrust and (right) specific impulse versus equivalence ratio
using the reduced-order model framework with comparisons to AFRL
experimental data [139].

This concludes the discussion of the disparate information sources describing the

operational characteristics of the AFRL 6-inch radial RDE. These data sources will

be applied in the construction and demonstration of the multi-fidelity framework in
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the next section.

6.3 Multi-fidelity Framework Description

In order to utilize the computationally e�cient reduced-order model results in

conjunction with the high-fidelity simulation data, a multi-fidelity modeling frame-

work could be used. The purpose of the multi-fidelity model is to use information

from the low-fidelity reduced-order model results to allow predictions to be made in

the high-fidelity model where simulations or experiments were not conducted. One

common example of constructing a multi-fidelity model in this manner is via the use

of recursive Gaussian processes (GP) [108, 147]. This involves finding a constant

correlation coe�cient ⇢ such that:

ftpxq “ ⇢ft´1pxq ` �tpxq (6.21)

where ftpxq and ft´1pxq are Gaussian processes modeling the data at fidelity levels

ptq and pt ´ 1q, respectively. The correlation coe�cient ⇢ describes the correlation

between the outputs of the two fidelity levels. This formulation implies the following

relation between the two fidelity levels t and pt ´ 1q:

covtftpxq, ft´1px1q|ft´1pxqu “ 0, @x ‰ x1 (6.22)

Statistically, Eqn. 6.22 implies that no additional information about ftpxq can be

learned from ft´1px1q for any x ‰ x1 [223].

An extension of the autoregressive Gaussian process framework can be formed by

instead considering a nonlinear correlation coe�cient such that:
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ftpxq “ zt´1pft´1pxqq ` �tpxq (6.23)

where zt´1 is a function which maps the lower fidelity output ft´1pxq to the higher

fidelity output ftpxq. This framework was proposed in [223] and allows for more

flexibility than the linear autoregressive scheme described above. Equation 6.23 can

be recast in the following way:

ftpxq “ gtpx, f˚t´1pxqq (6.24)

where gt is a Gaussian Process given as:

gt „ GPpft|0, ktppx, f˚t´1pxqq, px1, f˚t´1px1qq; ✓tqq (6.25)

The non-linear framework considers a covariance kernel for gt which can be rep-

resented in the following way:

ktg “ kt⇢px, x1; ✓t⇢q ¨ ktf pf˚t´1pxq, f˚t´1px1q; ✓tf q

` kt�px, x1; ✓t�q (6.26)

where kt⇢ , ktf , and kt� are covariance functions of the squared exponential form with

t✓t⇢ , ✓tf , ✓t�u being hyperparameters which are learned via maximum-likelihood esti-

mation using the provided training data.

The flexibility of the non-linear framework makes it suitable for the purpose of
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this study where the true functional form of the RDE performance metrics is high-

dimensional and is not known. Thus, the non-linear framework from [223] was used

to generate multi-fidelity predictions given low-fidelity results from the reduced-order

model coupled with high-fidelity experimental data. Results from this framework are

provided in the following section.

6.3.1 Validation of multi-fidelity algorithm

The non-linear multi-fidelity framework described in the previous section was

implemented and applied against a few toy problems. First, the code was val-

idated against the example from [223] where the low-fidelity model was given as

flpxq “ sinp8⇡xq, and the high-fidelity model was given as fhpxq “ px ´
?
2qf 2

l pxq.

Separate fits were generated using a standard Gaussian process and the non-linear

multi-fidelity framework. Results for the standard Gaussian process and multi-fidelity

fits are provided in Figs. 6.7 and 6.8, respectively.

Figure 6.7: Obtained curve fit using standard Gaussian process on high-fidelity data
using flpxq and fhpxq from [223].

The results from Figs. 6.7 and 6.8 are consistent with those shown in Ref. [223],

thereby validating the code. Additionally, the advantage of the multi-fidelity frame-

work is apparent from these results since the obtained mean is nearly indistinguishable
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Figure 6.8: Obtained curve fit using multi-fidelity framework using flpxq and fhpxq
from [223].

from the exact high-fidelity curve, and the confidence in the prediction is much higher

when compared to the results from the standard Gaussian process fit.

6.4 Multi-fidelity Performance Estimation Results

6.4.1 One-dimensional surrogate model

The non-linear multi-fidelity framework described in the previous section was im-

plemented using the open-source GPy package and applied to the RDE framework to

develop performance surrogate fits [107]. Specifically, the model was used to generate

a multi-fidelity fit to estimate specific thrust as a function of mass flow rate data

since thrust is a primary quantity of interest for characterizing RDE performance. To

demonstrate the benefits of the multi-fidelity framework over a single-fidelity Gaussian

Process, a sequence of fits was constructed using data from three fidelity levels. The

low-fidelity data was represented by results using the reduced-order model described

in Sec. 6.2.3. The medium-fidelity data was represented by numerical simulation data.

Lastly, high-fidelity data was represented by experimental results from [244]. It was

found that additional data points were needed in order to provide reasonable multi-
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fidelity fits due to the sparsity of the high-fidelity data, so the experimental data was

augmented with three linearly interpolated points. Results are provided in Fig. 6.9.

As a pre-processing step, the input data was normalized by the ensemble minimum

and maximum such that the data outputs are between 0 and 1. The final fit (mean

and variance) was transformed back to the original operating space. Data from all

information sources were initially applied a Gaussian noise of 10%, but it was found

to have a minimal e↵ect on the results and the confidence interval in combination

with data normalization.

Figure 6.9: Comparison between specific thrust predictions generated (left) solely
using a standard Gaussian process fit of high-fidelity data, (middle) a
multi-fidelity fit using medium- and high-fidelity data, and (right) a multi-
fidelity fit using low-, medium-, and high-fidelity data.

Figure 6.9 shows some interesting trends in the obtained thrust predictions. On

the left plot of Fig. 6.9, the standard Gaussian process using high-fidelity experimental

data is presented. The center plot of Fig. 6.9 shows the two-level fit using medium-

fidelity numerical simulation data. Finally, the right plot of Fig. 6.9 provides the

multi-level fit using the low-fidelity reduced-physics model along with the medium-

and high-fidelity data sources. This progression illustrates the utility of the multi-

fidelity framework in uncertainty reduction. Although the predicted mean profiles do

not di↵er significantly for the di↵erent fits–biasing towards the highest fidelity data

source available–the surrogate model possesses increasingly tight confidence intervals
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as more data is incorporated into the fits. Further, the solution is very smooth, which

is typically the result of fitting using a Gaussian process at each fidelity level.

In the multi-fidelity fit, there are features preserved from earlier fits, such as

the inflection at low mass flow rates. The error at low mass flow rates is marginally

increased in the multi-level fits as there is a lack of medium-fidelity data in this regime,

and the reduced-physics model predicts non-physical negative thrusts–a limitation of

the model when the blu↵ body exit of the RDE may not choked. Nevertheless, the

multi-fidelity fit has a slightly narrower error interval than the two-level fit. At high

mass flow rates above 0.86 kg/s, the surrogate model confidence interval becomes

fairly narrow as the low-fidelity data is introduced. This demonstrates a feature of

the multi-fidelity approach: the correlation between fidelity levels increases solution

confidence in extrapolation regions, based on a correlation between the low- and

high-fidelity data in regions where the two exist simultaneously. Within the mass

flow rate range where all three data sets reside (between 0.4-0.86 kg/s, for instance)

the confidence interval in the surrogate model is highly constrained.

Note that below a mass flow rate of 0.35 kg/s, device thrust increases sharply with

mass flow, but the increase is more gradual at higher mass flow rates. One detonation

wave was observed for the majority of the experimental conditions considered here.

However, Ref. [244] notes that two detonation waves were generated at the highest

mass flow rate of 0.86 kg/s. Prior numerical simulations [236, 256] have shown that

as the mass flow rate is increased, the detonation wave strengthens leading to higher

baseline pressure in the combustor as well as faster wave speeds. As a result, the

thermal e�ciency of the system increases, which is reflected in the rapid increase in

thrust. However, past a critical flow rate, the wave structure does not change signif-

icantly, but secondary waves emanate from the primary detonation structure [237].

If the flow rate is increased further, these secondary waves will cause wave splitting,

which will spawn weaker primary detonation waves. With further increase in mass
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flow, this process is repeated. For the purpose of this study, the change in the thrust

behavior due to wave dynamics is a physical feature that needs to be captured by the

multi-fidelity fitting procedure.

The advantage of the multi-fidelity framework is that the model is able to use

information from multiple data sources to improve predictions, even if the data sources

have some inherent error and/or are not calibrated to the desired test case. Therefore,

one can seed high-fidelity data (representing high confidence) with data from a low-

cost, low-fidelity model (of lower confidence), and the multi-fidelity fit will produce

predictions with reduced uncertainty due to the extra information provided by the

low-fidelity model.

6.4.2 Two-dimensional surrogate model

The multi-fidelity framework could also be extended to multiple dimensions. To

demonstrate this, a surrogate model for the specific thrust as a function of both air

mass flow rate and equivalence ratio is generated with an air injector area ratio of

0.2. A two-level, two-dimensional multi-fidelity fit was constructed using the reduced-

order model from Ref. [139] as the low-fidelity data and experimental results from

[244] as the high-fidelity data. Again, it was found that additional data points were

necessary for proper fits so the experimental data was augmented with three inter-

polated additional data points in air mass flow rate space for each equivalence ratio:

0.8, 1.0, and 1.3. Figs. 6.10-6.12 contain results comparing the two-level multivariate

fit to a standard GP fit using the experimental campaign data.

As shown in Figs. 6.10 and 6.11, the generated mean prediction surfaces are fairly

similar to one another and are able to closely predict the specific thrust outputs as

desired. The multi-fidelity surrogate model captures more curvature in the response

surface than the standard GP fit. Further, Fig. 6.12 shows that the uncertainty in

the multi-fidelity predictions is reduced when compared to the standard GP fit which
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Figure 6.10: Isometric view of the response surface generated by the two-dimensional
multi-fidelity fit (red) and standard GP fit (blue) as a function of air mass
flow rate and equivalence ratio. The high-fidelity data is represented by
the circular blue data points for context.

Figure 6.11: Two-dimensional contour plots of (left) the multi-fidelity prediction
mean, (middle) standard GP prediction mean, and (right) absolute dif-
ference between the multi-fidelity and standard GP predictions. The

color bar represents the specific thrust values in
”
N´s
kg

ı
.

is consistent with the behavior seen for the one-dimensional fits. Likewise, the left

plot in Fig. 6.12 shows that the uncertainty of the multi-fidelity fit shrinks near the

high-fidelity data as desired. This again highlights how the multi-fidelity fit is able
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Figure 6.12: Two-dimensional contour plots of the 95% confidence interval half-width
(1.96�) of the (left) multi-fidelity prediction and (right) standard GP

prediction. The color bar represents the specific thrust values in
”
N´s
kg

ı
.

The high-fidelity data is represented by the circular white data points
in the left plot for context.

to use information from multiple data sources to increase confidence in predictions

compared to a single-fidelity fit.

A part of the motivation of the multi-fidelity data fusion process is to inform

researchers of where additional experiments or numerical simulations are needed to

capture the dynamics of the data. Thus, additional higher fidelity points can be

added in regions where the confidence interval in model predictions needs to be im-

proved during an iterative design process. In a high-dimensional problem like RDE

performance estimation, the true functional form of the performance map is unknown,

and the quality of the fit is solely assessed through the width of the confidence in-

terval. Of note, a typical hierarchical structure for the operating envelope spanned

by the highest to lowest fidelity level is not strictly required in the multi-fidelity ap-

proach. While this structure is beneficial, in practical applications, the widest range

in operating space is often encompassed by the lowest fidelity data source, and the

operating range spanned by the high-fidelity data may not represent a subset of the

medium-fidelity source (as is seen here).
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6.5 Bayesian Calibration of the Reduced-Physics Model

This next section represents the Bayesian calibration of model parameters as an al-

ternative approach to multi-fidelity modeling, as described in Fig. 6.1 and Sec. 6.1. In

contrast to regression fitting, the calibration problem is recast as a statistical process,

and high-fidelity data is used to estimate the distribution of model parameters that

can reproduce this data (ground truth). Here, the hyper-parameters of the reduced-

physics thermodynamics model of Ref. [139] are calibrated against the experimental

campaign data of Ref. [244]. For brevity, this reduced-order model will henceforth be

referred to as the Kaemming et al. model and the experimental campaign data set

will be denoted the Rankin et al. data.

The Kaemming et al. model contains settings for the operational and geomet-

ric properties of the RDE. Additionally, several model parameters exist. Within the

scope of this calibration, the primary tunable parameters will consist of 1) the per-

centage of detonated flow processed by the secondary shock Yb, 2) the percentage of

the deflagrated flow that is mixed with the detonated flow Yc, 3) amount of non-axial

momentum in the detonated flow ⇣det, 4) amount of non-axial momentum in all defla-

grated flows ⇣defl, 5) forward flow coe�cient of the air injector Cw,f,air, and 6) forward

flow coe�cient of the fuel injector Cw,f,fuel. On the other hand, other model parame-

ters are set to nominal values: velocity distortion in the exit flow of 120%, detonation

lateral relief of 1.2, detonation wave pressure decay time correction factor ⌧factor of 1,

oblique shock turning angle ✓ of 60˝, nozzle stream thrust coe�cient Cs of 0.9, and a

blu↵ body exit nozzle coe�cient of Cw,8 of 0.985. Hence, the model features a set of

Nparam “ 6 model parameters given as  “ tYb, Yc, ⇣det, ⇣defl, Cw,f,air, Cw,f,fuelu. The

primary parameters defining the operating condition are the air mass flow rate 9mair

and the equivalence ratio �. The objective of the model is to predict the quantities

of interest (QoI): air plenum pressure P2,air, fuel plenum pressure P2,fuel, and specific

thrust FN{ 9mair.
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The Rankin et al. experimental data set spans multiple air injector area ratios

(Aair/Ach = {0.1, 0.2, 0.39}), air mass flow rates ( 9mair = {0.15, 0.32, 0.63, 0.86} kg/s),

and equivalence ratios (� « {0.8, 1.0, 1.3}). To ensure that the model’s assumptions

are valid across the calibration data set, the experimental data set is restricted to

the air mass flow rates of 0.32 kg/s and above. Furthermore, Rankin et al. observed

that two propagating detonation waves exist at the air mass flow rate of 0.86 kg/s

and equivalence ratios of stoichiometry and above. However, due to the sparsity in

experimental data and possible hysteresis e↵ects in the wave splitting phenomenon,

the highest mass flow rate condition is also removed. Thus, the experimental data

set used for calibration consists of air mass flow rates of 0.32 kg/s and 0.63 kg/s only.

Prior to the description and application of the Bayesian approach, the current

representation of the Kaemming et al. is described. In order to sample the Kaemming

et al. model a large number of times (° Op106q evaluations), the model evaluation

must be optimized for this application and its associated computational cost reduced.

6.5.1 Surrogate for the reduced-physics model

The computational cost associated with each evaluation of the current implemen-

tation of the Kaemming et al. model (with Cantera and the Shock and Detonation

Toolbox) is intractable for a large number of evaluations. Thus, an artificial neu-

ral network (ANN) surrogate model for the Kaemming et al. reduced-physics model

is trained. The neural network approach learns a set of weights and biases and as

a series of matrix computations, o↵ers fast evaluation times. As seen in Fig. 6.10,

the specific thrust response surface through experimental and model data is fairly

smooth. Thus, the reduced-order model may be a good candidate for replacement

with an ANN.

To represent a surrogate for the full Kaemming et al. model, the ANN features

eight inputs: six hyper-parameters described by  , 9mair, and �. The three outputs are
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the QoI: P2,air, P2,fuel, and FN{ 9mair. The development of an optimal ANN architec-

ture is not within the scope of this work and is an active area of research. A simple

feedforward ANN is employed here, with four hidden layers each with t8, 10, 7, 5u

neurons. The hyperbolic tangent sigmoid function is used for the hidden layer activa-

tions. The Levenberg-Marquardt backpropagation algorithm was used for parameter

optimization [111, 178]. The full ANN architecture is depicted in Fig. 6.13.

Figure 6.13: Illustration of the ANN architecture as a surrogate for the Kaemming
et al. model, where the inputs consist of the six hyper-parameters  “
tYb, Yc, ⇣det, ⇣defl, Cw,f,air, Cw,f,fuelu, 9mair, and �, and the outputs are the
QoI: P2,air, P2,fuel, and FN{ 9mair.

Three ANNs are trained, one for each air injector area ratio because the response

surface of each air injector area ratio may be su�ciently distinct. A data set of

approximately 120,000 samples are generated for each area ratio, where the model

parameters are randomly selected from a uniform distribution with a minimum and

maximum given in Tab. 6.2. Similarly, the equivalence ratio is selected from a uniform

distribution with range t0.75, 1.4u to allow for some variation in the queried equiv-

alence ratio range of t0.8, 1.35u. The air mass flow rate is selected from a uniform

distribution as well, and the range varies based on the air injector area ratio. For an

area ratio of 0.1, a range of t0.1, 0.37u kg/s is selected, while for area ratios of 0.2 and
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0.39 utilize a range of t0.1, 0.68u kg/s (again, with some bu↵er to allow for variation

in queried mass flow rate). These bounds in air mass flow rate are selected such that

the full set of data (with one propagating detonation wave) from the Rankin et al.

experimental campaign can be represented through the ANN surrogate model. The

neural networks are implemented with the MATLAB Deep Learning Toolbox [294].

Here, the samples were randomly shu✏ed with 60% used for training, 20% set aside

for validation to monitor overfitting, and 20% extracted for testing. All inputs and

outputs were normalized between -1 and 1 before training. The results of the training

procedure are shown in Fig. 6.14. Here, the validation set converges to a stable MSE

within 400 epochs for each ANN, and the values are of a similar order for the ANNs

for area ratios of 0.2 and 0.39. Further, the comparison of the testing set predictions

versus ground truth shows correlation R-values of nearly 1. The ANN trained on the

lowest area ratio of Aair/Ach = 0.1 exhibits the lowest correlation, as it also featured

the largest converged MSE. Thus, the low area ratio case features dynamics that are

more di�cult to capture.

Due to a direct correlation between the mass flow rate/equivalence ratio and the

fuel/air plenum pressures, the ANNs are able to predict these QoI (P2,air and P2,fuel)

very closely in comparison to the original Kaemming et al. model and as a result, not

shown here. However, increased errors are observed in the prediction of the specific

thrust. In order to quantify the errors in specific thrust prediction imposed by the

ANN, the error is mapped in air mass flow rate and equivalence ratio space. The error

profile in specific thrust is shown in Fig. 6.15. These percent errors are averaged

across all data points in the testing data set for each area ratio. The percentage

error profiles show reasonable results, with the greatest error observed in the ANN

trained for Aair/Ach = 0.1, as expected based on previous results. However, it must

be noted that the greatest errors are seen at air mass flow rates between the discrete

values tested in the Rankin et al. experimental campaign (for one detonation wave:
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Table 6.2: Kaemming et al. [139] model parameters to be calibrated: Nparam “ 6;
Gaussian prior assumed mean and standard deviation.

Model
parameter

Description Min. Max. µ � (% of µ)

Yb

% of detonated
flow processed

by the
secondary
shock

0 1 0.5 0.15 (30%)

Yc

% of the
deflagrated
flow that is

mixed with the
detonated flow

0 1 0.5 0.15 (30%)

⇣det

amount of
non-axial

momentum in
the detonated

flow

0 0.5 0.25 0.075 (30%)

⇣defl

amount of
non-axial

momentum in
all deflagrated

flows

0 0.5 0.25 0.075 (30%)

Cw,f,air

air injector
forward flow
coe�cient

0.5 1.2 0.85
0.1062
(12.5%)

Cw,f,fuel

fuel injector
forward flow
coe�cient

0.5 1.2 0.85
0.1062
(12.5%)

9mair = {0.15, 0.32, 0.63} kg/s). The error is reduced for these discrete air mass flow

rates of interest, with errors with 5% for the Aair/Ach = 0.1 ANN and within 2%

for the Aair/Ach = 0.2 and Aair/Ach = 0.39 ANNs. These error maps for each ANN

will be later applied as model errors in the Bayesian optimization framework. This
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Figure 6.14: (Top row) Convergence of mean-squared error (MSE) for each ANN with
the training, validation, and testing data sets as a function of epoch with
the best validation MSE quantified within the plots. (Bottom row) Scat-
ter plots showing the predictions on the y-axis versus the ground truth
on the x-axis using the testing data set for each ANN, with the regression
R-value quantified within the plots. The left column represents the ANN
for Aair/Ach = 0.1, middle column represents the ANN for Aair/Ach =
0.2, and the right column represents the ANN for Aair/Ach = 0.39.

concludes the discussion of the development of the ANN-based surrogate model. The

ANN surrogate model o↵ers 3-4 orders of magnitude speed-up in time to solution

compared to the original Kaemming et al. model. As a result, the trade-o↵s in

prediction error are acceptable in exchange for the model evaluation speed-up vital

to the Bayesian optimization process, and the model error is accounted for during

optimization.

6.5.2 Bayesian inference

With the ANN-based surrogate model of the Kaemming et al. reduced-physics

model, the model’s parameters will be calibrated to estimate the QoI across the range

of mass flow rates and equivalence ratios given in the Rankin et al. experimental data
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Figure 6.15: Average percent error map in specific thrust between the ANN prediction
and the original Kaemming et al. model computed across the testing
data set for (top left) Aair/Ach = 0.1 ANN, (top right) Aair/Ach =
0.2 ANN, and (bottom center) Aair/Ach = 0.39 ANN. The color bars
represent percentage errors.

set. For a given set of operating conditions � and model parameters  , the model

output provides the QoI as Gp ,�q “ tP2,air, P2,fuel, FN{ 9mairuG and similarly, the

corresponding experimental data is given by Dp�q “ tP2,air, P2,fuel, FN{ 9mairuD. In

essence, the calibration process is an optimization problem that seeks to minimize

the following error function:

Et ,�u “
ÿ

�

||Gp ,�q ´ Dp�q|| (6.27)

over di↵erent solution vectors for  . However, it must be noted that the solution

vector  is not constant for the set of operating conditions. Additionally, it would be

beneficial to elucidate the correlations between the di↵erent model parameters and
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their relative importance in the model output. For these reasons, the computationally

e�cient Bayesian optimization procedure is used here over a more complex and costly

regression analysis method. Since the objective function fp ,�q which prescribes the

relationship between the operating conditions � and model parameters  and the

QoI is unknown, the Bayesian approach treats the solution vector of model param-

eters as random variables and places a prior joint-distribution over the parameter

set. Determination of the unknown function fp ,�q is di�cult to perform due to its

computational cost which scales with the degrees of freedom. The objective function

f is assumed to be continuous over the operational space and takes some unknown

form. The prior joint-distribution is ascribed to capture assumptions or beliefs about

the model parameters. With model evaluations, the prior is updated to form the pos-

terior distribution of model parameters. Through a sequential process, the posterior

distribution defines the acquisition function that determines the next query point in

parameter space. The Bayesian optimization process is an area of active research and

has been extensively detailed in several publications [34, 89, 101, 193, 198, 209]. Fur-

thermore, the approach was successfully applied by Fiévet et al. to a one-dimensional

model for the pseudoshock characteristics of a scramjet isolator and demonstrated im-

proved ability in capturing the QoI in comparison to a genetic algorithm approach [84].

Bayesian inference is a statistical inference method that provides a distribution of

random variables, i.e., through probability distribution functions (PDFs), instead of a

single expectation value for all the model parameters. As more data is added, the opti-

mization is recursively improved using the previous joint distribution of parameters as

the initial guess. In the end, the posterior distribution of model parameters captures

both the model and measurement uncertainties and incorporates all the information

contained by the data and models and their respective uncertainties. Specifically, the

Bayesian inference approach determines the posterior distribution of the set of model

parameters conditioned on experimental data. Recalling the previous definitions, for
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a model output Gp ,�q given set of operating conditions � and model parameters  ,

the relation between the experimental data Dp�q and the model is given as:

Dp�q “ Gp ,�q ` ✏ (6.28)

where the error term ✏ encapsulates both the uncertainty in the model and the mea-

surement uncertainties of the experimental data. In the present study, due to the

use of the ANN-based surrogate for the Kaemming et al. model, the model error is

computed as a function of � using the specific thrust error response shown in Fig. 6.15

and with error maps for the air and fuel plenum pressures. Additionally, the mea-

surement error is added to form the error term. The measurement component of

the error is assumed to be a normally distributed random variable with a nominally

fixed standard deviation of 1% for the mass flow rates of air and fuel, 2% for the

equivalence ratio, 1% for the pressure measurements, and 5% for the specific thrust

measurements from Ref. [244]. The Bayesian inference procedure is summarized by

the evaluation of Bayes’ theorem through three discrete steps:

1. Construct the prior joint-distribution for all Nparam model parameters  assum-

ing a Gaussian distribution for each parameter based on existing knowledge.

This results in a density function ⌦p q.

2. Compute the likelihood function that determines the probability that a given

set of model parameters  sampled from the prior distribution describes the

experimental data D. This distribution function is denoted ⌦pD| q.

3. Determine the posterior conditional distribution ⌦p |Dq through Bayes’ theo-

rem:

⌦p |Dq “ ⌦pD| q⌦p q
⌦pDq (6.29)

The posterior distribution has a few key features [84]. The maximum a poste-
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riori (MAP) represents the most probable solution and is indicative of both the

likelihood and the accuracy. The mean of the posterior minimizes the squared

error computed from the maximum-likelihood estimate (MLE), whereas the

median minimizes the absolute error. If a uniform random distribution is used

to represent the prior, the MAP is equivalent to the MLE, whereas they are

distinct when the priors are Gaussian.

There exist many approaches to defining the prior distribution of model parameters

and the likelihood function [25, 145]. In the present study, the prior distribution is

assumed to be Gaussian in form, and the likelihood function is similarly based on a

Gaussian function [34, 209, 314] due to the assumed distribution of the error term ✏.

6.5.2.1 Selection of prior joint-distribution

The prior distribution of parameters must be selected so as to not bias the poste-

rior. As given by Bayes’ theorem, the posterior distribution is a product of the prior

distribution and the likelihood function. Consequently, a prior with a narrower width

than anticipated will artificially limit the support of the posterior. In the present

study, the prior PDF is assumed to be Gaussian with the mean and standard devi-

ation determined from authors’ assumptions of nominal values, as given in Tab. 6.2.

The parameters are assumed to be randomly distributed and independent, without

any assumed cross-correlation between the parameters (⇢ = 0). As a result, the prior

joint-distribution is an Nparam-dimensional jointly Gaussian distribution that is sim-

ply the product of the individual Gaussian distributions. The standard deviations

are set to be su�ciently large so as to not limit support of the prior. Fiévet and

co-workers determined that additionally increasing the standard deviation by a fac-

tor of two did not a↵ect the MAP or the optimization procedure significantly [84].

Further, it must be noted that the model parameters of the Kaemming model related

to the combustion process are constrained from 0 and 1 for physical relevancy, while
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the flow coe�cients can exceed 1 (up to 1.2). As a result, the Gaussian distributions

are trimmed to enforce this constraint. The marginal prior PDFs of the model pa-

rameters are shown in Fig. 6.16. As described earlier, the calibration is performed

for corresponding experimental cases where the exit flow is choked and a positive

specific thrust value is computed, i.e., experimental cases with an air mass flow rate

greater than a critical value of approximately 0.25 kg/s. Figures 6.17, 6.18, and 6.19

outline the model predictions Gp⌦p qq for the QoI with model parameters sampled

from the prior distribution ⌦p q for the 15 experimental cases where positive specific

thrust is predicted. The model predictions for specific thrust do not capture the QoI

well in any of the cases and the experimental data is often well outside one standard

deviation from the model prediction mean. The predictions for plenum pressure more

closely match the experimental values, but the true values are still generally outside

one standard deviation from the model prediction mean. The goal of the calibration

process is to constrain and adjust the PDF, given the experimental data on net thrust

and plenum pressure alongside the inlet blockage ratio and discharge coe�cients.

6.5.2.2 Likelihood function and maximum likelihood estimate

The likelihood function is used to determine the probability that a model parame-

ter solution vector  yields a model output Gp ,�q at the given operating conditions

� that predicts the experimental data Dp�q within the error margins. This function

e↵ectively models the distribution function for the error term ✏ that accounts for both

the model and measurement uncertainties. The experimental data is incorporated in

the likelihood function as a vector of model outputs Dp�q “ tP2,air, P2,fuel, FN{ 9mairu

with standard deviations �p�q “ t�P2,air , �P2,fuel
, �FN { 9mairu. To this end, the likelihood

density function for  assumes a Gaussian form [34, 209, 314] and is computed as:

⌦pD| q “
�π

�“1

✓π

i“1

1?
2⇡�ip�q exp

˜
´

`
Dip�q ´ Gip ,�q

˘2

2�2
i p�q

¸
(6.30)
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Figure 6.16: Gaussian prior distributions of the Kaemming et al. ANN surrogate
model to be calibrated with Nparam “ 6.

and the corresponding log-likelihood is given as:

log
`
⌦pD| q

˘
“

�ÿ

�“1

✓ÿ

i“1

´ log
`
�ip�q

˘
´ 1

2
logp2⇡q ´

`
Dip�q ´ Gip ,�q

˘2

2�2
i p�q (6.31)

where � is the number of experimental cases and ✓ represents the number of QoI. The

standard deviations in the likelihood function are a summation of the experimental

measurement uncertainties and the ANN surrogate model errors in the present study.

6.5.2.3 Evaluation of the posterior distribution

In the evaluation of the posterior, if the di↵erence between the experimental data

and model outputs Di p�q ´ Gi p ,�q is a linear function of the model parameter

vector  , the joint-likelihood function has a Gaussian form and the joint-posterior
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Figure 6.17: PDF of model predictions of specific thrust using the model prior distri-
butions for the 15 experimental cases from Ref. [244] above the critical
air mass flow rate of „0.25 kg/s.

distribution is simply the product of the joint-prior and joint-likelihood distributions,

as described earlier. However, in the present study, the model is a highly non-linear

function of the model parameters  and the e↵ect of the parameters on the outputs is

not clearly discernible. For this reason, the posterior distribution is computed using a

Markov chain Monte Carlo (MCMC) method [34, 296]. Specifically, the Goodman and

Weare a�ne-invariant MCMC sampling procedure [102] is employed, which has been

implemented in the open-source GWMCMC package of Grinstead [110]. The primary

selections in the MCMC sampling procedure are the number of Markov chains, Nchain,

and the number of samples per Markov chain, Nsample. In the present study with

Nparam “ 6, 1024 independent Markov chains (Nchain “ 1024) with 20,480 elements

each (Nsample “ 20480) are used. The model evaluations during the MCMC sampling

procedure were executed in parallel over 128 cores to accelerate the execution of the
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Figure 6.18: PDF of model predictions of air plenum pressure using the model prior
distributions for the 15 experimental cases from Ref. [244] above the
critical air mass flow rate of „0.25 kg/s.

ANN-based surrogate model even further.

The primary outcome of the calibration procedure is to obtain a posterior with

narrower support compared to the prior; this highlights that the experimental data

provided information for the posterior distribution of model parameters to converge

based on model constraints. The posterior distribution is computed using the 15

cases within the experimental data set Dp�q where the air mass flow rate is above the

critical value („0.25 kg/s) to ensure positive thrusts are predicted and below an air

mass flow rate of 0.86 kg/s where two detonation waves were seen at equivalence ratios

of stoichiometry and higher. The Kaemming et al. model is sensitive to wave number

as an input, and all the cases studied here were restricted to those exhibiting a single

detonation wave. The mean and standard deviation of the posterior distributions are

given in Tab. 6.3. For all six parameters, the mean of the posterior distributions have
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Figure 6.19: PDF of model predictions of fuel plenum pressure using the model prior
distributions for the 15 experimental cases from Ref. [244] above the
critical air mass flow rate of „0.25 kg/s.

converged, and the standard deviations are narrower than the prior. However, for ⇣det,

the posterior standard deviation is of the same order as the mean. To understand

the behavior further, the marginal PDFs of the posteriors are provided in comparison

to the prior PDFs in Fig. 6.20. The PDF provides a better view of the convergence

characteristics. For the air and fuel forward flow coe�cients, the convergence is very

clear, with a posterior that has substantially settled on a mean value with very narrow

support. The posterior for ⇣defl resembles the Gaussian distribution that was initially

assumed, with slightly narrow support in the posterior. For the two mixing coe�cients

Yb and Yc, the posteriors have moved towards the bounds of physical validity with the

former converging towards 0 and the latter approaching 1. However, the support of the

posterior appears to be similar to the prior, and the reduction in standard deviation

may be attributed to the constraints on the parameters themselves. Similarly, the
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⇣det has approached 0, but with very narrow support similar to the flow coe�cients.

The mixing coe�cients Yb and Yc are mutually exclusive, but the data is suggesting

that the amount of detonated flow processed by a secondary shock is minimal and the

amount of deflagrated flow mixed with the detonated flow is high. According to the

model formulation in Eqn. 6.15, as Yc approaches 1, the second term of the equation

goes to 0; the mixing contribution of Yb is irrelevant. Thus, the data do not provide

information about Yb as Yc is computed to be ° 0.75. The amount of non-axial

momentum in the detonation flow is near zero and data does not provide information

to shift the amount of non-axial momentum in all deflagrated flows. In conjunction

with the model dynamics, the experimental data set does not provide information

on the probable values of ⇣defl, and possibly Yb as well. Further, it is possible that

this parameter is not universal among the experimental data so no convergence of the

posterior is possible.

Table 6.3: Statistics of the Gaussian prior distribution and the posterior distribution
conditioned on the experimental cases.

Model
parameter

⌦ppp qqq : µ ⌦ppp qqq : � ⌦ppp |||Dqqq : µ ⌦ppp |||Dqqq : �

Yb 0.5 0.15 0.1252 0.0916

Yc 0.5 0.15 0.8708 0.0852

⇣det 0.25 0.075 0.0084 0.0080

⇣defl 0.25 0.075 0.2281 0.0745

Cw,f,air 0.85 0.1062 1.0891 0.0048

Cw,f,fuel 0.85 0.1062 0.9220 0.0039

In order to further analyze the converged posterior distributions with the Gaussian

prior PDFs, two-dimensional marginal PDFs in a 6 ˆ 5 lower triangular matrix are

highlighted in Fig. 6.21. An analysis of the autocorrelation of the Markov chain for
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Figure 6.20: Comparison of the posterior PDF with the prior distributions of the
hyper-parameters of the Kaemming et al. ANN surrogate model.

this calibration showed that the samples within each chain were decorrelated from

the initial sequence after an average of approximately 1741 samples. As a result,

each Markov chain featured more than 10 statistically independent samples, for a

total e↵ective sample size of approximately 10,845 samples across the entire model

sampling process.

The shape of the joint posterior PDF provides detailed insight into the Bayesian

inference process and the cross-correlation between model parameters. The joint

posterior PDFs with circular or elliptical structures with the major and minor axes

aligned with the grid directions indicate that the two parameters are not highly

correlated. Further, a more circular pattern suggests that the spread of the parameters
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is nearly identical. Uncorrelated parameters highlight that changing one parameter

does not require a simultaneous change in another to ensure the model outputs are

within the margin of error. The narrow support of the flow coe�cients shows that

they are generally uncorrelated with the other parameters, as the distributions of

the other parameters are generally mapped to the same value of the flow coe�cients.

The Gaussian-like structure of ⇣defl results in a “clipped” circular two-dimensional

PDF with the mixing parameters, and highly “squeezed” joint distribution with ⇣det

due to its narrow support. The lack of parametric structure in the joint-distributions

shows that the parameters are largely exclusive, and describe di↵erent aspects of RDE

operation within the system. Further, the structure of Eqns. 6.15 and 6.16 remove

the e↵ectiveness of the data in describing Yb as Yc approaches one. In contrast,

Bayesian optimization approaches in Refs. [84] and [131] have obtained parametric

functional relationships between model parameters that allowed a reduction in model

parameters.

Finally, the marginal posterior distributions of the model hyper-parameters can

be used to predict the QoI and compare the solutions with experimental data. A

comparison of model QoI predictions with the posterior distribution of parameters

(in red) and the prior distributions of parameters (in green) is visualized in Figs. 6.22,

6.23, and 6.24. Here, the model predictions of the QoI have very narrow support,

due in part to the narrow support of the flow coe�cients and ⇣det. In general, for

cases with an air mass flow rate of 0.32 kg/s (case indices of the form 2.x.x), the

posterior improved predictions of specific thrust. However, for cases with an air mass

flow rate of 0.63 kg/s (case indices of the form 3.x.x), the model prediction of thrust

remains in the vicinity of the mean of the estimates using the prior distributions,

but now with narrower support. On the other hand, the prediction of air and fuel

plenum pressure notably improved for all cases, with the model prediction residing

within one standard deviation of the experimental data for a majority of the 15
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Figure 6.21: Posterior distributions and cross-correlations between the Nparam “ 6
parameters for the calibration performed on the Kaemming et al. ANN
surrogate model. The contour lines on the joint PDFs are given at every
15% of the cross-correlation distributions’ maximum value.

cases. It appears that through convergence on a few parameters, namely the flow

coe�cients, the model was able to improve specific thrust prediction when the prior

distributions of parameters underestimated the specific thrust. However, for cases

where the estimations overestimated the specific thrust, there are limited avenues for

“reducing” system performance to match the experimental data. The model appears

very sti↵ in its dynamics as the six parameters within  are varied. Thus, the six

parameters studied here are unable to change the model dynamics to capture the

experimental data. For future studies, other model components, such as heat release

(as a representative of combustion e�ciency) may need to be calibrated to further
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improve model predictions of experimental data. However, this exercise of Bayesian

calibration highlights that the experimental data must contain information to inform

the model, and subsequently, the model needs to be su�ciently malleable through

the choice of calibration parameters to capture the experimental data.

Figure 6.22: PDF of model predictions of specific thrust using the model posterior
distributions for the 15 experimental cases from Ref. [244] above the
critical air mass flow rate of „0.25 kg/s.

6.6 Multi-fidelity Performance Estimation with Calibrated

Low-Fidelity Model

The capabilities of both the multi-fidelity data fusion and Bayesian calibration can

be combined to increase the robustness of the modeling approach. In the following

section, the one- and two-dimensional surrogate models for performance estimation

are updated with the calibrated Kaemming et al. model. Illustrated in Fig. 6.25, the
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Figure 6.23: PDF of model predictions of air plenum pressure using the model pos-
terior distributions for the 15 experimental cases from Ref. [244] above
the critical air mass flow rate of „0.25 kg/s.

use of the calibrated reduced-physics model results in di↵erent dynamics in the con-

fidence interval. For the one-dimensional fit, the confidence interval is substantially

tighter and more uniform across the full range of air mass flow rates. The “bulges”

in confidence interval at low equivalence ratios are also improved and exhibit marked

improvements over the standard GP fit. In the two-dimensional response surface,

the multi-fidelity fit features additional curvature in the high equivalence ratio re-

gion. This results in lower response surface variance for high air mass flow rates

with the trade-o↵ of slightly increased variance for high equivalence ratios. Overall,

the calibrated reduced-physics model is able to represent the experimental data more

accurately, and this is reflected in the quality of the multi-fidelity performance map.

Thus, the ideal modeling framework is a joint approach that combines the Bayesian
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Figure 6.24: PDF of model predictions of fuel plenum pressure using the model pos-
terior distributions for the 15 experimental cases from Ref. [244] above
the critical air mass flow rate of „0.25 kg/s.

calibration of model parameters with the multi-fidelity data fusion method.

6.7 Chapter Summary

In order to use detonation engines for practical applications, it is necessary to

reliably estimate performance characteristics such as thrust/specific impulse over a

range of operating conditions and geometric designs. Due to the inherent physics

complexity, computational models are inherently expensive, and cannot be used to

map the entire set of input conditions. Similarly, conducting large numbers of exper-

iments is also not practically feasible. Hence, techniques that allow limited data to

inform surrogate models, which can then predict performance over the entire oper-

ational map would be invaluable. To this end, the multi-fidelity modeling approach
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Figure 6.25: Multi-fidelity data fusion results with calibrated Kaemming et al. model.
(Top left) One-dimensional multi-fidelity fit of specific thrust as a func-
tion of air mass flow rate. (Top right) Isometric view of the response
surface of the multi-fidelity fit of specific thrust as a function of air mass
flow rate and equivalence ratio. (Bottom left) Two-dimensional con-
tour plot of the multi-fidelity fit of specific thrust as a function of air
mass flow rate and equivalence ratio. (Bottom right) Two-dimensional
contour plot of the 95% confidence interval half-width (1.96�) of the
multi-fidelity fit of specific thrust as a function of air mass flow rate
and equivalence ratio. The color bars in the lower row represent specific

thrust values in
”
N´s
kg

ı
.

is an attractive method for developing a surrogate model for predictive performance

using limited data sets. Here, instead of calibrating the model parameters of the

lower-fidelity reduced-order model, the output of this model with nominal parame-

ters is used along with sparser experimental and detailed computational results to

improve the predictive capability of a performance map.
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A multi-fidelity framework was developed and tested on available RDE data to

test its ability to evaluate performance metrics. A reduced-order model using the

methodology described in [139] was used to generate low-fidelity data. It was found

that augmented data points were necessary to generate a reasonable multi-fidelity fit.

For the augmented low-fidelity data, the multi-fidelity results produced predictions

with a higher degree of confidence when compared to standard Gaussian process re-

gression results. It was also found that adding data from additional fidelity levels

yielded fits with progressively tighter error bounds. Further investigation into how

the data sparsity and distribution a↵ect the model outputs is ongoing and is detailed

in Ref. [238]. Bayesian calibration of a set of hyper-parameters of the reduced-order

model was performed, which provided limited improvement in predictive capability

due to sti↵ness in the model’s ability to capture the experimental data. While the

multi-fidelity framework is the more comprehensive approach for data assimilation, a

joint approach where a calibrated reduced-physics model is used in concert with the

multi-fidelity model (as the low-fidelity data source) to improve the robustness of sur-

rogate model predictive capability. The present study represents an important initial

assessment of multi-fidelity information fusion in the evaluation of high-dimensional

turbulent reacting systems.
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CHAPTER VII

Summary, Conclusions, and Future Directions

7.1 Chapter Summaries

To reduce the environmental impact of aeropropulsion and expand the capabil-

ity of high-speed propulsion devices, step changes in thermal e�ciency and fuel burn,

particulate emissions, and device thrust-to-weight ratio are of paramount importance.

This fundamental e�ciency improvement may be realized through detonation-based

combustion, in contrast to the traditional deflagration-based combustion found in

gas turbine engines and rocket combustors today. Pressure-gain combustion devices

o↵er an increase in the total pressure of the system, which can be used to extract

work with a lower required pre-compression of reactants and reduced system pres-

sure losses. In particular, the rotating detonation engine (RDE) is a realization of

pressure-gain combustion, where a propagating detonation wave confined within a

combustion chamber produces shock-based compression with rapid chemical heat re-

lease. Due to the high wave speeds, such devices can convert a large mass of reactants

within small volumes, thereby providing an increased thrust density over deflagrative

combustion devices and leading to compact and unconventional propulsion system

designs. Furthermore, continuous operation ensures interoperability with existing

propulsion systems. However, the unsteady flow field within an RDE is one of the

most complex environments characterized by multi-scale physics and extreme tem-
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peratures and pressures. The operational characteristics of an RDE are determined

by an equilibrium between large- and small-scale processes within the combustor. A

fundamental understanding of this multiscale coupling is required to realize RDEs for

practical applications, such as in gas turbines, rockets, and scramjets. The complex

flow field within an RDE is fraught with non-idealities, ranging from incomplete pro-

pellant mixing and stratification, unsteady injector dynamics, secondary combustion,

and multiple detonation waves. These non-idealities diminish practical system per-

formance and define its operational characteristics. The literature review of RDEs

and detonative propulsion is outlined in Chap. I. An understanding of the unsteady

environment in detonating flows and practical RDEs is required to design and operate

these devices.

The objective of this dissertation is to interrogate these non-idealities of practical

detonations with gaseous and multiphase propellants from a numerical perspective.

The root cause of non-ideal phenomena is the non-premixed injection scheme used

in practical RDEs to ensure safety and operability. A range of computational tools,

such as direct numerical simulation, high-fidelity massively parallel compressible flow

solvers, and data-driven methods, are used to investigate detonating flows and are

detailed in Chap. II. In particular, UTCOMP–a high-order, structured grid flow

solver– is used for canonical configurations and UMReactingFlow–an unstructured

mesh solver–is used for complex and large full-scale RDE geometries. The flow struc-

ture within canonical detonating flows is analyzed, as well as in full-scale RDEs with

gaseous and liquid fuel injection of high-order hydrocarbon fuels. The novelty of

this work is in the development and application of computational tools to provide

detailed insight into these harsh environments, where experimental diagnostics and

macroscopic performance parameters are limited in capability. Computationally in-

tensive subroutines for the convective and reaction stages are o✏oaded to the GPU

using in-house CUDA-based modules for compatibility with heterogeneous computing
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platforms. The solver was adapted with its current form jointly developed over the

course of this dissertation. The details are provided in Ref. [26], along with details

of the GPU-based chemistry treatment (UMChemGPU) by Barwey and Raman in

Ref. [15]. The GPU-accelerated solver provides an order of magnitude reduction in

solver time-to-solution compared to a CPU-only approach.

These numerical simulations represent some of the highest fidelity computational

studies of rotating detonation combustors, with an elevation in the number of mod-

eled degrees of freedom originating from increased cell resolution, larger full-scale

computational domains, detailed chemical kinetics for hydrocarbon mixtures with an

increased number of species and reaction steps, and extended simulation times. Fur-

ther, the simulations of the liquid-fuelled RDE represent one of the first computational

studies of self-sustaining multiphase detonation in a three-dimensional full-scale do-

main. The massively parallel GPU-accelerated flow solver enables these computations

and was jointly developed over the course of the work detailed in the dissertation.

The outcomes from the studies in this dissertation help shape the community’s

current understanding of reacting flows within detonation engines. In Chap. III, the

simulations of canonical detonating flows using the UTCOMP solver isolates and in-

terrogates the e↵ects of small- and large-scale processes, such as mixture stratification

due to discrete injection and propellant preburning. Additionally, in the full-system

simulations of Chap. IV, the detonation structure, its coupling with the injector re-

sponse and plenum dynamics, and overall combustion processes and bifurcation into

detonation and deflagration are interrogated and characterized. This approach is ex-

tended to the study of multiphase detonation in Chap. V. The merit of numerical

simulations is their ability to evaluate changes in these mechanisms as the operat-

ing condition and/or design is varied. Further, to advance the realization of RDEs,

a modeling framework for data fusion from multiple disparate information sources,

such as numerical simulations, experiments, and reduced-physics models, with uncer-
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tainty quantification is proposed and demonstrated on a characteristic RDE design

in Chap. VI.

Key conclusions derived from the numerical e↵ort on understanding non-idealities

in detonating flows are provided in Sec. 7.2. Finally, challenges and recommendations

for continued research are provided in Sec. 7.3.

7.2 Conclusions

The practical realization of rotating detonation engines (RDEs) requires an in-

creased understanding of non-ideal phenomena. Prior experiments and numerical

investigations have shown that RDEs operate under mixing-limited conditions lead-

ing to spurious losses, best characterized by reduced wave speeds and minimal or lack

of pressure gain (through methods such as EAP [140], for instance). These losses

manifest as non-idealities such as incomplete propellant mixing and stratification,

unsteady injector dynamics, secondary combustion, and multiple detonation waves.

The operating mode of an RDE is achieved through a balance between the small- and

large-scale processes (see Fig. 1.10). The goal of this dissertation was to 1) develop

an understanding of the non-idealities within RDEs and their e↵ects on device oper-

ation, 2) contribute high-fidelity data on detonation physics and RDE operation to

the community, and 3) establish a framework for assimilation of numerical and ex-

perimental data and reduced-physics models for RDE performance estimation. Thus,

the work contained within this dissertation can be segmented into three parts: I)

fundamental physics of canonical detonating flows; II) simulations of full-scale, non-

premixed RDEs; and III) macroscopic RDE performance estimation. The workflow

is visualized and outlined in Fig. 7.1.
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Figure 7.1: Outline of the three components of the dissertation in an e↵ort to increase
the community’s understanding of detonating flows.

7.2.1 Part I: Fundamental physics of canonical detonating flows

Near-DNS simulations of canonical detonating flows have allowed for the non-

idealities to be isolated in simplified geometries and interrogated in detail. It was

found that the detonation structures are multi-dimensional in nature. The shock

front and reaction zone of an unsteady detonation wave are typically closely coupled,

reinforced by triple point collisions as the fundamental three-shock structure traverses

the domain. However, with discrete injection, the reaction zone broadens in time due

to the fluctuating acoustic impedance of the mixture ahead of the wave. This leads to

instantaneous wave galloping. The complex reaction zone consists of multiple pressure

waves and density gradients. The fluctuating wave does not completely consume the

available fuel/oxidizer mixture, and turbulent mixing driven by the vortices stemming

o↵ of the triple points and the three-shock region serve to mix the intermediary gases

and ensure more complete combustion. In turn, the practical reaction zone is thicker

and the detonation wave is of lower strength than the ideal ZND solution through

a homogeneous mixture. This behavior reflects those observed in the experimental

campaigns.
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Fuel stratification introduces additional density and composition gradients (not

typically aligned with the direction of wave propagation) in the flow field. The wave

front becomes highly corrugated due to shearing forces generated as the detonation

wave passes through fuel-rich and fuel-lean regions. Both the size of these turbulent

structures and the node length of the wave front corrugation are proportional to the

length scale of stratification. The size of these turbulent structures stemming o↵ the

triple points and concentration boundaries is proportional to the stratification length

scale, and this a↵ects the post-detonation mixing and deflagrative combustion of

residual products. Detonation properties such as pressure rise and detonation cell size

– a product of the small-scale triple point and transverse/Mach wave interactions – are

directly controlled by the stratification length scale. In relation to RDE performance,

a smaller mixture stratification size leads to greater combustion e�ciency, but a

lower average total pressure rise in comparison to a larger stratification length scale.

Overall, the physical structure of the detonation wave front is highly dependent upon

the distribution of the fuel and oxidizer. Deflagration ahead of the detonation wave,

termed parasitic combustion, is known to be present due to the interaction between

fresh and product gases. This weakens the shock front with considerable unburnt fuel

downstream of the shock front that continues to burn in a slow and distributed heat

release process termed commensal combustion. The parasitic combustion alters the

upstream gas composition and lowers the wave Mach number thereby a↵ecting wave

characteristics. Thus, parasitic combustion ahead of the wave leads to commensal

combustion behind the wave, indicating that it, along with mixture inhomogeneity,

is the root cause of combustion e�ciency loss across the detonation wave.

7.2.2 Part II: Non-idealities in non-premixed RDEs

The AFRL rocket-type RDE (RDRE) was used as a test bed to study the small-

and large-scale processes within practical RDEs with non-premixed injection schemes.
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These simulations promoted the development of new techniques for the analysis of

RDEs, such as the visualization of operating modes through a detonation surface plot,

time-averaged profiles of the combustion chamber relative to the wave front location,

time-averaged exit flow profiles, quantification of the bifurcation of combustion into

detonation and deflagration, and statistical perspectives on the combustion processes.

These analysis methods have been the baseline in the community for the evaluation of

a given RDE design. Furthermore, these numerical simulations represent some of the

highest fidelity computational studies of full-scale rotating detonation combustors,

with an advancement in the number of modeled degrees of freedom in the form of

increased cell resolutions, larger full-scale computational domains, detailed chemical

kinetics for hydrocarbon mixtures with enhanced complexity, and extended simulation

times. The massively parallel GPU-accelerated flow solver enables these computations

and was jointly developed over the course of the work detailed in the dissertation.

Across a range of operating conditions of the AFRL RDRE, di↵erent operating

modes were observed with either co-rotating or counter-propagating wave pairs, and

this, in turn, a↵ected the amount of parasitic combustion present through a first-order

e↵ect. The injector refresh profile is a↵ected by counter-propagating or secondary

waves which increase the amount of deflagration at the base of the combustion cham-

ber. With strong co-rotating waves, the injector profile is triangular rather than

parabolic (in the counter-propagating case), and expels the hot gas which can lead to

autoignition of mixtures and secondary combustion. The reactant fill and detonation

height adjust to the number of waves present within the system. An increased number

of waves, either co-rotating or counter-propagating, reduces the strength and speed of

the individual waves, while the chamber pressure profile is fixed by the feed plenum

conditions and the injector flow path. Recirculation zones between the impingement

points of injector columns and near the wall can lead to increased deflagration. In

fact, statistical analysis showed that the amount of heat released due to deflagration
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is of a similar order to that released by detonation, since deflagration occurs at nearly

all times throughout the wave cycle but detonative energy release is momentary. Sta-

tistical and time-averaged analysis of the combustion processes showed that while all

of the primary heat release occurs within the base of the combustion chamber, there

is still unburnt fuel and oxidizer that escape the detonation region. In other words,

the detonation wave is unable to process all the fuel-oxidizer mixture available. As a

result, partially oxidized fuel is carried downstream in a relatively high-temperature

gas, where subsequent oxidation to CO2 occurs. This is mainly due to the weak

detonation wave with a diminished pressure rise, which a↵ects the net amount of

work that can be extracted from the system. In fact, the observed wave speeds were

approximately 50% the CJ speed for a given methane-oxygen mixture, along with a

wave front peak pressure of approximately 30% the von Neumann pressure.

The wave energies spatially fluctuate, with large variations in local wave speed

and flow compression. The fraction of heat release in detonation was notably low in

practical systems, highlighting that commensal combustion that occurs throughout

the wave cycle and far from the wave front contributes significantly to the overall

heat release. The thermal e�ciency gain of an RDE is realized through increased

detonation e�ciency, which can be inconsistent with the overall combustion e�ciency

of the system. Thus, small-scale processes and secondary processes within the RDE

combustor a↵ect how heat is released within the system, and thereby the realizable

e�ciency benefit of detonative propulsion. However, this secondary combustion may

be required to operate an RDE stably. A change in the operating mode following

a revision of the plenum geometry highlights that the plenum dynamics and the

injector response predominantly a↵ect the balance between the small- and large-scale

processes. The operating mode is a result of the manifestation and propagation of

stochastic instabilities. Multiple stable operating modes are possible through di↵erent

ignition methods within the short-time limit of numerical simulations.
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Novel numerical simulations of a liquid-fueled RDRE illustrated that the operating

modes of multiphase systems are vastly di↵erent from wave modes observed in gas-

phase systems. The waves are highly compact yet move at detonation-like speeds.

This compactness is enforced by the injector recovery process, as well as droplets that

act as a heat sink to the passing detonation wave, moving the sonic plane closer to the

wave front and limiting the broadness of the reaction zone. The injector dynamics lead

to di↵erences in the droplet motion, where the injector recovery enforces recirculation

zones and the droplet trajectory in its evolution from injection to detonatable mixture.

Additionally, the droplet trajectory uncovers the spatial locations along with the wave

phase-relative position where liquid particles undergo evaporation. The penetration

of the injected particles is paramount in their ability to be evaporated, where droplets

that are not carried downstream are entrained within a recirculation zone at the base

of the chamber. This can quench detonation and result in a chaotic, deflagration-like

mode. The combustion processes and the operating mode within the RDE are highly

sensitive to the boundary condition prescribed for the liquid fuel droplets. The merit

of numerical simulations is their ability to evaluate changes in these mechanisms as

the operating condition and/or design is varied.

7.2.3 Part III: RDE performance estimation

In order to use detonation engines for practical applications, it is necessary to

reliably estimate performance characteristics such as thrust/specific impulse over a

range of operating conditions and geometric designs. The numerical simulations high-

light that the small- and large-scale processes are important in the operation of the

RDE, as they control wave stability and both detonation and combustion e�ciency.

However, elucidating the propulsive performance of the device from the small-scale

processes is challenging, chiefly because the operating mode of the RDE does not

provide a direct link to its propulsive performance as improvements in the detona-
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tion structure and mixing quality do not produce improvements in thrust/specific

impulse of the same order. Further, multiple non-unique operating modes can pro-

vide similar performance. For this reason, the operating mode cannot be determined

a priori. Computational approaches, especially the high-fidelity techniques described

here, are inherently expensive and cannot map the full operating envelope. Simi-

larly, large numbers of experiments are also not practically feasible. To this end, the

multi-fidelity modeling approach is an attractive method for developing a surrogate

model for an unknown function of predictive performance using limited and disparate

data sets. The multi-fidelity fit of an unknown high-dimensional function yielded a

solution with a tighter confidence interval than a standard Gaussian process fit.

In essence, the modeling approach establishes a pathway to link input RDE operat-

ing conditions to the propulsive performance of the device. Further, the multi-fidelity

approach o↵ered a pathway for uncertainty quantification of the key quantities of

interest, necessary in an iterative design process. While Bayesian calibration of key

hyperparameters of a reduced-physics model can improve its predictive capability,

sti↵ness in the model dynamics can limit this improvement. Thus, a proposed so-

lution combines the Bayesian calibration of a reduced-order model along with its

application in a multi-fidelity framework to maximize the robustness and predictive

capability of the surrogate model. This workflow provided for increased tightness in

the confidence interval of the multi-fidelity surrogate model. In the design of exper-

iments, multi-fidelity modeling is a recursive framework that can inform researchers

where additional experiments or numerical simulations are needed to capture the

system dynamics. Additional high-fidelity data simulations/experiments can be com-

missioned and the surrogate model is recursively evaluated as new data is available,

such as within a design optimization loop.

The numerical analysis conducted in this work provides unprecedented insight and

understanding of the non-idealities in practical detonation engines and the coupling
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between small- and large-scale processes. The details gleaned from numerical sim-

ulations can drive enhancements to RDE design, such as through the minimization

of pressure losses and detonation flashback into the feed plenums, ideal placement

of recirculation zones to aid mixing, and optimal exit flow configurations to ensure

combustion chamber isolation. Furthermore, the merit of numerical simulations is

clear in their ability to generate high-fidelity data sets for the community, and pro-

vide avenues for analysis not possible even with state-of-the-art experiments. The

summary points are:

• High-fidelity numerical simulations have provided unprecedented insight into

the physics of detonating flows and RDE combustors.

• Non-idealities due to non-premixed injection result in detonation waves with

diminished strength and propagation speed with a broader spatial structure

than the ZND expectation.

• Parasitic combustion ahead of the wave results in commensal combustion be-

hind the wave; a majority of the heat release within the RDE may result from

these deflagrative combustion processes (° 60%) as opposed to detonation. De-

flagrative energy release occurs through a slow and distributed process.

• Parasitic and commensal combustion, while decreasing the achievable thermal

e�ciency, may improve operability and the overall combustion e�ciency of the

system due to the complex interaction of unsteady turbulent mixing and deto-

nation wave propagation.

• Multiple competing detonation and secondary waves influence the flow structure

by altering local heat release and fuel-oxidizer mixing. Secondary waves are

integral to RDE operation.

• While the small-scale processes are important in the stability of the RDE and
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dictate how heat is released within the system, variations at the small scale do

not produce propulsive performance changes of the same order. The operating

mode cannot be determined a priori as it is a manifestation of the equilibrium

between small- and large-scale processes.

7.3 Future Challenges and Research Recommendations

There remain several pathways for continued research needed to increase the tech-

nology readiness level of the RDE concept, which are outlined below. These range

from investigations of di↵erent physical aspects of detonation engines to improvements

to the numerical tools and methods used in their analyses.

7.3.1 Physics-based pathways

7.3.1.1 Feed plenum dynamics

The operating mode of the RDE represents a balance between the small- and

large-scale processes, such as the injector response rate and dynamics. Even with

sti↵ injectors, detonation pressure fluctuations feed back into the plenums. The short-

time numerical simulations presented here did not study the low-frequency dynamics

of acoustic reflections within the plenum. However, for practical realization, the

attenuation of the pressure waves in the plenum and its e↵ect on the injector recovery

process is needed. In the long-time limit, these reflected pressure waves may cause

unwanted disruptions in the propellant flow rate, and a↵ect the operability of the

device.

7.3.1.2 Exit nozzle e↵ects on chamber dynamics

In the full-scale RDE numerical simulations discussed within this dissertation,

a blu↵ body exit or simple aerospike nozzle was employed but their e↵ect was not
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adequately studied. RDEs are favored over PDEs for their continuous axial thrust

and ease of integration with existing turbomachinery. Although at a high frequency,

the cycle-to-cycle variation in thrust must be minimized and the thrust itself aug-

mented through the use of exit flow control devices, such as nozzles [243]. An exit

flow nozzle ensures that the exit to the combustion chamber remains choked, and

controls the pressure at the exit of the combustion chamber. This can provide usable

pressure gain or at least limit the system’s total pressure loss. A choked combustion

chamber boundary can heavily influence the dynamics within the combustion cham-

ber, as observed in the shuttling reflective detonation engine configuration [268, 300].

Pressure reflections from the exit boundary can contaminate the flow field and lead

to vastly di↵erent operating modes with an increased number of waves, multiple

competing waves, and deflagration-to-detonation transition events. As the RDE is

a highly-coupled device, changes in the chamber dynamics will thereby a↵ect injec-

tor and plenum dynamics. Nozzle e↵ects may significantly a↵ect the behavior and

operability of RDEs.

7.3.1.3 NOx and particulate emissions of RDEs

The RDE flow field is characterized by extreme temperatures within the com-

bustion chamber. These conditions can encourage NOx formation which is highly

sensitive to temperature. However, NOx generation also requires increased residence

times which may be limited in general due to the highly unsteady flow and high

wave propagation speeds. The limited NOx and O2 emission measurements of [77]

suggest that NOx emission may be low († 30 ppm). In the presence of parasitic

and secondary combustion at high temperatures and increased residence times within

recirculation zones, the formation of nitrogen oxides may be promoted. Further, in

multiphase RDEs, the rapid evaporation and partial oxidation of fuels may encourage

NOx and carbon particulate formation. A detailed understanding of the NOx and
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particulate generation process in RDE flow environments is required.

7.3.1.4 Models for multiphase detonation

The use of liquid fuels is necessary to integrate RDEs in aeropropulsive applica-

tions. These liquid fuels are generally high-order hydrocarbons, such as jet fuels and

rocket propellants (kerosene derivatives). Liquid fuels possess higher energy densities

and provide safety and operability benefits. The novel high-fidelity numerical simu-

lations of a liquid rocket propellant-fueled RDRE presented within the dissertation

are an initial step to understanding multiphase detonation. Current ongoing work

aims to address shock-induced droplet breakup and its e↵ects. Currently, canonical

numerical studies are being completed to develop the shock-induced break-up and

non-linear drag models for use in the regimes observed in RDEs [27, 177]. There is a

lack of models in the literature applicable to supersonic flow. Adequate calibration of

the break-up model is necessary because the amount of droplet shattering estimated

by detonation-induced break-up will e↵ectively control the vapor available for sub-

sequent detonations and secondary (parasitic/commensal) combustion between the

detonation waves. Non-linear drag estimation and evaporation models tailored for

use in high-speed flows are also needed for the study of multiphase detonations.

7.3.2 Numerics-based pathways

7.3.2.1 Embedded boundary approach

The simulations of full-scale RDEs within this dissertation utilized an unstruc-

tured mesh framework. However, in the embedded boundary (EB) approach to PDE

discretizations, the computational mesh is uniform and block-structured. Irregular

computational domains can cut through this structured mesh to represent complex

geometries. For instance, in the AMReX software framework [340, 341], each cell in

the mesh is denoted as regular, cut, or covered, and the traditional finite volume-
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based discretization methods can be adapted to incorporate the irregular cell shapes.

The advantage of a block-structured mesh is the use of high-order numerics, like that

of the UTCOMP solver, to increase solution accuracy and better capture turbulence

and shocks within minimal dissipation.

7.3.2.2 Adaptive mesh refinement

As described throughout the dissertation, the numerical simulation capability of

detonating flows is heavily limited by the spatial resolution restrictions imposed by

computational costs and resources. Local refinement of the mesh surrounding the

detonation wave would better resolve the shock compression and induction zone,

with a more accurate representation of the detonation chemistry. In Sec. 4.3.2.2, the

amount of flow detail and turbulent structures revealed by a DNS-level mesh sector

within a full-scale geometry was fascinating. However, this resolution is intractable for

the full combustion chamber even with current state-of-the-art computing resources

with GPU acceleration. However, a high-resolution mesh that tracks the motion

of the detonation wave and provides local refinement would o↵er invaluable insight.

Traditionally, gradient-based tagging algorithms are used to inform where the mesh

needs to be refined. However, a physics-guided clustering approach proposed by

Barwey [13] to identify and track regions in the flow field with sti↵ chemical kinetics

and turbulent features is a promising solution.

7.3.2.3 Hybrid numerical schemes

Hybrid schemes provide a compromise between the di↵usive nature of shock-

capturing schemes and unstable central schemes. By using a central scheme for

the convective fluxes in smooth regions of the flow, turbulent structures and the

turbulent energy cascade are more accurately resolved. The variable scheme con-

sists of a local shock sensor that is used to determine a linear combination of both
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schemes to ensure a continuous spatial transition between the schemes. Typically,

these are dilatation-based parameters [71, 138, 191]. However, the aforementioned

physics-guided clustering approach [13] may be a viable alternative.

7.4 Closing Remarks and Outlook

The dissertation work provides a comprehensive overview of detonating flows and

non-ideal mechanisms of interest to the RDE community. The capability and avail-

ability of computational tools can significantly increase the understanding of complex

phenomena within high-dimensional systems, such as RDEs. However, computational

tools still contain gaps in predictive capability as demonstrated in Chaps. IV- VI, such

as in the estimate of the operating modes (number, direction, and speed of the waves)

and pressure/thrust outputs. The numerical simulations are short-time studies com-

pared to experimental campaigns and may not capture all mode transitions. A com-

prehensive approach to model validation needs to be defined. This model validation

will require an understanding of measurement errors, numerical mesh and algorithm

e↵ects, quantitative state measurements of the domain boundaries (inflow and exit),

and validation of chemical kinetic mechanisms at the operating conditions observed

within RDEs. Alongside the pathways outlined in Sec. 7.3.2, this will provide the op-

portunity to better understand the interplay between small- and large-scale processes

and the establishment of the operating mode (wave number and speed, secondary

waves).

The massively parallel GPU-accelerated codes have demonstrated that new realms

in computation capability have been unlocked in the past few years, ranging from

the solution of problems with increased degrees of freedom or fast turnaround times

for simulations of reduced complexity. With the concurrent transition to exascale

computing [2], this capability will continue to flourish, as long as combustion software

and codes adapt to GPU-centric, heterogeneous architectures. Coupled with multi-
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fidelity design frameworks, the design process can be automated where the surrogate

model can be optimized through the autonomous selection of additional numerical

simulations that best tightens the confidence intervals, and recursively update the

multi-fidelity surrogate model as new data becomes available. Further, this process

can be completed on the HPC so multiple numerical simulations can be evaluated at

the same time. This recursive workflow is outlined in Fig. 7.2.

Figure 7.2: Flow chart of the Bayesian design optimization process.

Current research and development e↵orts of aeropropulsion devices are driven

by an insistence on enhanced capability with a reduced environmental impact and

increased sustainability. The RDE is a promising technology for providing the step-

change in thermal e�ciency and fuel burn, particulate emissions, and device thrust-

to-weight ratio needed to address this demand.
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APPENDIX A

Analysis Procedures for Detonation Wave

Statistics

This section outlines the analysis procedures used to post-process the simulation

data and extract averaged quantities and wave statistics.

A.1 Conditional averaging procedure

The conditional average of properties in mixture fraction and pressure space is

obtained on a volume-weighted basis. The averaging is performed using data from

just ahead of the wave front surface to 1.5 cm behind the front. Initially, the shock

front surface is reconstructed by identifying the wave location in the direction nor-

mal to wave propagation at every point in the transverse plane. The wave location

is determined by finding the location where the local pressure exceeds a threshold

pressure, tuned to 40% greater than the ambient pressure of 0.5 atm. This thresh-

old pressure was found to consistently determine the pressure rise associated with

the traveling detonation wave while disregarding the pressure variations ahead of the

wave. At every snapshot, the wave front surface is represented as a collection of cell

center locations that approximate the ”true” shock surface location, as illustrated in
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Fig. A.1. At every cell center along the wave front surface, data extending 1.5 cm

behind wave front in the streamwise direction (identified by the blue-shaded region in

Fig. A.1) is collected for averaging. The conglomeration of data from all wave surface

locations and all snapshots is utilized for averaging on a cell volume-weighted basis.
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Figure A.1: Schematic of the shock front surface reconstruction procedure at a given
snapshot in (left) three dimensions and (right) two dimensions using a
single plane in the depthwise direction. The cells extending 1.5 cm behind
the shock front at each shock-normal and spanwise location (shaded in
blue) are used for volume-weighted averaging.

A.2 Shock-normal profile extraction

The one-dimensional shock-normal profiles are computed in the laboratory-fixed

reference frame. Note that the one-

dimensional profiles show the variation of properties as a function of distance from

the shock front along the surface-normal direction. As described above, at every

snapshot, the wave front surface is represented as a collection of cell center locations

that approximate the ”true” shock surface location, and each of these points is char-

acterized by a cross-sectional area that is equivalent to the discretized elemental area
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of the reconstructed shock surface. As shown in Fig. A.2, a surface normal vector at

every point on the wave front surface is determined based on a gradient local to that

surface element. The gradient is computed primarily using central di↵erencing and

directional di↵erencing near the boundaries.
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Figure A.2: Schematic of the extraction of the local shock-normal one-dimensional
profile based on a local shock-front normal gradient. The schematic
is projected in two-dimensions but the surface normal vector and one-
dimensional profile can span all three dimensions.

After the surface reconstruction, a one-dimensional normal profile along this sur-

face normal vector is extracted behind the wave using linear nearest-neighbor volume-

weighted interpolation from the three-dimensional cell center data. A representative

mesh surface area is also extracted along these one-dimensional vectors, where the re-

sulting line-averaged mesh face area (influenced by the nearest-neighbor cell volumes)

is assigned to be the aforementioned cross-sectional area. Subsequently, averaging is

performed about these one-dimensional profiles for every spatial location across the

shock front surface, for every snapshot of data, weighted by the cross-sectional area.
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Each one-dimensional profile at every location across the wave front surface, at

every time step, is used to obtain this averaged profile, as displayed in Fig. A.3.

Hence, the averaging is temporal and spatial in nature. The output of this above

procedure is essentially a surface-averaged one-dimensional shock normal profile. In

the wave-fixed reference frame, this process essentially makes the front planar (shown

in Fig. A.3) and the one-dimensional profiles can be aligned. This method is later

used in Sec. 3.2.3.4 when computing heat release and combustion e�ciency parameters

tracked with wave position.
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Figure A.3: Schematic of the planar shock front with one-dimensional profiles cor-
responding to each element aligned to the shock location on the recon-
structed shock front surface. The schematic is given for a single two-
dimensional plane but extends similarly to all depthwise planes.
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A.3 Instantaneous wave velocity computation

The wave speed is calculated using the surface normal direction across the shock-

front surface, outlined in Fig. A.4. At the subsequent snapshot (output at a temporal

spacing of �tsnapshot “ 250 ns), the intersection of the wave front surface at time

t`�tsnapshot with this previously-determined surface normal line at time t is computed

to the nearest grid point. The Euclidean distance between this intersection point at

time t ` �tsnapshot and cell center (which the surface normal points from) at the

preceding snapshot is calculated. Thus, although the primary wave front motion is in

the x direction, this algorithm accounts for wave front motion in the y/z directions.

With �tsnapshot “ 250 ns, the wave front location travels between 8-12 grid points

between snapshots. Furthermore, when the wave front is not aligned with the x

direction, the Euclidean distance is not solely multiples of the grid resolution in the

x directions. The grid resolution in the x and y{z directions are not equal in the core

region.

Reconstructed 
shock front

x

y

⃗n

“True” 
shock front

Local wave 
surface gradient

Wave direction

Euclidean 

distance

Reconstructed 
shock front

“True” 
shock front

Wave at time t Wave at time t + �tsnapshot

Figure A.4: Schematic of the computation of instantaneous shock front velocity in
Sec. 3.2.3.1. The schematic is projected onto two-dimensions but the
surface normal vector can span all three dimensions.
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[338] Yılmaz, I., M. Ilbaş, M. Taştan, and C. Tarhan (2012), Investigation of hy-
drogen usage in aviation industry, Energy Conversion and Management, 63,
63–69, doi:https://doi.org/10.1016/j.enconman.2011.12.032, 10th International
Conference on Sustainable Energy Technologies (SET 2011).

[339] Zhang, L., T. L. Butler, and B. Yang* (2020), Recent Trends, Opportunities
and Challenges of Sustainable Aviation Fuel, chap. 5, pp. 85–110, John Wiley
& Sons, Ltd, doi:https://doi.org/10.1002/9781119152057.ch5.

[340] Zhang, W., A. Myers, K. Gott, A. Almgren, and J. Bell (2021), Amrex: Block-
structured adaptive mesh refinement for multiphysics applications, The Inter-
national Journal of High Performance Computing Applications, 35 (6), 508–526,
doi:10.1177/10943420211022811.

[341] Zhang, W., et al. (2019), Amrex: a framework for block-structured adap-
tive mesh refinement, Journal of Open Source Software, 4 (37), 1370, doi:
10.21105/joss.01370.

358



[342] Zhao, M., and H. Zhang (2021), Rotating detonative combustion in partially
pre-vaporized dilute n-heptane sprays: Droplet size and equivalence ratio ef-
fects, Fuel, 304, 121,481, doi:https://doi.org/10.1016/j.fuel.2021.121481.

[343] Zhao, M., D. Buttsworth, R. J. Gollan, and P. A. Jacobs (2018), Simulation of
a rotating detonation ramjet model in mach 4 flow, in 21st Australasian Fluid
Mechanics Conference Paper.

[344] Zhong, Y., Y. Wu, D. Jin, X. Chen, X. Yang, and S. Wang
(2019), Investigation of rotating detonation fueled by the pre-combustion
cracked kerosene, Aerospace Science and Technology, 95, 105,480, doi:
https://doi.org/10.1016/j.ast.2019.105480.

[345] Zhou, R., and J.-P. Wang (2013), Numerical investigation of shock wave reflec-
tions near the head ends of rotating detonation engines, Shock Waves, 23 (5),
461–472, doi:10.1007/s00193-013-0440-0.

[346] Zhou, R., D. Wu, and J. Wang (2016), Progress of continuously rotating deto-
nation engines, Chinese J. of Aero., 29 (1), 15 – 29.

359


