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ABSTRACT

Digital biomarkers have the potential to aid early detection of cognitive decline, resulting

in interventions that delay dementia onset. Digital biomarkers are measured at high frequen-

cies, which increases opportunities for assessment of cognitive ability. Summarization of digital

biomarkers helps to reduce computational burden or variance among values. However, the conse-

quences of summarization processes are not statistically investigated, especially the potential bias

in longitudinal data analysis (LDA). This dissertation will systematically investigate methods for

summarization and imputation of high-frequency digital biomarker data. These methods are cre-

ated in the context of longitudinal analysis of a binary cognitive outcome with digital biomarker

predictors.

In Chapter 2, we discuss factors of high-frequency digital biomarker data that need to be consid-

ered when faced with a time granularity decision, defined as the frequency at which measurements

are observed or summarized. It is important to find a balance between ease of analysis by con-

densing data and the integrity of the data, which is reflected in a chosen time granularity. Via

simulation, we investigate the factors and examine how each affects the ability to detect the true,

underlying digital biomarker pattern using RMSE. Then we apply our procedure to the ISAAC

study, which involves longitudinal walking speed. The example sheds light on typical problems

data present and how we can use the above factors in exploratory analysis to choose an appropriate

time granularity.

In Chapter 3, we examine the process of simultaneously imputing and summarizing digital

biomarker data. When analyzing the association of digital biomarker data and a lower-frequency

outcome, we want to summarize biomarker data to match the outcome’s frequency while simul-

taneously imputing missing biomarker values. We define two methods for the imputation and

summarization process: (1) Impute then Summarize (IS), where we impute at the finest time gran-

ularity, then summarize, and (2) Summarize then Impute (SI), where we summarize the biomarker

xiii



then impute at the summary level. Via simulation, we assess two processes involving imputation

of biomarkers for longitudinal analysis of a binary outcome. Our results show that accuracy of

coefficient estimation depends on percent missing data, length of consecutive missing days, and

the rate of trajectory change of the biomarkers. We apply these processes to the ISAAC study,

and find that the odds of testing for mild cognitive impairment (MCI) is negatively associated with

increased walking speed.

In Chapter 4, we investigate simultaneous imputation of multiple, potentially correlated digital

biomarkers, and association analysis of one biomarker with a longitudinal outcome. We build off

the two methods in Chapter 3 using an updated regression model that incorporates information

from additional biomarkers through random effects. Via simulation, we vary levels of correlation

between digital biomarkers and percent missing values of each digital biomarker to examine the

effect on imputed digital biomarker values and relative bias of coefficient estimates from longi-

tudinal analysis. the coefficient estimate of the longitudinal analysis. Our results show increased

correlation has the biggest effect on reducing relative bias, followed by increased number of digital

biomarkers. We also found that at low correlation levels, an increase in percent missing values of

other digital biomarkers results in the decreased in magnitude of relative bias. We apply our im-

putation methods to the ISAAC study with two and four digital biomarkers, and find that imputed

values do not improve with additional digital biomarkers.
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CHAPTER 1

Introduction

Digital biomarkers are measurements of physical behavior that can signal an underlying biological

phenomenon (Vasudevan et al., 2022). These measurements can include heart rate, steps per day,

time on a computer, sleep time or quality, and more. Similar to biological biomarkers, changes

in digital biomarkers can indicate disease progression. For example, physical symptoms like gait

change can indicate progression in Huntington disease. Digital biomarkers by nature are mea-

sured using less invasive and expensive procedures than traditional biological biomarkers. Digital

biomarkers are also measured at high-frequencies, often using sensors in the home or wearable

devices. Thus, digital biomarkers are an unobtrusively measured and potentially rich source of

data that can aid in disease diagnosis.

In the context of Alzheimer’s disease and dementia, research shows that dementia onset often

follows changes in physical behavior that indicate cognitive decline, such as changes in gait, sleep,

speech, and motor activity (Kourtis et al., 2019). These physical behavior changes can occur 10-

15 years before a diagnosis of Alzheimer’s disease (Albers et al., 2015). For example, there is

evidence that amyloid-β (Aβ), an established pathway of Alzheimer’s disease, starts to build up

in the brain up to a decade before clinical diagnosis of Alzheimer’s disease (Sperling et al., 2011).

This build-up affects brain function and structure that have downstream effects on a person’s motor

function. This means changes in motor function, like gait or walking variability, may indicate an

increase in Aβ in the brain. Thus, the use of digital biomarkers to measure motor function can

serve as proxy for Aβ build-up and cognitive decline.

Research aims to use high-frequency digital biomarkers to aid in early diagnosis of neurode-

generative diseases, including Alzheimer’s disease (Dorsey et al., 2017). Currently, diagnosis of

Alzheimer’s disease relies on a neuropsychological (NP) test that is administered every six months

1



or every year (Goldberg et al., 2015). Time between serial assessments prevents learning bias,

or practice effect, meaning test takers will not improve their score from familiarity with the test.

However, time between tests also means there are limited opportunities to diagnose Alzheimer’s

disease, including early stages like mild cognitive impairment (MCI). MCI describes cognitive

decline that is worse than normal aging levels, but less severe than dementia levels. By using

high-frequency digital biomarkers as a proxy, we can increase opportunities for diagnosis. This is

especially important for diagnosis of MCI. Early-diagnosis of MCI allows for interventions that

reverse declining cognitive ability. Thus, digital biomarkers can aid in prevention of full dementia

onset.

In order to demonstrate high-frequency digital biomarkers’ potential as a proxy for MCI, we

analyze the association between MCI and clinically relevant digital biomarkers. We aim to use

traditional longitudinal data analysis (LDA) methods, like generalized linear mixed effects model

(GLMM), to analyze the association. However, the outcome (MCI) is measured at a lower fre-

quency than the predictors (digital biomarkers), which presents a problem in LDA. In another field

studying longitudinal data, functional data analysis (FDA) considers this discrepancy by modeling

the digital biomarkers with a functional form by smoothing the data. Smoothing data minimizes

the noise due to measurement error while maintaining the overall pattern of the data (Ullah and

Finch, 2013; Wang et al., 2016). Different smoothing techniques are used to handle specific pattern

characteristics of the data. For example, splines are often used for non-periodic data by splitting

data into knots that can fit different polynomials for different segments of the data (Likhachev,

2017; Newell et al., 2006; Parker and Wen, 2009). The number of knots are chosen to optimize the

fit of the splines while minimizing the number of knots. The smoothed data can be used as pre-

dictors or outcomes within the FDA framework. However, the advantageous process of smoothing

does not translate well to traditional longitudinal analysis.

This dissertation focuses on summarizing digital biomarker predictors for traditional longitu-

dinal analysis. Whether a statistician or clinician are preforming analysis, it is helpful to gauge

association between an outcome and predictors before implementing more statistically vigorous

analysis, like FDA. However, within traditional longitudinal methods, there is little specification

on a summarization process for high-frequency predictors (Keadle et al., 2014; Zhang et al., 2019).

We specifically aim to demonstrate methods for analysts using traditionally taught longitudinal
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analyses.

In Chapter 2, we examine the summarization process for high-frequency digital biomark-

ers through different time granularities. Time granularities are the frequency at which a digital

biomarker is measured or summarized. Time granularities are determined by the summarization

window size, which is the number of consecutive time points that a summary is computed over.

By summarizing data, we reduce the data to a courser time granularity. Similar to smoothing

in FDA, summarization can decrease the variability between digital biomarker values, but it can

also misrepresent the true, underlying signal. Using a simulation study, we examine factors that

determine an appropriate window size for summaries. We found that increased follow-up time,

increased sine period, and increased biomarker standard deviation generally lead to an increased

window size. However, it is important to examine a dataset’s specific characteristics. Thus, we

examine specific examples within the simulation study to demonstrate these nuances. Finally, we

apply this process to a case study involving data from the Intelligent Systems for Assessing Aging

Change (ISAAC) study. We step through the exploratory analysis needed to determinate a range

of appropriate window sizes for summary. This work has been published without the simulation

study in Alzheimer’s and Dementia: Translational Research and Clinical Interventions (Wakim

et al., 2020).

For both LDA and FDA, summarization or smoothing is further complicated in the presence of

missing data. Studies with follow-up times spanning weeks to years are likely to have missing data.

Thus, it is important for research to investigate appropriate imputation methods for high-frequency

predictors, such as digital biomarkers.

Within FDA, work has been done to simultaneously smooth and impute data. Wavelet-based

functional mixed models have been used to incorporate incomplete data into FDA by using missing

wavelet coefficients that characterize the functional data (Morris et al., 2006). This method uses

data from the entire follow-up time to impute and smooth. Another method developed by Leroux

et al. (2018) uses observed functional data to impute future functional data for dynamic prediction.

Again, in the context of traditional LDA, little research has investigated simultaneously sum-

marizing and imputing predictors. While studies have investigated imputing a high-frequency

predictor, they have not discussed how the order of summarization and imputation of predictors

affect coefficient estimates in LDA (Di et al., 2022). For example, in a simulation study performing
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imputation on predictors for an intensive longitudinal study, Ji et al. (2018) found that imputing

predictors independently from the outcome, using autoregressive methods, produced the least bi-

ased coefficient estimates aside from the full data. However, the authors did not investigate other

imputation methods or processes for the predictor. Another study examines imputation on the

summary-level using classifications of observed, partially observed, or missing summaries (Tack-

ney et al., 2021). While this study examines summarization and imputation of high-frequency

accelerometer data, it does not discuss the order of summarization and imputation, and it uses

the accelerometer data as a longitudinal outcome, not a predictor. Thus, there is a need for an

investigation of the process of summarizing and imputing predictors in the context of LDA

In Chapter 3, we investigate the effects of simultaneously summarizing and imputing digital

biomarkers on the association analysis with a lower-frequency binary outcome. For many clini-

cians and statisticians, the initial instinct when imputing missing data may be to impute at the finest

time granularity, but work within FDA has shown that smoothing data (i.e. a form of summariza-

tion) may lead to less variable imputations (Leroux et al., 2018; Morris et al., 2006). For example,

Doherty et al. (2017) discuss imputation of accelerometer data during non-wear times on the “one

minute granularity” without discussing possible imputation on a courser time granularity. Thus, we

examine two processes for imputing and summarizing: (1) imputing on the finest time granularity

available then summarizing the observed and imputed values, and (2) summarizing the observed

values into missing and observed summaries, then imputing the missing summary values. Using a

simulation study with missing completely at random (MCAR) assumptions, we found that the pro-

cess in which we impute then summarize is prone to attenuation bias of the coefficient estimates

within GLMM with a binary outcome. Attenuation bias occurs when there is large stretches of

missing data. The imputed digital biomarker values at the finest time granularity are more variable

than the true missing values, leading to an increase of variance of our predictor. An increase in the

predictor variance results in a decrease in the coefficient estimate towards zero. Again, we apply

this process to a case study involving data from the ISAAC study. Our simulation study and case

study are limited to a single digital biomarker as a predictor.

Individuals with Alzheimer’s disease or dementia have many shared physical symptoms, in-

cluding gait, deterioration of fine motor skills, heart rate variation, and sleep disruption (Kourtis

et al., 2019). While many researchers investigate multiple physical features as predictors of cogni-
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tive impairment, they do not thoroughly investigate the relationships between features (Aggarwal

et al., 2006; Scarmeas et al., 2005). Physical symptoms are clearly connected to each other through

Alzheimer’s disease and dementia. Thus, changing patterns of physical features may inform miss-

ing values of other physical symptoms. We continue our work on imputations of digital biomarkers

by extending our methods to multiple markers.

In Chapter 4, we examine imputation methods to model correlation between digital biomarkers

and examine scenarios in which correlated digital biomarkers improve imputations. Once again,

we examine the imputations in the context of longitudinal analysis through GLMM. We propose

an imputation method that models and imputes all digital biomarkers simultaneously through a

linear mixed effects model (LMM) that incorporates a individual-specific random effect at a given

time point. We implement a simulation study with varying levels of correlation, missingness, and

number of digital biomarkers to examine the imputed values from our method. We found that

relative bias was minimized when there was high levels of correlation and increased number of

digital biomarkers. Similar to Chapter 3, we found that summarizing then imputing the data was

a more robust process when correlation was lower and missingness was higher. We continue the

case study with the ISAAC data by incorporating other digital biomarkers into the imputations.
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CHAPTER 2

Statistical Approach to Selecting Time Granularity

for High-Frequency Digital Biomarkers

2.1 Introduction

Digital biomarker data measure human characteristics that describe a person’s behavior or phys-

iology. Common examples include duration of sleep, steps per day, and heart rate. Like other

biomarkers, digital biomarkers can be used to potentially identify underlying biological processes,

including cognitive function, that may not yet have clear clinical symptoms (Akl et al., 2015;

Austin et al., 2017; Buchman et al., 2012; Dodge et al., 2012; Eby et al., 2012; Gorus et al., 2008;

Hayes et al., 2014; Kaye et al., 2012, 2014; Kaye et al., 2011; Lyons et al., 2015; Silbert et al.,

2016). Digital biomarker data can be collected at high frequencies using readily available com-

mercial devices. For example, Fitbit (Fitbit Inc, San Francisco, California, USA) activity trackers

can measure on the order of seconds to produce daily step counts, sleep quality, and heart rate.

Other studies use a system of sensors to record digital biomarker data. In one study, Eby et al.

(2012) measured driving behavior of early stage dementia patients through in-vehicle technology

and sensors that continuously recorded data while subjects were driving. In this study, sensors in

the vehicles recorded measurements in interval lengths of no more than 1 second.

Trajectories of high-frequency digital biomarker data are increasingly used in health care re-

search to monitor health status in support of disease prevention, treatment, and management

(Dodge and Estrin, 2019). Use of digital biomarker data can be extended to disease progression

of dementia, which is a process that is currently monitored with limited assessment frequency.

For example, neuropsychological (NP) tests used to assess dementia can be administered at most

6



every 6 months to reduce tasking participants and avoid learning and practice effects. As a result,

these tests only provide two opportunities for diagnosis of dementia per year (Dodge et al., 2015).

Trajectories of digital biomarker data can potentially help increase the opportunities for early diag-

nosis because assessments are made more frequently and can improve precision of person-specific

trajectories.

However, digital biomarkers are noisy in their raw data format. The raw data typically include a

series of time stamps with indicators that require processing before they can be used as intelligible

measurements. For example, a computer sensor will have a series of indicators for its mouse

movements, but those indicators must be translated into comprehensible variables like computer

use start time, end time, or duration (Kaye et al., 2014; Seelye et al., 2018).

In this chapter we only refer to digital biomarkers that have been preprocessed into daily mea-

surements. However, one may choose a different starting frequency for measurements if the raw

data with finer measurements are available. For example, we may want to examine average hourly

heart rate so that we can evaluate a patient’s exercise regimen. The approach described in this

chapter can still be applied to data on the hourly scale, or even minute or second scale, but for ease

of demonstration, we will assume a daily scale. It is also important to note that the method for

processing data may affect aspects of the data, and thus the choice of time granularity.

It is important to remember that as the frequency of measurements increases, the size of the re-

sulting dataset also increases, which then requires a greater amount of computer storage space and

computation time for analysis. Thus, it is useful to condense data, such as hourly measurements, to

daily, weekly, or monthly summaries, to reduce both data storage demands as well as computation

time. At the same time, we would like to maximize the chance of capturing clinically meaningful

changes or shifts for each individual. Therefore, it is important to clarify the decision process used

to determine the frequency, or time granularity, needed to analyze data.

Determining the appropriate time granularity of data is a complex process, one that has many

possible variations. But, regardless of variations, the process to determine time granularity must be

explicitly defined before the data are analyzed. It is inappropriate to use statistical significance, ie,

P-values, as a metric for confirming the most appropriate time granularity. Doing so will only serve

to inflate the rate of false-positive findings and may lead one to incorrectly assume that the model

with the most statistically significant result is detecting the true underlying signal. Instead, one
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should make decisions of time granularity in the exploratory portion of analysis, using summary

statistics and trajectory plots to help in the decision.

This chapter is organized in the follow manner. In Section 2.2, we address critical issues to be

considered when we decide the level of time granularity to monitor longitudinal digital biomarker

trajectories. In Section 2.3, we examine simulation scenarios over varying factors to assess time

granularities. In Section 2.5, we examine a case study involving dementia research to demonstrate

empirical differences between time granularities.

2.2 Factors of data impacting time granularity decisions

When investigating repeated digital biomarker data, one should first consider the statistical model

that will be used. For examining trajectories, one typically uses longitudinal data analysis (LDA)

to determine how disease progression relates to changes over time in the biomarkers. In this chap-

ter, we will examine digital biomarkers in the context of linear mixed effects models (LMMs) and

generalized linear mixed effects models (GLMMs). We consider digital biomarkers as potential

predictors in these LMM and GLMM models that will be matched to a repeatedly measured out-

come. For more information on LMMs, GLMMs, and LDA please refer to statistical textbooks

(James, 2002; Verbeke and Molenberghs, 2008).

While considering digital biomarkers as predictor in LMM or GLMM, we must examine factors

that help improve the fit. These factors are: (i) duration of follow-up, (ii) variables of interest in

analysis, (iii) pattern detection, and (iv) signal to noise ratio (SNR), and each term will be defined

in greater detail as it is presented in the following sections. It is important to note that the factors

we have listed do not include data management or missing data issues. We assume storing and

maintaining the raw data is not an issue, but we understand that this may motivate summarizing

data as it is stored.

2.2.1 Duration of Follow-up

We recommend that readers initially investigate duration of follow-up, T , which is the length of

time that measurements are recorded for each subject. Follow-up time will help determine which

time granularity is not acceptable for examining trajectories. Time granularities that are close to
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the total follow-up time will not provide enough information for analysis because there will not

be a sufficient number of data points to accurately model trajectories over time. Thus, these time

granularities should not be considered further.

For example, one can measure the weekly estimated fetal weight for pregnant mothers. The

maximum follow-up time for each mother is around 40 weeks, which is limited by the human

gestation period. Therefore, we record 40 weekly measurements on fetal weight. If one wanted

to condense these measurements into monthly averages, then one would have approximately 9

monthly averages. If one wanted to condense these measurements into trimester averages, then

one would have three trimester averages. Lastly, one may calculate a single gestation average.

Thus, there are 40 weekly measurements, 9 monthly averages, 3 trimester averages, and one ges-

tation average. If trajectory analysis aims to detect fetal weight change over time, then one can

immediately eliminate the single gestation average as a feasible time granularity because a single

point cannot detect change. The other three time granularities are feasible, in terms of follow-up

time alone, but it is necessary to consider the other factors.

In the case of fetal growth, the duration of follow-up is short enough that weekly measurements

will not be an overwhelming amount of data for analysis, but reduction to monthly, trimester, or

gestation averages may greatly reduce power to detect change over time. There is no exact cut

off for follow-up time at which reduction of frequent measurements to courser time granularities

becomes appropriate and is context dependent. It is important to remember that we reduce the data

by approximately four-fold when we condense weekly data to monthly averages, so there must be

some benefits to analyzing monthly averages to offset this reduction in the number of unique data

points.

2.2.2 Variables in analysis

Variables of interest may influence selection of data granularity. For example, in Dodge et al.

(2012), the authors found that the variability of a subject’s walking speed, in addition to walking

speed itself, is associated with mild cognitive impairment (MCI). In this example, the data were

processed into daily measurements that included average walking speed. The variance was calcu-

lated over each week (variability of daily walking speed within each week). Because the authors
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used a week’s worth of data to create the new variance variable, it is no longer viable to model the

daily time increments. In this case, using data with weekly time granularity adds an informative

variable to analysis that was not available with daily granularity.

Another example is measurement of moderate-to-vigorous physical activity (MVPA) using

heart rate monitors. Heart rate monitors take time-stamped measurements of a person’s heart rate

in beats per minute. These time-stamped heart rates can stand alone as a measurement of some-

one’s physical activity, but researchers have found a more useful summary of this data to analyze

someone’s physical activity (Fletcher et al., 2013). Using established thresholds, heart rate can be

categorized into different levels of physical exercise. Moderate exercise is defined as a heart rate

within 50-70% of an individual’s maximum heart rate, and vigorous exercise intensity is 70-85%

(Target Heart Rates Chart 2020). From heart rate data, one can summarize the time spent within

MVPA in a single day. Within the field of physical exercise tracking, daily MVPA is an established

summary, therefore it is often used to analyze trajectories of physical exercise (Butera et al., 2019;

Ehlers et al., 2017; Shi et al., 2020).

We suggest the reader consult with literature in their field to identify evidence for informative

variables that may require summaries of their current measurements. These measurements may

include peak values, trough values, number of times hitting a threshold, ranges, area under the

curve, and other summary statistics. Inclusion of summary variables may elevate the analysis and

warrant a reduction in time granularity.

2.2.3 Pattern Detection

Before selecting a time granularity for analysis, one needs to understand the general pattern of

outcomes. This should be assisted by clinical and biological knowledge in the field. If an outcome

is generally understood to change slowly over time, then we will not lose the signal by condensing

the data from daily to seven, 30, 60, or even 90-day summaries. However, if the outcome is

generally understood to change rapidly, a coarse time granularity may not capture the pattern.

For example, a person’s melatonin level, which is associated with sleep, rises during night hours

and lowers during day hours (Dollins et al., 1994). If we calculated an individual’s average daily

melatonin level, then we would lose the hourly pattern associated with sleep.
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In the case of Alzheimer’s research, it is understood that clinical evidence of cognitive de-

cline does not change rapidly during pre-symptomatic stages (Jack and Holtzman, 2013). Clinical

symptoms and changes occur on the order of years. Therefore, if we are examining trajectories of

pre-symptomatic subjects or those with MCI, we believe using condensed time granularities, like

weekly or monthly data, is an acceptable approach, but it is important to consider all the factors

discussed before making a final decision.

2.2.4 Signal to Noise Ratio and Within-Individual Variability

SNR describes the ratio of the underlying signal, or pattern, of the data compared to the noise in the

data, which is sample to sample variability. A higher value of SNR indicates stronger belief that the

observed signal is real and not random artifact. For longitudinal analysis, SNR for a trajectory is

the ratio of (i) the expected pattern over time divided by (ii) the standard error for that pattern. For

the exploratory analysis involving LMMs, we keep our examination of digital biomarkers simple.

Often, one will plot the digital biomarker over time. To gauge the linear time pattern, we can fit

a simple exploratory model, with time as the independent variable and our digital biomarker as

the dependent variable. Thus, the expected pattern is solely dictated by the coefficient for time.

If one includes more variables into the model then the expected pattern over time will be a linear

combination of those coefficients. In Figure 2.1, we present a simple LMM ratio as an equation that

we break into smaller components. We note that these equations are used to facilitate explanation,

and are not meant to be used for actual calculations.

In theory, the data at different time granularities are attempting to uncover the same, true pattern,

so the expected pattern over time should be the same for each time granularity. However, we do

not know the true pattern, so we must compare the signal of each dataset drawn from different

time granularities to each other. Typically, one plots a non-linear fit for data to visually gauge the

signal and make comparisons. In general, we want the non-linear fit of each time granularity to

resemble the fit of others. If data quality is good, there should not be major disparities between

fits produced by different levels of time granularities. However, data with missing or extreme

values are susceptible to biased summaries, leading to different trajectories. Thus, it is important

to identify sections of data with missing data or extreme values. These sections should not factor
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Figure 2.1: Three representations of the SNR equation. For LMMs and GLMM, SNR is the ratio
of the expected value of slope to the standard error of the slope. The standard error can be broken
down further in two steps. Our final equation for SNR includes two important sources of variance
(within and between individuals) and the square root of the sample size.

into the comparison between non-linear fits of different time granularities. We will elaborate on

data quality in the discussion section. For now, one should assume that there is no missing data

within the dataset.

We will examine standard error further to inform our choice between time granularities. The

standard error of the slope is inversely proportionate to the SNR, so a higher standard error will

result in a lower, or worse, SNR. We will not make any absolute claims about direct comparison

of standard error between time granularities. Instead, we aim to establish an understanding of

the trade-offs for variables of different time granularities by examining the components of the

standard error. In the second equation of Figure 2.1, we see that standard error is the ratio of two

components: (i) total variability and (ii) the square root of the sample size.

Within total variability, as we saw in the third equation of Figure 2.1, there are two important

sources for repeated measures over time: variability between individuals and variability within

an individual. Variability between individuals is how closely the data of one individual resemble

that of any other individual. In Figure 2.2a, we can see a group of individuals that have relatively

low between-individual variability as compared to that of Figure 2.2b. In Figure 2.2a, individuals

12



Figure 2.2: Examples of potential longitudinal data for four subjects. Subjects are represented
by different colors. The linear model used to generate the data is displayed in black. Data were
generated with equal variation within subjects. (a) Case where variability between the subjects’
underlying linear model is low. (b) Case where the variation between subjects’ linear model is
high.

have similar slopes and values of their linear fit, while in Figure 2.2b, the slopes are different

for each individual. That is, between-individual variability is much larger in Figure 2.2b than

that of Figure 2.2a. Between-individual variability has limited influence on the decision of time

granularity because individual trajectories will generally be maintained across time granularities.

Variability within an individual describes the closeness of an individual’s data point to any other

of the same individual’s data points. When one uses summaries from coarse time granularity data,

the difference between one individual’s digital biomarker values changes, and typically decreases.

In Figure 2.3a, we see that the data closely follow the linear fit for each individual. However,

in Figure 2.3b, we see a larger spread of data around the same individual fits, indicating larger

within-individual variability. For both sources, within and between, if the data are more variable,

the support for any estimate replicating the true value is lessened because SNR is smaller.

The second important part of standard error is the sample size. With coarser time granularities,

the sample size decreases. For example, the sample size for weekly data is 7 times less than that of

daily data. If we consider weekly and daily data, each that have the same total variability, then the

standard error for any estimate produced from the weekly data is 2.64 (the square root of 7) times
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Figure 2.3: Examples of potential longitudinal data for four subjects. Subjects are represented
by different colors. The linear model used to generate the data is displayed in black. Data were
generated with same linear model. (a) Case where variation within subjects is low. (b) Case where
variation within subjects is high.

greater than the corresponding estimate produced from the daily data, which leads to a smaller, or

worse, SNR for weekly data. This thought process can be applied to the comparison of any two

levels of time granularity.

However, the standard error of estimates produced from daily data will not always be smaller

than those produced from weekly data because the standard error comprises the variability in the

numerator and the square root of the sample size in the denominator. Often, a coarser time granu-

larity reduces the variability of the data in addition to the sample size. The reduction in variability

needs to counteract the resulting reduction of the sample size. For example, when condensing daily

data to weekly data, the weekly data must have variability that is more than 2.64 (square root of 7)

time smaller than the daily data to make the reduced granularity’s SNR comparable.

Although one cannot directly compare the standard errors of each time granularity before fitting

the models, one can use visualizations of the data to help determine which has less noise. This

process will be similar to the one described for Figure 2.3. This will help direct us towards the

more appropriate time granularity, but it is important to keep in mind that more than one time

granularity can have low enough noise to strongly detect the signal. It is also important to note that

there is no strict cutoff when one compares SNRs, one needs to balance SNR with other factors
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presented previously.

2.3 Simulation Study

For our simulation, we focus on one variable of interest, a single digital biomarker that is normally

distributed without missing data and examine average values for each given time granularity. Any

unit of time can be used for the finest granularity, but we will assume time is measured in days.

Thus, daily measurements are the finest time granularity available. We have N individuals and

each can be followed for a maximum of T days. For individual i = 1, 2, . . . N , we let mit denote

the value of the biomarker at day t = 1, 2, . . . T . We let m denote the (N×T ) matrix of biomarker

values for all N individuals, with row t of m equal to m·t and column i of m equal to mi·.

We denote different time granularities with window sizes, w, in days. Note that time granularity

and summary window size will be used interchangeably. For example, daily granularities use w =

1, while weekly time granularities use w = 7. In our simulations we examine w = 1, 7, 30, 60, 90.

We compute the averages for each time granularity using the window of time points immediately

preceding the given time point. For individual i = 1, 2, . . . N , we let mw
ij =

∑wj
k=1+w(j−1)mik/w

denote the average of the biomarker for window j = 1, 2, . . . T/w and window size w. Note

that the number of summary biomarker values calculated is dependent on the window size. For

example, if we have T = 120 days of marker data, then a window size of 1 day will result in 120

biomarker values, but a window size of 30 days will result in 4 biomarker summary values.

Section 2.2 focuses on four different factors: variables of interest, follow-up time, pattern of

signal, and SNR. For variables of interest, our simulation study focuses on average value of a

single digital biomarker that is normally distributed. For the other three factors, we simulate dif-

ferent scenarios to examine the effect of follow-up time, pattern of signal, and SNR on the average

biomarker values at different time granularities.

2.3.1 Generation of data

For individual i = 1, 2, . . . N , we let µit denote the true, systematic value of the biomarker at day

t = 1, 2, . . . T . We generate µit as
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µit = ai + qit+ b sin
t

d
(2.1)

in which the subject-specific intercepts a1, a2, . . . aN are independent and normally distributed

with mean 0 and standard deviation 1, the subject-specific linear time effects q1, q2, . . . qN are

independent and normally distributed with mean 0 and standard deviation 0.01; and d is the period

of the sine function divided by 2π. Note, we will refer to µit as the true marker value.

In Equation 2.1, we vary values of d to change the period (2πd). Larger values of d

leads to changes in the marker that are slower over time. We look at values of d =

5, 25, 50, 100, 150, 200, ..., 400. We also vary values of T to examine different follow-up times.

We examine follow-up time from 0 to 500 days in increments of 50 days.

For the marker value, we want to include noise. Thus, we generate mit = µit + ϵit, in which

ϵ1t, ϵ2t, . . . ϵNt are independent and normally distributed with mean 0 and variance σ2
m. We vary

values of σ2
m from 0 to 1 in increments of 0.1 in order to examine various amounts of SNR.

In Figure 2.4 we present an example of one individual’s simulated data for a 500-day follow-up

time. Note, simulated data for shorter follow-up times are a subset of simulated data for larger

follow-up times. For example, simulated data for a 300-day follow-up time are the first 300 data

points of the simulated data for a 500-day follow-up time. Each column in Figure 2.4 represents

one of four periods, 10π, 50π, 200π, and 800π, used to generate the data. Each row in Figure 2.4

corresponds to five values 0, 0.2, 0.4, 0.6, 0.8, and 1 for the standard deviation (σm) of the error

(ϵ1t) used to generate the marker data, m1t. For each plot of simulated data, the red line represents

the mean marker values, µ1t. Thus, the red line is the same for each plot in the same column

because only the standard deviation of the error changes within a column.

2.3.2 Analysis

To assess time granularities, we compare the average biomarker value of a given granularity, mw
ij ,

to the true value of the marker, µi,jw, at a given time point. Recall that we compute an average

biomarker value using the preceding w time points. For example, a 7-day average (w = 7) at time

point t = 14 would correspond to the second window summary (j = 2), and the average marker

value, m7
i2, would be based on biomarker values from day 8 to day 14. The average marker value,
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Figure 2.4: Sample of one individual’s simulated data for a 500-day follow-up time. Each column
represents a different sine period used to generate the data from 10π to 800π. Each row represents
the standard deviation of the error added to the true marker value (from 0 to 1). The red line
represents the true, underlying marker signal (µit). The black dots represent the simulated marker
value with error (mit).
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m7
i2, will be compared to the corresponding true marker signal at day 14, µi,14.

We use root mean square error (RMSE) to quantify average overall difference between the

average biomarker value of each window and the true value at the end of the window. Specifically,

we have

RMSE =

√∑N
i=1

∑J
j=1(m

w
ij − µi,(jw))

2

NJ
(2.2)

which will vary with four quantities: follow-up time, sine period, marker standard deviation, and

window size. For a given setting defined by a value for each of the four quantities, we calculated

average RMSE and 95% confidence interval of the RMSE based upon 1,000 simulations.

2.3.3 Results

Recall that the simulation study uses RMSE to quantify the impact of three factors: follow-up time,

pattern of signal, and SNR. Our aim is to investigate which window values appropriately average

daily marker values (as measured by RMSE) when factors change. However, there is an inherent

relationship between the factors. Thus, to present these relationships clearly, we present two sets

of figures where we hold one factor constant and examine changes in the other factors. We also

examine how the window size of our summary average relates to these factors.

In Figure 2.5, we present average RMSE for a follow-up time of 500 days. Each separate plot

examines a different sine period (pattern of signal) from 10π to 800π. From Figure 2.5, we see

that as the standard deviation of the marker error increases, regardless of sine period, the average

RMSE increases. For example, the 30-day average for a sine period of 200π starts with an average

RMSE of approximately 0.1 and monotonically increases to approximately 0.23. Additionally,

with a one-day average (i.e. the marker value at a single day), the average RMSE mirrors the

standard deviation added to the marker.

In Figure 2.5, we also see how averages over multiple days help decrease overall RMSE for

larger marker standard deviations and larger sine periods. In the plot for 10π, we see that for lower

marker standard deviations (approximately less than 0.4) the seven-day average has higher RMSE

than the one-day average. Within the RMSE equation, the average marker values are compared

to the true marker value, µij , at time point j. Thus, for smaller marker standard deviations, the
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Figure 2.5: Average RMSE for various summary window sizes, holding follow-up time at 500
days. Window sizes are represented by different colors in each plot. Four plots of RMSE are
shown for four selected period sizes (10π, 50π, 200π, and 800π). Marker standard deviation is
shown on the x-axis. 95% confidence intervals are presented using error bars.

one-day average (at j) is the marker value (mij), which is close to the true marker value (at j).

However, the seven-day average contains seven marker values close to their respective true marker

value (i.e. the marker value at time point j − 6 is close to the true marker value at j − 6), but the

true marker value is changing over time (with sine period of 10π). Thus, the average of the seven

marker values (at time points j−6 to j) may not well represent the single, true marker value (at time

point j). However, as the standard deviation of the marker increases, the RMSE for a seven-day

average increases at a slower rate than the one-day average as seen in Figure 2.5. This is because

the standard deviation of an average is inversely proportional to the number of values averaged

over, which is reflected in a smaller average RMSE. As discussed in Section 2.2.4, averaging over

more time points reduces the variability between averages. Thus, the seven-day average has less

variance around the true marker value than the one-day average.

In Figure 2.5, as the sine period increases for each window size greater than one, the respective

intercepts of the trends of average RMSE get closer to zero. For the 60-day window, and the 10π

period, the average RMSE for zero standard deviation is 0.8, while at the 800π period and marker

standard deviation of zero, the 60-day window has a RMSE approximately 0.05. For window sizes

greater than one, we are averaging over multiple days. Thus, for a smaller period, with quick
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Figure 2.6: RMSE for various summary window sizes, holding sine period at 300π. Window
sizes are represented by different colors in each plot. Four plots of RMSE are shown for four
selected marker standard deviations (0, 0.3, 0.7, and 1). Follow-up time is shown on the x-axis
and measured from 50 to 500. 95% confidence intervals are presented using error bars. If average
RMSE values are missing, then follow-up time was less than the needed time points for a summary.

changes in the true marker value, averaging over multiple days means we can summarize changing

values into one value that does not necessarily capture the changing marker values. Thus, our

average is too granular to detect the true, underlying mean. However, for a larger period, the true

marker value is not as variable between immediate, consecutive time points. Thus, an average taken

over multiple days can effectively, as measured by the RMSE, detect the underlying, true signal. In

this case, we reduce the variability of the averages distributed around the true, underlying marker

value while still capturing the signal.

In Figure 2.6, we present average RMSE for a sine period of 300π; each separate plot examines

a different marker standard deviation from 0 to 1 (labelled at top of plot). The x-axis represents

the follow-up time of the marker. Each window size is represented by different colors. Thus, we

can compare how marker standard deviation and follow-up time relate to the average RMSE of

summary averages by their window sizes. From Section 2.2, we know that a 50-day follow-up

time cannot accommodate a 60-day and 90-day average. Thus, there are no average RMSE for

those window sizes.

In Figure 2.6, for the plot containing the marker standard deviation of one, the summary win-
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Figure 2.7: RMSE for various sine periods, holding marker standard deviation at 1 and follow-
up time at 500 days. Windows sizes are represented by different colors. The black dotted line
represents the theoretical standard deviation for a given window size.

dows greater than one have lower average RMSE than the one-day average. This may lead us to

incorrectly conclude that a summary of any size is more appropriate than the single marker value.

This observation highlights two important considerations. First, we must compare window sizes in

the context of all three factors. Figure 2.6 is fixed at a sine period (300π) that is greater than all the

summary window sizes; thus, we can capture the pattern. Thus, we can only conclude that for a

period of 300π and standard deviation of one, the average marker value of any size is more appro-

priate than a single day’s marker value. Second, the comparison between summary windows is not

always the best way to measure how well a summary window is estimating the marker trajectory.

Recall in Section 2.2.4, we discuss the advantage of using an average over seven days compared to

a single day’s value. We used
√
7 (approximately 2.65) to describe the needed decrease in standard

deviation between weekly averages to counteract the decrease is sample size. To improve SNR

for weekly averages compared to single day values, the average RMSE needs to approach 1/
√
7.

For each window size, we are interested in how stable the average RMSE is around 1/
√
w. This

demonstrates that the window average has lower variance between average values while capturing

the true, underlying pattern.

For example, in Figure 2.7, we look at a follow-up time of 500 days, marker standard deviation
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of 1, and a window size of seven or 60 days. We drew a black dotted line to represent σm/
√
w,

which is equal to 1/
√
7 and 1/

√
60, respectively for the seven day and 60-day windows. For both

window sizes, as we approach longer sine periods, the RMSE approaches 1/
√
w. However, the

seven-day average stabilizes at 1/
√
7 at a lower sine period than the 60-day average stabilizes at

1/
√
60. Thus, for a given follow-up time, marker standard deviation, and sine period, we want to

find the window size with an average RMSE that is stable within an acceptable range of σm/
√
w

and less than the average RMSE of other window sizes.

2.4 Simulation Examples

In the previous section we investigate various scenarios to identify general patterns of average

RMSE across different follow-up times, sine periods, and marker standard deviation. In this sec-

tion, we take an in-depth look at three specific scenarios within our simulation study. For each

example, we demonstrate how to identify a range of appropriate summary window sizes more ex-

tensively. Although each example is a specific scenario, we present three scenarios that represent

similar relationships between window size and average RMSE for other scenario settings. We dis-

cuss how window size balances accuracy and efficiency when averaging marker values over the

window. For each scenario, that balance is optimized at different ranges of window sizes. For each

example presented, we followed the process for simulating data from Section 2.3, except using

window sizes ranging from 1 to 100, with a 5-day incremental increase starting at a 5-day window

size. We also limited the number of simulations to 10.

For the first example, the scenario follow-up time is 300 days, the sine period is set to 200π,

and the marker standard deviation is set to 0.7. Recall, readers may reference Figure 2.4 for the

approximate visualization of each example scenario. In Figure 2.8, we have plotted the average

RMSE against window size. For these specific scenario settings, we can now see which window

size corresponds to the minimum average RMSE. Typically, a minimized average RMSE indicates

that the window size is efficient, meaning that the average marker value calculated in the window

has a decreased variance between the window averages. A minimized average RMSE also indicates

that the average marker value calculated in the window is accurate, meaning the average marker

value is close to the true, underlying mean value at that time point, which we specified in Equation
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Figure 2.8: Average RMSE versus window size for setting with 300-day follow-up time, 200π pe-
riod, and 0.7 marker standard deviation. The red shaded region corresponds to the range of average
RMSE from the minimum value corresponding to the 25 day window size to a 15% increase in that
minimum value. Window sizes that fall within the red shaded region are identified.

2.1. In this example, the window size of 25 days corresponds to the minimum average RMSE.

Within Figure 2.8, we have shaded a region that corresponds to the range of average RMSE from

the minimum value corresponding to the 25 day window size to a 15% increase in that minimum

value. We identify the window sizes from 20 to 45 days that are within that average RMSE region.

Outside of window sizes from 20 to 45 days, the average marker value has either lost efficiency or

accuracy. For window sizes less than 20 days, there is a loss of efficiency. The variance between

average marker values calculated for these windows is large, resulting in increased squared-error

between the average and the true, underling mean at a given time point. For window sizes greater

than 45 days, there is a gain in efficiency, but a loss in accuracy. The variance between average

marker values calculated for these windows is small, but the window size is too coarse to gauge

the changes in the true, underlying mean that occur within the window. Thus, window sizes from

20 to 45 days optimize accuracy and efficiency, and are suitable for summarizing markers in this

scenario.

For the second example, the scenario settings are the same as the first example, but the sine

period is smaller. The scenario follow-up time is 300 days, the sine period is set to 10π, and

the marker standard deviation is set to 0.7. In Figure 2.9, we have plotted the average RMSE
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Figure 2.9: Average RMSE versus window size for setting with 300-day follow-up time, 10π
period, and 0.7 marker standard deviation. The red shaded region corresponds to the range of
average RMSE from the minimum value corresponding to the 5 day window size to a 15% increase
in that minimum value. Window sizes that fall within the red shaded region are identified.

against window size. In this setting, the window size with the minimum average RMSE is 95 days.

However, in Figure 2.9, we see that the average RMSE of the 90-day and 100-day windows are both

more than 15% greater than the average RMSE corresponding to the 95-day window. Additionally,

we see see similar decreased average RMSE at the 30-day window and 65-day window. These

window sizes correspond to multiples of the period, 10π. In these instances, the windows sizes

correspond to lower average RMSE because they do not align with the trough or crest segments

of the sine function. These window sizes only include portions of the sine function where there is

monotonic increases or decreases in the sine function, and thus, the calculated average summaries

have lower RMSE values. Therefore, we identified the 5-day window as the optimal window

corresponding to the minimum stable average RMSE value. At this window size, there is a clear

decrease of average RMSE from the 1-day window indicating that the 5-day window is more

efficient. We shaded a region that corresponds to the range of average RMSE from the value

corresponding to the 5 day window size to a 15% increase in that minimum value. We identify the

window sizes from 5 to 10 days that are within that average RMSE region. We deem this range of

window sizes as acceptable for the marker summary.

For the third example, the follow-up time and sine period are increased compared to the first
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Figure 2.10: Average RMSE versus window size for setting with 500-day follow-up time, 800π
period, and 0.7 marker standard deviation. The red shaded region corresponds to the range of av-
erage RMSE from the minimum value corresponding to the 65 day window size to a 15% increase
in that minimum value. Window sizes that fall within the red shaded region are identified.

and second example. The scenario follow-up time is 500 days, the sine period is set to 800π, and

the marker standard deviation is set to 0.7. In Figure 2.10, we have plotted the average RMSE

against window size. For these specific scenario settings, we can now see which window size

minimizes the average RMSE. The window size with the minimum average RMSE is 65 days.

Within Figure 2.10, we have shaded a region that corresponds to the range of average RMSE from

the minimum value corresponding to the 65 day window size to a 15% increase in that minimum

value. We identify the window sizes from 35 to 100 days that are within that average RMSE region.

In this example, the range of window sizes is so large because the sine period is large. Thus, the

underlying, true mean marker value slowly increases over time without changing pattern within

a window. This means the average values for large window sizes are close to the underlying,

true mean, and maintain accuracy while gaining efficiency by increasing the window size. By

identifying an above scenario that closely reassembles a clinician’s dataset, we can investigate

average RMSE versus window size, and thus, identify an acceptable range of window sizes.
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2.5 Case Study

We now examine data from a longitudinal cohort study, the Intelligent Systems for Assessing

Aging Change (ISAAC) study, which have been collected at the Oregon Center for Aging and

Technology (ORCATECH) at the Oregon Health & Science University. More details of this study

have been previously published (Gorus et al., 2008; Hayes et al., 2014). In the ISAAC study,

walking speed was generated using a series of four motion sensors on the ceiling of a narrow

hall that were triggered when a subject passed directly underneath (Dodge et al., 2015). Walking

speed measurements were collected on each participant at multiple time points each day (whenever

subjects passed under the series of sensors), and these multiple measures were processed into a

daily mean walking speed. We use these daily mean walking speeds in our example. To facilitate

discussion about time granularity, we have also summarized the daily measurements into weekly

(w = 7) and 30-day (w = 30) values. We follow the summary computation defined in Section

2.3. To simplify our discussion, we have selected the data from four individuals in ISAAC to

highlight the factors presented in Section 2. We selected these data simply to illustrate the factors

that are important for granularity; it is important to realize that the conclusions in this section are

not necessarily generalizable to the remaining data in ISAAC or other studies.

Figure 2.11 contains two columns of three figures each, both columns contain loess fits. The

loess fit is a non-linear fit produced from overlapping, moving windows of data. Within each

window of data, a weighted average is computed such that data closer to the center point are

weighted more heavily than points further from the center. The weighted averages give a rough

estimate of the smoothed trajectory, or signal, for each individual. The left column contains the

loess fit with the data points, and the right column contains the loess fit with confidence bands.

We can see that high frequency data with high within-individual variability (Figure 2.11a) may not

help the viewer digest the general pattern over time.

With regard to the factors presented in Section 2.2, we first see in Figure 2.11 that the amount

of follow-up time for the four individuals ranges from 3.8 years to 9.2 years. Thus, we could

consider reducing the time granularity to seven-day or 30-day summaries because we would still

have a sufficient number of summary values for each individual. Second, for our specific analysis,

we want to consider an additional variable that needs to be derived from the data. This additional
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Figure 2.11: Example longitudinal data from four individuals from the ISAAC study. Each indi-
vidual is marked with a different color for clarity. Mean walking speed is the average speed for an
individual for the day (in cm/s). All figures have their loess curve in black. The left-hand column,
including (a), (c), and (e), are the plots of the data. (a) is daily data, (c) is the weekly averages of
the daily data, and (e) is the monthly average of the daily data. The right-hand column, including
(b), (d), and (f), are plots of their respective average’s loess fit with the 95% confidence bands in
their respective colors.
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variable is the amount of variability in walking speed, which has been shown to be associated with

cognitive function (Dodge et al., 2012). Because variability, by definition, is based upon several

observations of the same quantity, we need to use a level of granularity that would contain several

observations in each interval. This again motivates us to reduce the daily walking speeds to seven-

day or 30-day averages in order to use seven-day, or 30-day, variance of walking speed in our

models. Third, as seen in Figure 2.11, there is no immediate short-term change in walking speeds;

changes in walking speed occur instead over months or years, similar to the simulation scenarios

with large sine periods. Thus, trends in walking speed can be detected from seven-day or 30-day

average values.

Last, we need to consider the SNR, and more specifically the within-individual variance similar

to the marker standard deviation in our simulations. Nonetheless, we can use the exploratory

information provided in Figure 2.11 to roughly compare the relative SNRs resulting from each

level of time granularity. We make this comparison through two aspects of each plot: (i) the non-

linear loess fit and (ii) the confidence band around the loess fit. Before we further examine the

corresponding SNR of each level of granularity, we must address any differences that exist in the

loess fits for each time granularity in Figure 2.11. In theory, with complete data, the loess fit of

each time granularity should have similar, if not the same, trajectories. In our example, we see that

the loess fits for each follow similar patterns. Therefore, each time granularity is detecting roughly

the same underlying signal, and we must inspect the confidence bands to determine the relative

within-individual variance as part of the SNR.

The confidence bands will help us understand the relative variability of the data for each level

of time granularity. In terms of total variability, all three levels of granularity produce data with

relatively similar between-individual variation. The within-individual variation decreases as we

move from daily granularity to weekly to 30-day averages because the difference in walking speed

mean decreases between each individual’s data points (Figure 2.11a, 2.11c, 2.11e). However, we

should look at the individual variability with respect to the sample size, which is incorporated in

the plots in right-hand column through confidence bands (Figure 2.11b, 2.11d, 2.11f). As we move

from daily to seven-day to 30-day time granularities, the width of the confidence bands increase,

which means we have greater sampling variability with respect to the sample size, which leads

to decreased ability to identify significant trends in the data. Most importantly, we would like a
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summary window size that would allow us to detect each individual’s pattern as distinct from the

others. Thus, in the right-hand plots of Figure 2.11, we see that both the seven-day and 30-day

averages produce data that have SNR values that are large enough to detect the underlying signal

in the data, relative to the level of sampling variability. Thus, if we can make a good argument

for seven-day average using the other factors we discussed, then we believe their use for analysis

would be beneficial.

Summarizing over all our thoughts for the factors presented in Section 2.2 and simulation pre-

sented in Section 2.3, we believe a seven-day or 30-day time granularity have sufficient SNR for

analysis. Although the daily data have the largest SNR, there are a few drawbacks to using daily

granularity. First, visualization of the data does not facilitate an understanding of the data pattern

because the noise of one subject’s trajectory obscures the trajectory of other subjects. Second,

daily granularity requires more computation time than data with lower granularity, and daily gran-

ularity does not allow for the use of variability in walking speed that can be produced from data

with weekly granularity. Lastly, we believe data with seven-day or 30-day summaries will uncover

signals similar to those produced with data with daily granularity. Thus, for this example, reducing

the time granularity from daily measurements to weekly or 30-day summaries is appropriate for

assessing longitudinal changes in walking speed. Further decisions will depend on the researcher’s

choices on computational demands.

2.6 Discussion

The decision of time granularity helps balance computational efficiency and the integrity of data.

We discussed and examined factors through simulation studies to determine if coarse time granu-

larities maintain the underlying signal of the data. The decision regarding summary window size

is a consequence of increased information afforded by digital biomarkers, which allow researchers

to assess trajectories more frequently than traditional tests such as pen-and-paper based NP tests

or annually collected survey data. While NP tests can be administered at most every six months

due to learning bias and participant burden, digital biomarker data are collected with much greater

frequency.

Due to the high frequency of digital biomarker data collection, there are issues with data man-
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agement and storage. As mentioned in Section 1, data collection starts with time stamps that can be

taken on the order of seconds. This means that one day for one individual can potentially contain

86,400 data points (one per second). Typically, these data are condensed into longer time intervals

that are dictated by data storage or available management. Setting aside these hardware issues, we

chose to examine time granularities with respect to statistical analysis. If the reader has more con-

cerns about data management issues, we suggest referencing other publications (Hsu et al., 2017;

Li et al., 2017).

Our simulation study was limited to marker values simulated using a sine function. Because sine

functions have a recurring pattern, if the summary window size aligns or misaligns with the period,

this could result in an average RMSE that reflects this alignment instead of the window summary’s

ability to capture the true, underlying marker value. In future work, we will investigate scenarios

in which the digital biomarker is simulated using regression functions with temporal variability,

similar to those used in Ruppert and Carroll’s (2000) simulations with spatial variability. Similar

to the period of the sine function, we can control the spatial variability, and thus the rate of change

over time, using a function parameter.

Our simulation study uses RMSE to measure the difference between our time granularity sum-

maries and the true, underlying marker value. Because the summary window sizes are greater than

1, we decided to compare the window’s average to the true marker value at the latest time point

within the window. While this is a consistent decision across windows, the comparison may align

with specific points of the sine period, which can produce RMSE values that are not comparable

across window sizes. In the future, we plan to randomly sample one of the true, underlying marker

values within the window.

Additionally, when comparing time granularities, there are issues involving missing data that

we did not thoroughly examine in our simulation nor example. In certain cases, missing data can

make the data susceptible to biased averages when looking at different time granularities. In the

next chapter, we introduce imputation processes for digital biomarkers with missing data.

We also limited our discussion to factors that will strengthen analysis when we fit data using

LMMs or GLMMs. Other methods have been used to analyze repeated measures involving de-

mentia, including latent trajectory analysis, path analysis, Mixed-Effect Model Repeat Measure

modelss (MMRMs), and functional data analysis (FDA). Readers can approach these forms of
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analysis using the factors laid out in Section 2, but each method has specific qualities that may

require different factors or less emphasis on the ones we mentioned. For example, FDA uses

smoothing methods to create continuous functions to represent data (Ramsay, 2006). This means

that the decision of time granularity, and time as a discrete measurement, is just a processing step

before we represent the data as a function and with continuous time. This may lead us to question

whether time granularity should even be considered. However, variables of interest like variance

of walking speed, may still be important in our analysis. Thus, we may want to look at a time

granularity that supports summary data like variance.

In this paper we addressed factors to be considered when selecting time granularity. We specifi-

cally addressed daily data summarized into seven to 90-day averages, but this approach is applica-

ble to data summaries of any time length. We also identified factors of the data that are important

to consider in the decision of time granularity. In our exploratory procedure we looked at follow-

up time, variables in analysis, pattern detection, and SNR to aid our decision. We showed that

these factors of the data are linked to each other, and no single one decides if data reduction is

appropriate. We then demonstrated the complex relationship of these factors with time granularity

using average RMSE. Lastly, we walked through an example of longitudinal data where weekly

time granularity was appropriate for our analysis. In the next chapter, we examine how the sum-

marization process can be expanded to digital biomarkers with missing data using imputation.
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CHAPTER 3

Imputing and Summarizing High-Frequency

Predictors for Analyzing Lower-Frequency Binary

Outcomes

3.1 Introduction

Digital biomarker data measure physical behaviors or physiology, such as steps per hour, heart

rate throughout the day, or quality of sleep, and can be measured at high frequencies. Similar to

other biomarkers, digital biomarkers can be used to potentially identify underlying biological pro-

cesses that may be hard to directly measure. While current biomarkers are effective for dementia

diagnosis, they often require clinical visits or invasive sampling (Anoop et al., 2010). For exam-

ple, amyloid β-protein and Tau proteins are highly effective biomarkers for Alzheimer’s disease

that can be detected in cerebrospinal fluid (CSF) (Blennow et al., 2010). However, acquiring a

CSF sample requires a lumbar puncture in patients. By using digital biomarkers instead, studies

involving cognitive function can unobtrusively measure cognitive function, avoid recall bias in

measurements, and detect asymptomatic disorders (Akl et al., 2015; Austin et al., 2017; Buchman

et al., 2012; Dodge et al., 2012; Eby et al., 2012; Gorus et al., 2008; Hayes et al., 2014; Kaye et al.,

2012, 2014; Kaye et al., 2011; Lyons et al., 2015; Silbert et al., 2016).

In studies where the clinical outcome cannot be measured frequently, digital biomarkers can

help increase opportunities for assessment of the biological process. For example, in dementia

studies, neuropsychological (NP) tests are used to assess cognitive function (Dodge et al., 2015).

NP tests require a clinical visit and can only be administered at most every 6 months to prevent
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learning bias. If detected early, cognitive decline can be reversed through intervention and delay

dementia (Aisen et al., 2017). However, time between NP test prevents frequent assessment of

cognitive ability. Thus, one advantage of digital biomarkers is their high-frequency measurement

using unobtrusive devices, like an activity tracker or in-home sensors. Thus, digital biomarkers

can help increase the frequency for detection of cognitive decline, and increase opportunities for

early dementia diagnosis (Dodge and Estrin, 2019).

In order to leverage information from digital biomarkers, we must first understand the relation-

ship between them and cognitive function. As an initial step towards understanding the relation-

ship, we can use longitudinal data analysis (LDA) methods to identify associations and the relative

importance of specific digital biomarkers in the context of cognitive function. Thus, it is help-

ful to implement traditional statistical approaches, such as linear mixed effects models (LMMs),

generalized estimating equations (GEEs), and generalized linear mixed effects models (GLMMs).

By applying traditional methods as an initial step, researchers can quickly assess whether there is

some association between a cognitive outcome and digital biomarkers before delving into more

complicated methods of analysis. However, the difference in measurement frequency between the

outcome and digital biomarkers complicates traditional LDA methods. Thus, it is important to

summarize digital biomarker data into intervals that correspond that of the outcome.

For many clinicians, the summarization of digital biomarkers is a crucial first step to under-

standing the relationship between an outcome and the digital biomarker data. However, there is

no general summarization process for analysts to follow. This can lead to varying summariza-

tion processes across studies, which makes comparisons difficult and can potentially bias results.

For example, two studies examine dementia and Alzheimer’s disease using accelerometer data

over a 7-day follow-up time (Iaboni et al., 2022; Law et al., 2018). Each study summarizes the

accelerometer data differently. One study used 1-minute summaries of physical measurements,

while the other study used total number of minutes (summed over the 7-day follow-up) in seden-

tary, light, moderate, or vigorous activity. While both summarization processes may have specific

benefits, neither study examined why they summarized the digital biomarkers using their chosen

process.

The lack of guidance concerning the summarization process of digital biomarkers is exacerbated

in the presence of missing data. Two main questions arise when summarizing digital biomarkers
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with missing data: (1) how do missing data points translate to missing summary values, and (2)

if imputing data, should one impute before or after summarization? There are few publications

that investigate the questions concerning summarization, imputation, and different frequencies of

predictors and outcomes. There are papers that discuss missing data in the context of repeated

measures, but they fail to include measurements that are taken at higher frequencies than the out-

come (Tan et al., 2018). Thus, summarization of the predictors is not discussed. There are also

papers that discuss missing data of baseline and time-varying predictors, but also fail to discuss

higher-frequencies (Enders et al., 2016; Erler et al., 2016). Alternatively, there are studies that

compare different summary values, like min, max, mean, and quantiles (Guo et al., 2020). How-

ever, these papers do not directly address whether imputation of the raw data or summary level data

is more appropriate. Imputation is often performed on the raw data without consideration of po-

tential consequences. Thus, there is no work examining the simultaneous process of summarizing

and imputing high-frequency digital biomarker data for fitting lower-frequency outcomes.

Our paper aims to (1) define processes involving simultaneous imputation and summarization

of digital biomarkers (high-frequency predictors) for longitudinal analysis of binary outcome, and

(2) investigate the performance of imputation and summarization processes in different scenarios

involving missing data. In Section 3.2 we describe two processes for imputation and summariza-

tion. In Section 3.3 we introduce the simulation study used to evaluate the imputation processes.

In Section 3.4 we introduce a case study where we apply both imputation methods to longitudi-

nal data from the Intelligent Systems for Assessing Aging Change (ISAAC) study. Section 3.5

concludes the paper with a discussion of the imputation processes and future work.

3.2 Methods

We now explain two approaches to impute a high-frequency biomarker. Both approaches are inter-

mediate steps that are done prior to analyzing the association between a high-frequency biomarker

and an outcome measured at a lower frequency than the biomarker.

For the approaches, any unit of time can be used, but we will assume time is measured in

days. We have N individuals and each can be followed for a maximum of T days. For individual

i = 1, 2, . . . N , we let mit denote the value of the biomarker at day t = 1, 2, . . . T . We let m denote
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the (N × T ) matrix of biomarker values for all N individuals, with row t of m equal to m·t, the

vector of biomarker values for all N individuals at time point t. Column i of m is equal to mi·,

the vector of biomarker values for individual i for all time points. During the T days of maximum

follow-up for each individual, the low-frequency outcome is measured every h days. For individual

i = 1, 2, . . . N , we let Yij denote the value of the low-frequency outcome measured at the end of

an h-day period j = 1, 2, . . . J . We let Y denote the (N × J) matrix of binary outcomes for all

N individuals, with row j of Y equal to Y·j , the vector of outcomes for all N individuals at time

point t. Column i of Y is equal to Yi·, the vector of outcomes for individual i for all time points.

For individual i, we let rit = 1 if the value of mik is observed and rit = 0 if the value of mik is

missing.

Our goal is to examine the association of the high-frequency biomarker with the low-frequency

outcome. Thus, we ultimately want to condense the vector of T values in mi· such that we have

a summary of values in T that correspond to every one of the J values in Yi·. We choose to do

this by computing an average of the biomarker values that occur at the same time or precede each

outcome measure in a window of w ≤ h days. For example, suppose the outcome is measured

once every 30 days and we set w = 7 days. Thus, corresponding to the first outcome measured at

day 30, we would compute an average of the biomarker values measured on days 24, 25, . . . , 30,

and corresponding to the second outcome measured at day 60, we would compute a corresponding

average of biomarker values measured at days, 54, 55, . . . , 60.

The appropriate ordering of imputation and summarization of the biomarker is uncertain, which

motivates us to examine two different approaches to imputation:

1. Impute then Summarize (IS): Impute biomarker at its original granularity (days); then

summarize biomarker corresponding to the period of measurement for the outcome.

2. Summarize then Impute (SI): First, summarize the biomarker corresponding to the period

of measurement for the outcome. Summaries will be considered as missing if less than a

threshold of observed values exist in that window. Then, impute values for the missing

summaries.
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3.2.1 Impute then Summarize (IS) Process

For the IS process, we first impute values at the original granularity of the biomarker. We then

summarize the biomarker with lagged averages that correspond with the outcome. Imputation

is performed using the Multivariate Imputation by Chained Equations (MICE) library in R (van-

Buuren and Groothuis-Oudshoorn, 2011). We now describe the process for producing a single

imputation for all of the missing biomarker values for each of the N individuals.

We impute missing marker values at time point t using multiple linear reg ression. We impute

by first regressing a bootstrap sample of the observed values of the biomarker at t on their corre-

sponding observed or imputed biomarker values at times (t− 1), (t− 2), . . . , (t− p), where p is a

pre-defined number of prior days to use for imputation.

Let Rt =
∑N

i=1 rit denote the number of observed values of the biomarker at time t. Let

ṁ·t = (ṁ1t, ṁ2t, . . . , ṁRt,t) denote a bootstrap sample of size Rt from the observed values in m·t.

Note that ṁ·t at each time point is comprised of only observed values. However, when we use

past time points to impute the current time point t, the past values can be observed or imputed

because we sequentially impute. Thus, for individual i = 1, 2, . . . N , we let m̃it denote the value

of the imputed or observed biomarker at day t = 1, 2, . . . T . At time point t we need to identify

the imputed or observed biomarker history at times (t − 1), (t − 2), . . . , (t − p) corresponding to

the bootstrap sample at time point t, ṁ·t. We use ṁk,(t−s), k = 1, 2, . . . Rt and s = 1, 2, ..., p to

denote the biomarker value history, m̃i,(t−s), that corresponds to the current time point’s bootstrap

value ṁkt.

We then fit the linear regression model

ṁkt = βt0 +

p∑
ℓ=1

βtℓṁk,(t−ℓ) + ϵkt (3.1)

in which ϵ1t, ϵ2t, . . . ϵRt,t are independent and normally distributed with mean 0 and variance σ2
t .

For each individual missing a biomarker value (rit = 0), we impute their biomarker value,

m∗
it, using a single draw from a normal distribution with variance σ̂2

t and mean µit = β̂t0 +∑p
ℓ=1 β̂tℓmi,(t−ℓ), in which β̂tq is the least-squares estimate of βtq, q = 0, 1, . . . , p and σ̂2

t is the

mean-squared error from the fit of the model in Equation 3.1. For individual i = 1, 2, . . . N , we let

m̃it denote the value of the imputed or observed biomarker at day t = 1, 2, . . . T . Thus, m̃it = mit
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when the marker is observed and m̃it = m∗
it when the marker is imputed.

This process is recursive, meaning that we start at t = 1 and move forward in time. Thus, our

model implicitly assumes that there are no missing biomarker values at t = 1. We then impute

missing biomarker values at t = 2 using only the biomarker values from t = 1, i.e. our regression

parameters are only β01 and β11. We then use the entire vector of observed and imputed biomarkers

for t = 2 in the imputation of missing biomarkers at t = 3. Once all missing values are imputed,

we have a complete matrix of observed and imputed biomarker values.

Next, we summarize the imputed and observed biomarker values. Specifically, for j =

1, 2, 3, ..., J , we compute m̃ij =
∑hj

t=1+hj−w m̃it/w, with m̃ denoting the (N×J) matrix of average

biomarker values.

3.2.2 Summarize then Impute (SI) Process

For the SI process, we have three steps: (i) summarize the marker data every w days, (ii) impute

summary values that are missing due to insufficient observed data, and (iii) keep the summary

values corresponding to the j time points of the outcome and discard all other summary values.

Imputation is performed at the summary level once again using the MICE library in R. Below we

describe the process for producing a single vector of imputed summary values for all N individuals.

In the IS process, after imputing biomarker values, we only computed summary values for each

window most proximate to the each outcome. In the SI process, we summarize marker values at

consecutive and non-overlapping intervals of w days, regardless of proximity to outcome. Addi-

tionally, in the IS process, biomarker summaries, m̃ij , were computed using observed and imputed

values. However, for the SI process, some summary values will be deemed missing if the win-

dow contains an insufficient number of observed biomarker values. Specifically, we define pw as

the minimum proportion of observed markers required in a window. We let sig indicate whether

window g meets the threshold of observed biomarker values for individual i. Thus, sig = 1 if∑wg
t=1+w(g−1) rit ≥ pww and sig = 0 otherwise. For example, suppose we want to average over

w = 30 days and we set pw = 0.6. For each window g, we compute a summary biomarker value

if
∑wg

t=1+w(g−1) rit ≥ 18. In other words, if 18 or more daily marker values are observed in the 30

day window are observed, we compute a summary value for that window. Otherwise, if more than
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12 biomarker values are missing, then we need to impute a summary value for that window.

For individual i = 1, 2, . . . N , we let nig denote the value of the biomarker summary for window

g = 1, 2, . . . T/w. We let n denote the (N ×G) matrix of biomarker values for all N individuals,

with row g of n equal to n·g, the vector of biomarker summary values for all individuals at window

g, and column i of n equal to ni·, the vector of biomarker summary values for individual i for all

windows. For sig = 1, we compute the window summary:

nig =

∑wg
t=1+w(g−1)mitrit∑wg

t=1+w(g−1) rit
(3.2)

If sig = 0 then we need to impute the summary value for the window.

Similar to the IS process, we impute missing marker summary data for window g using multiple

linear regression. We impute by regressing a bootstrap sample of the observed summaries of

the biomarker for window g on their corresponding computed biomarker summaries for windows

(g − 1), (g − 2), . . . , (g − p), where p is a pre-defined number of prior summary values to use for

imputation.

Let Sg =
∑N

i=1 sig denote the number of number of individuals with biomarker summary values

for window g. Let ṅ·g = (ṅ1g, ṅ2g, . . . , ṅSg ,g) denote a bootstrap sample of size Sg from the

computed summaries in n·g. Similar to the IS process, note that ṅ·g for each window g is comprised

of only computed summary values. However, when we use summary values of past windows to

impute the current summary value for window g, the past summary values can be computed or

imputed because we sequentially impute. Thus, for individual i = 1, 2, . . . N , we let ñig denote the

value of the imputed or computed biomarker summary value for window g = 1, 2, . . . T/w. For

window g we need to identify the imputed or computed biomarker summary history for windows

(g − 1), (g − 2), . . . , (g − p) corresponding to the bootstrap sample for window g, ṅ·g. We use

ṅl,(g−s), l = 1, 2, . . . Sg and s = 1, 2, ..., p to denote the biomarker summary value history, ñi,(g−s),

that corresponds to the current time point’s bootstrap value ṅlg.

We then fit the linear regression model

ṅlg = αg0 +

p∑
ℓ=1

αgℓṅl,(g−ℓ) + γlg (3.3)
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in which γ1g, γ2g, . . . γSg ,g are independent and normally distributed with mean 0 and variance τ 2g .

For each individual for whom sig = 0, we impute their biomarker summary value, n∗
ig, using a

single draw from a normal distribution with variance τ̂ 2g and mean νig = α̂g0 +
∑p

ℓ=1 α̂gℓni,(g−ℓ),

in which α̂gq is the least-squares estimate of αgq, q = 0, 1, . . . , p and τ̂ 2g is the mean-squared error

from the fit of the model in Equation 3.3. For individual i = 1, 2, . . . N , we let ñig denote the value

of the imputed or computed biomarker summary at window g = 1, 2, . . . T/w. Thus, ñig = nig

when the marker summary is computed and ñig = n∗
ig when the marker summary is imputed.

Like IS, this process is recursive, meaning that we start at g = 1 and move forward in time.

Again, we implicitly assume that all biomarker summaries are computed at g = 1. We then impute

missing biomarker summary values at g = 2 using only the biomarker summary values from g = 1,

i.e. our regression parameters are only α01 and α11. Once all missing summaries are imputed, we

have a complete matrix of computed and imputed biomarker summaries.

At this point, we have an N ×G matrix of computed and imputed summary biomarker values.

We now need to reduce the number of columns of ñ from G to J to match the dimensions of Y .

We do this by comparing h, the frequency of the outcome, to w, the frequency of each summary.

We keep marker summary values for window g if g is a multiple of h/w. For example, suppose the

outcome is measured once every h = 60 days and we want to average over w = 30 days. In this

case, h/w = 2, thus we keep marker summaries for windows g = 2, 4, 6, ..., J . We let n denote

this reduced set of imputed and computed biomarker summaries for all N individuals over all J

time points.

3.2.3 Visual Example

In Figure 3.1 and 3.2, we present an example of IS and SI processes for a biomarker measured on

the first individual. For both Figure 3.1 and 3.2, we start with the individual’s data with missing

values. The individual’s biomarker, m1t, is measured at t = 1, 2, ..., 480. In this example, the

individual’s outcome, Y1j , with j = 1, 2, 3, 4, is measured every h = 120 days over the T = 480

day follow-up time. Thus, the Forty percent of the biomarker values are missing, specified by the

grey data points. We will impute and summarize the biomarker so that we have J = 4 biomarker

summary values that correspond to the J = 4 outcome measurements for the individual.
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Figure 3.1: Process for IS. Note the number of time points in the top left annotation of each
plot. For an outcome with J = 4 measurements, the T = 480 measurements of the marker will
be condensed into 4 summary values. Black data points represent the observed marker data. Grey
data points represent the missing marker data. Blue data points represent the imputed marker data.
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Figure 3.2: Process for SI. Note the number of time points in the top left annotation of each plot.
For an outcome with J = 4 measurements, the T = 480 measurements of the marker will be
condensed into 4 summary values. Intermediate steps include G = 16 summary measurements at
which the markers are imputed. Black data points represent the observed marker data. Grey data
points represent the missing marker data. Blue data points represent the imputed marker data.
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For the IS process, in Figure 3.1, the first step, signified by the first downward red arrow, is to

impute the missing daily biomarker values using the methods described in Section 3.2.1. At the

end of this step, we have T = 480 imputed or observed daily biomarker values, which constitutes

m̃1t. Following the next downward red arrow, we summarize the markers every h = 120 days

using a w = 30 day window. Thus, we have 30-day marker averages, m̃1j , with j = 1, 2, 3, 4, that

correspond to the outcome measurements, Y1j .

For the SI process, in Figure 3.2, the first step, shown by the first red arrow, is to summarize

the marker data into w = 30 day consecutive averages over G = 16 windows. Averages are con-

sidered missing if they do not meet the pw = 0.6 proportion of observed data. Following the next

downward red arrow, we then impute the missing summary biomarker values using the methods

described in Section 3.2.2. With the imputed and observed biomarker summary values, ñ1g, with

g = 1, 2, ...16, we then keep biomarker summary values every h = 120 days. Thus, we have

30-day marker averages, n1j , with j = 1, 2, 3, 4, that correspond to the outcome measurements,

Y1j .

The IS and SI processes produce different 30-day summary values. In the final plot in Figure

3.1 and 3.2, we can visually see the differences in the 30-day marker averages. For example, the

first marker average is larger for the IS process than the SI process. This is because the first 30-day

average corresponding to the IS process consists of 30 daily marker values that are imputed or

observed. This is not equal to the 30-day marker average from the SI process, in which the first

average is imputed at that summary-level.

3.3 Simulation Study

We present a simulation study to compare the IS and SI processes for four clinically meaningful

data scenarios. The four scenario settings differ based on period of the sine function (2πd) gen-

erating the marker and consecutive number of missing days (q). Figure 3.3 shows an example of

one individual’s biomarker data for each scenario with 40% missing data. Scenario 1 and 3 (Figure

3.3a, 3.3c) have the same period (960π), and scenario 2 and 4 (Figure 3.3b, 3.3d) have the same

period (20π). Scenario 1 and 2 (Figure 3.3a, 3.3b) have the same missing section size (q = 1),

and scenario 3 and 4 (Figure 3.3c, 3.3d) have the same missing section size (q = 60). Note that
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(a) Scenario 1
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(b) Scenario 2
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(c) Scenario 3
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(d) Scenario 4

Figure 3.3: Four generated scenarios for one individual with a follow-up time of 480 days. Each
scenario contains an binary outcome and marker data. Observed marker data are represented with
black data points, and missing marker data are represented with grey data points. There is a 40%
probability for missing marker data in each scenario.
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in Figure 3.3, Scenario 1 and 3 have the same outcome, which differ from Scenario 2 and 4. The

outcome is simulated based on the digital biomarker data with 0% missing digital biomarker val-

ues. Thus, scenarios with the same simulated biomarker data, but different missing indicators, will

have the same outcome.

For each scenario, 1,000 simulations are performed on a range of percent missing data (from 0

to 40%), totalling 6,000 simulations per scenario. Below we outline the general framework used to

simulate and estimate the association of the biomarker average with the outcome for each scenario

at a specified missing percent. In following sections, we will further explain each step.

Step 1: Simulate complete biomarker data

Step 2: Generate binary outcome using generalized linear mixed effects model (GLMM) with

complete biomarker data (from Step 1) as time-varying predictors with prescribed fixed

and random effects

Step 3: Determine missing marker data using missing completely at random (MCAR) at spec-

ified missing data percent

Step 4: Impute missing data using above methods:

• Impute then Summarize (IS)

• Summarize then Impute (SI)

Step 5: Fit GLMM for below datasets:

• Complete simulated data (no missing marker data)

• Available simulated data (missing data, no values imputed)

• Imputed data using IS process

• Imputed data using SI process

Step 6: Compare fixed effects estimates to prescribed fixed effects in step 2

The following sections will explain how complete data are simulated (steps 1 and 2), missing

indicators are sampled (step 3), missing data are handled (step 4), datasets are analyzed (step 5),

and the results of our simulation study (step 6).

44



3.3.1 Simulating Complete Digital Biomarker and Outcome Data

For each complete simulation, we generate data for high-frequency markers (mit), and lower-

frequency binary outcomes (Yij). We continue to use notation from the methods. We simulate

N = 40 individuals with T = 480 follow-up time.

We generate mit using the following model:

mit = ai + qit+ 300 sin
t

d
+ ωit (3.4)

in which ω1t, ω2t, . . . ωiT are independent and normally distributed with mean 0 and standard de-

viation of 10; a1, a2, . . . aN are independent and normally distributed with mean 0 and standard

deviation of 300; and q1, q2, . . . qN are independent and normally distributed with mean 0 and stan-

dard deviation of 0.01. For simulation scenarios 1 and 3, d = 480, and for scenarios 2 and 4,

d = 10.

We also generate binary outcomes that are measured at a lower frequency than the biomarker.

Recall, the outcome is measured every h days, while the digital biomarker is measured every

day. We set h = 120, so that J , which is the total number of outcome measurements, is T/h =

480/120 = 4, and the window size is w = 30. We simulate the binary outcome, Yij , from a

Bernoulli distribution with probability πij where

logit(πij) = η0 + η1mi1 + η2∆mij + bi (3.5)

in which mij =
∑jh

t=1−w+jhmit/w, ∆mij = mij −mi1, and the random intercepts, b1, b2, . . . bN ,

are independent and normally distributed with mean 0 and standard deviation of 0.7. We set η0 =

0.05, η1 = 0.45, and η2 = 0.9. Our goal is to estimate the three coefficients in Equation 3.5. For

individuals i = 1, 2, ...40 and corresponding outcome measurements j = 1, 2, 3, 4, the complete

data will consist of mij and Yij .

3.3.2 Simulating Missing Biomarker Data

We create missingness in the biomarker data as follows. After the initial w days, we generate

an indicator of missingness for each biomarker value. We exclude the first w days because our
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imputations require past marker data to inform the current imputed value, and if the first marker

value (daily or summary level) were missing, we could not perform imputation.

The missing indicators are generated independently from a Bernoulli distribution with a proba-

bility 1−pmiss, so that we have data missing completely at random (MCAR). We also will examine

varying levels of missingness by having pmiss ∈ {0, 0.1, 0.2, 0.3, 0.4, 0.5}. Recall, the scenarios

differ based on the consecutive number of days missing. We specified two cases with one-day

missing (q = 1) and 60 consecutive days missing (q = 60). Thus, for q = 1, missing indicators

are generated independently for marker values each day. For q = 60, missing indicators are gen-

erated independently for sections of 60 consecutive marker values. Regardless of q, for individual

i = 1, 2, . . . N , we let rit denote the missing indicator at day t = 1, 2, . . . T . We let rit = 1 if the

value of mik is observed and rit = 0 if the value of mik is missing. However, the processes for

assigning missingness differs for q values. In the following we describe the process for generating

missing indicators for each.

For q = 1, which is the case for scenario 1 and 2, we generate missing indicators for each day

independently. Outside of the initial w time points, there is a probability, pmiss, of missingness.

Thus, each rit, given t > w, was generated independently from a Bernoulli distribution with a

probability 1− pmiss.

For q = 60, which is the case for scenario 3 and 4, missing data will span q consecutive days.

Thus we divided the total follow-up time into sections of size q = 60 with sections z = 1, 2, ...Z.

For each individual i = 1, 2, ..., N and each section z = 1, 2, ..., Z, we denote a missing indicator,

viz. Similar to the daily missing indicator, each viz, given 60z > w, was generated independently

from a Bernoulli distribution with a probability 1− pmiss. We use the missing section indicator to

construct the missing daily indicator. For q = 60, we let rit = viz for 1 + 60(z − 1) < t ≤ 60z.

3.3.3 Summarizing Observed Biomarker Data

We now describe the process for summarizing the observed marker values to create the available

dataset. We summarize the observed daily marker values according to the process outlined in

Section 3.2.2. We use a threshold, pw = 0.6, to determine whether the summary biomarker value

at j is computed. Note that for available data, we only need to compute summary values that
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correspond to the outcomes. At each outcome j, if the proportion of observed biomarker values

within the window is greater than pw = 0.6, then we compute the the window summary value,

n′
ij =

∑hj
t=1+hj−w mitrit/

∑hj
t=1+hj−w rit. Otherwise, the window summary is considered missing.

3.3.4 Imputing Missing Biomarker Data

We now describe the the implementations of the imputation and summarization processes to create

the IS and SI-imputed datasets. For the IS process, we impute missing marker values at time point

t using the methods described in Section 3.2.1. We set p = 5, and thus use the previous observed

or imputed values at (t − 1), (t − 2), ..., (t − 5) to impute the missing digital biomarker value at

time point t. We summarize the imputed and observed biomarker values. For j = 1, 2, 3, 4, we

compute individual averages over a w = 30 window.

For the SI process, we summarize the marker over consecutive w = 30 day windows as de-

scribed in Section 3.2.2. We set pw = 0.6 to determine whether the summary biomarker value

for a given window is computed. We set p = 5, and thus use the previous observed or imputed

summary values at window (g − 1), (g − 2), ..., (g − 5) to impute the missing digital biomarker

summary value at window g. Then we keep the computed and imputed biomarker summary values

at windows g = 4, 8, 12, 16 that correspond to the h = 120 day frequency of the outcome.

3.3.5 Statistical Analysis

To evaluate the performance of each dataset, we fit the binary outcome using GLMM with the

same covariates used to generate the outcome in Equation 3.5 in Section 3.3.1. For example, for

the complete data, we fit Equation 3.5. For available and imputed datasets, we replace values of

mij with their respective biomarker summary values.

For each simulation, we focus on the estimates for the fixed effects: η̂0, η̂1, and η̂2. We are most

interested in the fixed effect for the changes from baseline, which is estimated by η̂2.

Recall, we prescribed specific, “true” values for each coefficient in Section 3.3.1. Coefficient

estimates for the fixed effects from analyses using each of the four datasets (complete, available,

IS-imputed, and SI-imputed data) were compared to one another and the prescribed coefficient

parameter value (η2 = 0.9). Within each simulation, for IS and SI-imputed data, we performed five
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multiple imputations and used Rubin’s rules (Rubin, 1987) to pool results of all five imputations.

For each of the four datasets, we calculated three summary values concerning η̂2, the estimated

fixed effect of changes from baseline average biomarker values, across 1,000 simulations: (1) the

relative bias of η̂2, (2) the coverage rate of the 95% confidence interval coverage for η̂2, and (3) the

sampling variance of η̂2 across simulations.

3.3.6 Results

Recall the four simulation scenarios presented in Figure 3.3: (1) one-day missing section size,

large period, (2) one-day missing section size, small period, (3) 60-day missing section size, large

period, and (4) 60-day missing section size, small period. In the following, we present the three

above summary values across simulations concerning η̂2.

In Figure 3.4, we present the relative bias using the mean and 95% confidence interval across

simulations for each scenario. The relative bias in each scenario is presented in separate plots

with percent missing data on the x-axis. Each color in the figure represents a different dataset: (1)

complete simulated data (no missing marker data), (2) available simulated data (missing data, no

values imputed), (3) imputed data using IS process, and (4) imputed data using SI process. There

are two horizontal, dotted lines on each plot. The black one marks the relative bias at zero and the

grey one marks the mean relative bias of the complete dataset. As an example, in Figure 3.4A, in

which the digital biomarker is simulated with a large period and daily missing data, we see that

the mean relative bias of the complete dataset is close to 0 and remains the same regardless of

the percent missing data. Recall, the complete dataset does not have missing data and serves as a

reference for the other datasets. Thus, the complete dataset remains the same across the percent of

missing data. The mean relative bias for the other datasets (available, IS-imputed, and SI-imputed)

remain close to that of the complete dataset. However, the confidence interval of the available

dataset, in which the marker has missing data without imputation, increases as the percent missing

data increases. In Figure 3.4B-D, we see this pattern for the available dataset for all other scenarios.

In Figure 3.4C-D, the mean relative bias of the IS-imputed dataset decreases starting at 10%

missing data. With each increase in 10% missing data, up to 40%, the relative bias approaches −1.

The 95% confidence intervals also decrease in range. Thus, as the percent missing increases, the
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Figure 3.4: Relative bias for simulation scenarios: (A) daily-level missing data, large period, (B)
daily-level missing data, small period, (C) 60-day section missing data, large period, and (D) 60-
day section missing data, small period. The dashed grey line marks the relative bias for complete
data. The dashed black line marks zero relative bias. Pink represents complete data, green available
data, blue daily-level imputations, and purple summary-level imputations. Points are staggered at
each percent missing so that comparisons can be made at each.

−2

0

2

0 10 20 30 40
Percent Missing (%)

R
el

at
iv

e 
B

ia
s

A)

−2

0

2

0 10 20 30 40
Percent Missing (%)

R
el

at
iv

e 
B

ia
s

B)

−2

0

2

0 10 20 30 40
Percent Missing (%)

R
el

at
iv

e 
B

ia
s

C)

−2

0

2

0 10 20 30 40
Percent Missing (%)

R
el

at
iv

e 
B

ia
s

D)

Dataset Complete Available IS−Imputed SI−Imputed

49



estimate of η2 for the IS-imputed data becomes less variable and more biased.

For all scenarios, it is important to note a phenomena where the increased variance of a predic-

tor, markers in this case, can attenuate the coefficient estimate to zero. By imputing the marker,

we can increase the variance of the markers. In Figure 3.4, we can see that each scenario where

bias increases gradually approaches a relative bias close to −1. This number is important because

the true coefficient parameter value that was prescribed in the data generation is 0.9. Since relative

bias is defined by the difference between the estimated coefficient and the true coefficient, as the

coefficient estimate approaches 0, the relative bias approaches −1.

In Figure 3.5, we present the coverage rate across simulations of the 95% confidence interval for

η̂2. The coverage rate in each scenario is presented in separate plots with percent missing data on

the x-axis. Each color in the figure represents a different dataset: (1) complete simulated data (no

missing marker data), (2) available simulated data (missing data, no values imputed), (3) imputed

data using IS process, and (4) imputed data using SI process. The dotted black line marks the 95%

coverage rate. For an example, in Figure 3.5A, in which the digital biomarker is simulated with a

large period and daily missing data, the coverage rate for each dataset and each percent missing is

between 90% and 95%.

In Figure 3.5C-D, the coverage rate of the IS-imputed dataset increases to 99% at 10% missing

data, then decreases from 10% to 40% missing data. This reflects the pattern we saw in 3.4C-

D. At 20-40% missing data, η̂2 for the IS-imputed data becomes less variable and more biased,

thus, the coverage of η̂2 decreases. Lastly, in Figure 3.5, the coverage rate of the available dataset

generally stays around 95%, if not increasing as percent missing data increases. This means η̂2 for

the available dataset remains fairly unbiased, as we saw in Figure 3.4, but the standard deviation of

η̂2 increases because we have less data. Thus, an increase in coverage rate for the available dataset

reflects a less precise estimate of η2.

In Figure 3.6, we present the sampling standard deviation of η̂2 across simulations. The sam-

pling standard deviation in each scenario is presented in separate plots with percent missing data

on the x-axis. Again, each color in the figure represents a different dataset: (1) complete simulated

data (no missing marker data), (2) available simulated data (missing data, no values imputed), (3)

imputed data using IS process, and (4) imputed data using SI process.

For an example, in Figure 3.6A, in which the digital biomarker is simulated with a large period
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Figure 3.5: Coverage rate for simulation scenarios: (A) daily-level missing data, large period,
(B) daily-level missing data, small period, (C) 60-day section missing data, large period, and (D)
60-day section missing data, small period. Dashed black line marks 95% coverage rate. Pink
represents complete data, green available data, blue daily-level imputations, and purple summary-
level imputations. Points are staggered at each percent missing so that comparisons can be made
at each.
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Figure 3.6: Sample standard deviation (SD) for the coefficient estimate for simulation scenarios:
(A) daily-level missing data, large period, (B) daily-level missing data, small period, (C) 60-day
section missing data, large period, and (D) 60-day section missing data, small period. Pink repre-
sents complete data, green available data, blue daily-level imputations, and purple summary-level
imputations. Points are staggered at each percent missing so that comparisons can be made at each.
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and daily missing data, the mean sampling standard deviation of the complete dataset remains

constant at 0.87 regardless of the percent missing data. Recall, the complete dataset does not have

missing data and serves as a reference for the other datasets. The sampling standard deviation for

the IS-imputed and SI-imputed datasets remain close to that of the complete dataset. However, the

sampling standard deviation of the available dataset, in which the marker has missing data without

imputation, increases as the percent missing data increases because there is less data. In Figure

3.6B-D, we see this pattern for the available dataset for all other scenarios.

In Figure 3.6C-D, the sampling standard deviation of the IS-imputed dataset decreases towards

0 starting at 10% missing data. This reflects the pattern in Figure 3.4, as the percent missing

increases, the estimate of η2 for the IS-imputed data becomes less variable and more biased.

3.4 Case Study

To demonstrate the empirical differences between the two imputation processes, we examine data

from the ISAAC study, which is a longitudinal cohort study collected through the Oregon Center

for Aging and Technology (ORCATECH) at the Oregon Health and Science University. The study

consists of 158 individuals with measured digital biomarkers using a series of sensors and cognitive

function with NP tests administered by clinicians. More details of this study have been previously

published (Dodge et al., 2015; Hayes et al., 2014).

We identified two variables to demonstrate the imputation processes: (1) a digital biomarker

measurement, specifically daily mean walking speed and (2) mild cognitive impairment (MCI)

indicators that are measured biannually or annually. In the study, walking speed was generated

using a series of four motion sensors on the ceiling of a narrow hall that were triggered when

a subject passed directly underneath (Gorus et al., 2008). Walking speed measurements were

collected on each participant at multiple time points each day (whenever subjects passed under the

series of sensors), and these multiple measures were processed into a daily mean walking speed.

MCI is a binary indicator of mild cognitive impairment, meaning an individual received a clinical

dementia rating (CDR) of 0.5 or higher indicating questionable to certain dementia. CDR and

MCI are measured through a clinically administered NP test. We aim to determine the association

between mean walking speed and MCI using LDA methods, specifically GLMM.
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We define each individual’s first day of follow-up as the first walking speed mean measurement

within the first 30-day summary window that is computed. For example, if an individual’s earliest

walking speed measurement is within a 30-day window with less than 18 observed daily walking

speed measurements, then this is not the first day of follow-up. The first day of follow-up time

must be within a window with 18 or more observed measurements, and thus meet the threshold

to compute a window summary. The last day of follow-up is 150 days after an individual’s last

walking speed measurement or a set maximum of 3,000 days. Thus, each individual has different

follow-up times. With this restriction, our analysis consists of 145 individuals with an average

follow-up time was 1,459 days (approximately 4 years), ranging from 82 days (approximately

0.25 years) to 2,922 days (approximately 8 years). There is a total of 614 MCI measurements with

an average of 4.23 MCI measurements per individual.

There is 32.4% missing daily mean walking speeds and 31.4% missing marker summaries.

For each missing value or stretch of consecutive missing values, we calculated the number of

consecutive days with missing data. The mean stretch of consecutive missing days is 10 days. Of

the missing data, 62% are 2 days or less and 10% are 10 days or greater. The maximum stretch is

2,054 days.

We then construct three datasets consisting of summarized walking speeds over 30-day win-

dows and MCI: (1) available data, (2) IS-imputed data, and (3) SI-imputed data. For the available

dataset, we summarize walking speed using the process described in Section 3.3.3. The avail-

able data consist of MCI and partially missing 30-day walking speed averages. For IS-imputed

and SI-imputed data, we implement the imputation processes described in Section 3.2 on the log-

transformed walking speed mean. For both imputation processes, the final summarized walking

speed consists 30-day averages corresponding to windows preceding MCI measurements. Thus,

for the imputed data, each MCI measurement will have a corresponding 30-day walking speed

average.

In Figure 3.7, we present an example of one individual’s imputed digital biomarker data. We

present the original, daily walking speed mean values using a grey line. Summary values that

correspond to an outcome are shown. Black data points represent the available summary values.

Out of the eight time points corresponding to an MCI measurement, only four instances have

enough observed data within the 30-day window to compute a walking speed average value. We
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Figure 3.7: An example of one individual’s digital biomarker data. The light grey line represents
the observed, daily walking speed mean. The black dots indicate the available summary data,
red dots are the IS-imputed summary values, and the blue dots are SI-imputed summary values.
Summary values that correspond to the outcome are displayed.
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also present the imputed summary values for ten multiple imputations that were computed using

the IS and SI-imputed data. This individual had MCI measurements approximately every year.

We analyze MCI similar to the process described in Section 3.3.5 for the available data, IS-

imputed data, and SI-imputed data. We fit MCI using a GLMM with similar covariates seen in

Equation 3.5 in Section 3.3.1. For individual i = 1, 2, . . . 145, we let MCIij denote the MCI at the

individual’s jth measurement and πij = P (MCIij = 1). For example, for the IS-process, we fit:

logit(πij) = η0 + η1m̃i1 + η2∆m̃ij + bi (3.6)

in which m̃ij =
∑hj

t=1+hj−w m̃it/w, ∆m̃ij = m̃ij − m̃i1, and bi is the individual specific random

effect. Recall that m̃ij is the 30-day average walking speed for the IS-imputed digital biomarkers.

For available and SI-imputed datasets, we replace values of m̃ij with their respective biomarker

summary values. For the IS-imputed and SI-imputed data, we performed 10 multiple imputations

and used Rubin’s rules (Rubin, 1987) to pool results of all 10 imputations.
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Table 3.1: Odd ratios and 95% confidence intervals for η2 in Equation 3.6 for association of MCI
with available, IS-imputed, and SI-imputed digital biomarker data. η2 is the coefficient parameter
for the longitudinal differences between a 30-day average digital biomarker value and the first 30-
day average for an individual. These are the odds ratio of MCI for a 1 cm/s increase in average
30-day walking speed average.

Dataset Odds ratio Confidence interval
Available 0.908 (0.836, 0.987)

IS-imputed 0.993 (0.961, 1.025)
SI-imputed 0.978 (0.923, 1.036)

Similar to the simulation study, the main focus is the association with the longitudinal differ-

ences in 30-day average walking speed and MCI. Thus, we focus on the odds ratio from estimation

of η2. In Table 3.1, for each dataset, we present the odds ratios of MCI for a 1 cm/s increase

in 30-day walking speed average. The IS and SI imputed datasets do not have significant odds

ratios (confidence intervals span 1). The confidence interval of the odds ratios from the IS and

SI-imputed data were smaller than the confidence interval of the odds ratios from the available

dataset, but the odds ratios themselves are closer to 1 (0.993 and 0.978, respectively) than that of

the available dataset (0.908). Overall, our results show that for 1 cm/s increase in 30-day average

walking speed the odds of MCI decreases.

3.5 Discussion

In this chapter, we present an investigation of two processes to simultaneously impute and summa-

rize high-frequency digital biomarkers. In the simulation study, we saw that longitudinal patterns

of digital biomarkers and consecutive missing days affect how well the two different imputation

processes can be applied to data. We provided evidence of this through performance measurements

of coefficient estimates in traditional LDA methods. The simulation study showed that when data

have large sections of consecutively missing digital biomarker values, the SI-imputed data better

estimated the coefficient values in GLMM than the available and IS-imputed data.

For the simulation studies, we found that the IS-imputed data resulted in attenuated coefficient

estimates for scenario 3 and 4 (with 60-day consecutive missing values). As percent missing data

increased, the IS-imputed dataset produced relative bias closer to the prescribed coefficient value

56



and with decreasing confidence intervals. Thus, the coefficient estimate for the IS-imputed dataset

was close to 0 and had a small standard deviation compared to that of the complete dataset. This

is a result of the increased variance among imputed daily digital biomarker data as compared to

observed daily digital biomarkers. Thus, the variability among digital biomarker summary values

for the IS-imputed data is greater than that of the complete data, resulting in increased variability

for the IS-imputed predictors in the fitted GLMM. The IS-imputed data were more prone to atten-

uation bias than the SI-imputed data in scenarios with large stretches of missing data (as opposed

to scenarios with one-day stretches of missing data). For example, if an individual is missing days

60 to 120, we must first use the imputation method described in Section 3.2 to impute the digital

biomarker value at day 60. Then, the imputed value at day 61 will depend on the imputed value at

day 60. However, when imputing day 60, we sample a value from a Normal distribution with mean

µit and σ̂2
t , where σ̂2

t is the mean-square error across individuals from the model fit in Equation 3.1.

The estimate, σ̂2
t , across individuals is potentially an overestimate of an individual-specific vari-

ance. Thus, within an individual, the imputed values may have a larger variance than the observed

values. As we progress from day 60 to day 120, we use previously imputed values with larger

variance to sample later imputations. Thus, the IS-imputed daily data will have a larger variance

than the observed data, resulting in 30-day averages with larger variances, finally resulting in a

coefficient estimate shrunk towards zero.

The application to the ISAAC study has similar results. Neither the IS nor SI-imputed dataset

had a similar coefficient estimate to that of the available data. For both imputation processes, it

appeared that their respective estimates suffered from attenuation bias. The IS and SI-imputed

dataset produced estimates close to 0 and small standard deviations compared to that of the avail-

able dataset. In the future, we can investigate two options to alleviate attenuation bias. First, we

can incorporate individual-specific variance into the imputation process. Second, we can use a

slope correction to adjust the coefficient estimate of the imputed dataset, similar to corrections

used for measurement error (Berglund, 2012).

Lastly, assuming an missing completely at random (MCAR) missing mechanism, the results of

our simulation study and case study indicate using the available dataset minimizes bias without

losing efficiency. In the simulation study, at 40% missing data, the sampling standard deviation

of the available dataset does not exceed 1.5 times the sampling standard deviation of the com-
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plete dataset. This small increase in standard deviation coupled with the attenuation bias of the

imputed datasets in the ISAAC study may indicate that the association test of MCI with walking

speed can be performed with the available dataset. However, we restricted our simulation study to

MCAR missing patterns, thus using available data to analyze the association of MCI with digital

biomarkers does not bias our coefficient estimates. For the case study, we may need to consider

imputation methods for handling missing at random (MAR) patterns that may alleviate bias from

other sources. Research involving the in-home sensors used within the ISAAC study conclude that

missing data is not dependent on observed values because missing information is only caused by

outages or sensor replacement (Dodge et al., 2015). However, MCAR is a naive missing pattern

assumption that prevents the generalizability of our work. In the future, we plan to expand our

research to missing mechanisms involving MAR and missing not at random (MNAR).

Within each IS and SI process, we use the five previous measurements to impute a current mea-

surement. For the IS process, the five previous measurements are five daily measurements, while

the SI process uses five previous summary values, which is equivalent to summary values over 150

days. Thus, the SI process incorporates 150 days’ worth of digital biomarker data into an imputa-

tion while the IS process incorporate five days’ worth of information. It may be more appropriate

to impute daily values based on the past 150 daily measurements so that imputed summary values

and daily values are more comparable. However, using 150 previous measurements to impute a

current measurement would increase computation time and potentially limit the IS-process from

its flexibility with quick pattern changes.

While outside of the scope of this paper, computation time is a factor when deciding which

imputation process is applicable. In cases like scenario 1 and 2, where both imputation processes

have low relative bias and decent coverage rate, computation time should be considered. We did not

perform a complete investigation of computation time for each imputation process, but imputation

for the IS-process took approximately 10 times longer than the SI-process. In the future, I would

like to perform a more thorough investigation of computation time versus relative bias.

Overall, we demonstrate the importance of using the characteristics of high-frequency digital

biomarker data and their missing data to consider the appropriate imputation and summarization

process. These characteristics and conclusions are specific to analysis aims involving traditional

LDA methods. By using the SI-process in datasets with long stretches of consecutively miss-
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ing data, there is less attenuation bias of coefficient estimates than the of the IS-process. Thus,

this chapter provides evidence that imputing at the finest time granularity is not necessarily the

best option for all digital biomarker data. As high-frequency digital biomarkers are used more

for association with or prediction of underlying biological processes, the data processing, includ-

ing imputation and summarization, become increasingly important to thoroughly investigate and

consider within analysis.
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CHAPTER 4

Simultaneously Imputing and Summarizing Multiple

Correlated High-Frequency Predictors

4.1 Introduction

Digital biomarkers are measurements of a person’s physical characteristics, using technology like

computing software or sensors, that may inform underlying biological phenomena (Vasudevan

et al., 2022). Digital biomarkers are often measured longitudinally to construct specific features

or summaries over time to indicate differences within biological processes. This is a common

approach in studies using accelerometers to measure physical behavior, like gait, sleep quality, or

physical activity. For example, a study following participants with Huntington disease (HD) over

one week used wearable sensors to characterize significant differences in gait between participants

with and without HD (Andrzejewski et al., 2016). If measured over a long period of time, digital

biomarkers have the potential to aid in diagnosis of diseases with physical symptoms, like HD.

Unlike traditional biomarkers, digital biomarkers do not require appointments nor invasive pro-

cedures. Thus, digital biomarkers have the potential to be powerful and convenient proxies for

burdensome measurements of processes like cognitive function. In Alzheimer’s disease, the most

effective measurements for diagnosis are cerebrospinal fluid (CSF) biomarkers because the fluid is

directly linked to the brain (Niemantsverdriet et al., 2017). However, CSF biomarkers require inva-

sive procedures, and thus, are not routinely measured for diagnosis. As a more feasible alternative,

neuropsychological (NP) tests are an established gold standard for evaluating a person’s cogni-

tive function and disease progression non-invasively (Kourtis et al., 2019). However, in-person,

clinically administered tests are limited in their frequency of administration because (1) there is
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potential for learning bias, and (2) resources, like clinician’s time, are limited. Due to the limited

testing, cognitive decline at the early stages of Alzheimer’s disease, called mild cognitive impair-

ment (MCI), is hard to detect. This stage of diagnosis is especially important because cognitive

decline is still reversible (Toups et al., 2022). Thus, digital biomarkers that are easily measured at

high frequencies can aid in early detection of cognitive decline.

To establish digital biomarkers as a proxy for cognitive function, we must establish a relation-

ship between NP test results, which are measured through indicators of MCI, and digital biomark-

ers. Longitudinal data analysis (LDA) serves as an initial method to analyze association between

MCI and digital biomarkers. As discussed in Chapter 2 and 3, there is a discrepancy between fre-

quency of measurements of MCI, measured every 6-12 months, and digital biomarkers, measured

every day. One way to accommodate this discrepancy is to summarize the digital biomarkers at

corresponding MCI measurements. In the presence of missing digital biomarker data, the sum-

marization process is complicated. Thus, it is important to establish an appropriate process for

summarization and imputation of digital biomarkers to then analyze the association.

In the previous chapter, we limited our investigation of imputation and summarization processes

to a single digital biomarker. Thus, we imputed and summarized only one digital biomarker for our

analysis of MCI. In the context of Alzheimer’s disease, research shows that cognitive decline is

linked to more than one physical behavior change, including gait, fine motor skills, heart rate vari-

ability, sleep patterns, and more (Albers et al., 2015; Bliwise, 2004; Frewen et al., 2013; Kourtis

et al., 2019; Rabinowitz and Lavner, 2014; Vitiello et al., 1990). Thus, analysis involving multiple

digital biomarkers may result in more efficient, more accurate, and earlier detection of cognitive

decline. Some research has successfully distinguished participants with and without a specific cog-

nitive disease, like Huntington or Alzheimer’s disease, using multiple digital biomarkers (Buegler

et al., 2020; Harms et al., 2022; Zhan et al., 2018). However, these studies do not analyze cogni-

tive function as a longitudinal outcome, meaning issues involving summarization and imputation

of multiple digital biomarkers were not addressed.

In addition to using multiple digital biomarkers to improve analysis with cognitive function,

potentially correlated digital biomarkers can be used to improve the imputations of missing digital

biomarker values. Correlated data is an essential part of the imputation process of missing data.

For example, in joint modelling within Multivariate Imputation by Chained Equations (MICE), the
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underlying assumption is that the complete data are generated from a multivariate normal with a

mean and covariance matrix that must be estimated using observed data to impute the missing data

(Bauer et al., 2017; Scheuren, 2005). Thus, there is an inherent assumption that leverages corre-

lated data. Involving time-dependent variables, such as digital biomarkers, complicates the impu-

tation process by introducing correlation among repeated measured within an individual. Within

the field of time series analysis, there is thorough research on forecasting multivariate time series.

Established methods include vector auto-regression (VAR) and recurrent neural network (RNN)

(Elman, 1990; Holden, 1995). For example, in VAR, lags from all time series create a model to

forecast the potentially correlated time series. In RNNs, a sequence of neural networks over time

where the output of previous networks are integrated as inputs for proceeding networks. We aim

to integrate methods similar to VAR into the work performed in Chapter 3.

This chapter aims to (1) update the imputation processes in Chapter 3 to leverage information

from other potentially correlated digital biomarkers, and (2) investigate how varying levels of

correlation and missingness affect imputation and downstream association analysis. In Section 4.2,

we describe the updated imputation and summarization processes that involve multiple biomarkers.

In Section 4.3, we outline and execute a simulation study involving varying levels of correlation

and missingness between biomarkers. In Section 4.5, we apply our methods to select data from the

Intelligent Systems for Assessing Aging Change (ISAAC) study to empirically demonstrate the

potential benefit of correlated biomarkers in imputations. Finally, in Section 4.6, we summarize

our findings and future directions for these methods.

4.2 Methods

We now explain two approaches to impute multiple high-frequency biomarkers. The two ap-

proaches directly build off the approaches in Chapter 3 with the introduction of a third dimension

of the data to indicate multiple biomarkers. As explained in Chapter 3, any unit of time can be used,

but we will assume time is measured in days. We have N individuals with K digital biomarkers,

all of which can be followed for a maximum of T days. For individual i = 1, 2, . . . N , we let

mitk denote the value of the biomarker k = 1, 2, . . . K at day t = 1, 2, . . . T . We let mk denote

the (N × T ) matrix of values for biomarker k for all N individuals and time points t, so that each
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matrix mk resembles the singular digital biomarker matrix examined in Chapter 3. Thus, column

t of mk is equal to m·tk, the vector of the kth biomarker values for all N individuals at time point

t, while row i of mk is equal to mi·k, the vector of biomarker values for individual i for all time

points. For individual i, we let ritk = 1 if the value of mitk is observed and ritk = 0 if the value of

mitk is missing.

During the T days of maximum follow-up for each individual, the low-frequency outcome is

measured every h days. For individual i = 1, 2, . . . N , we let Yij denote the value of the low-

frequency outcome measured at the end of an h-day period j = 1, 2, . . . J . We let Y denote the

(N × J) matrix of binary outcomes for all N individuals, with column j of Y equal to Y·j , the

vector of outcomes for all N individuals at time point t, and row i of Y is equal to Yi·, the vector

of outcomes for individual i for all time points.

Our goal is to examine the association of the high-frequency biomarkers with a low-frequency

outcome. Thus, we ultimately want to condense the vector of T values in mi·k such that we have a

summary of values of each digital biomarker in T that correspond to every one of the J values in

Yi·. We choose to do this by computing an average of the biomarker values that occur at the same

time or precede each outcome measure in a window of w ≤ h days. For example, suppose the

outcome is measured once every 30 days and we set w = 7 days. Thus, corresponding to the first

outcome measured at day 30, we would compute an average of each biomarkers’ values measured

on days 24, 25, . . . , 30, and corresponding to the second outcome measured at day 60, we would

compute a corresponding average of biomarker values measured at days, 54, 55, . . . , 60.

The appropriate ordering of imputation and summarization of the biomarkers is uncertain,

which motivates us to once again examine two different approaches to imputation:

1. Impute then Summarize (IS): Impute biomarkers at their original granularity (days) while

modelling correlation between biomarkers; then summarize each biomarker corresponding

to the period of measurement for the outcome.

2. Summarize then Impute (SI): First, summarize the biomarkers corresponding to the period

of measurement for the outcome. Summaries will be considered as missing if less than a

threshold of observed values exist in that window. Then, impute values for the missing

summaries while modelling correlation between biomarkers.
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4.2.1 Impute then Summarize (IS) Process

For the IS process, we follow a similar overall procedure to Chapter 3. We first impute values at the

original granularity of the biomarker. However, we now incorporate information from other digital

biomarkers in the imputations, which is an important change from Chapter 3. We then summarize

each biomarker with averages over consecutive days prior to an outcome measurement. Imputation

is performed using the MICE library in R (vanBuuren and Groothuis-Oudshoorn, 2011). We now

describe the process for producing a single imputation for all of the missing values of one or more

biomarkers for each of the N individuals.

Recall in Chapter 3, we used a linear regression model to impute missing marker values at

time point t using a specified number of previous days’ values from the same marker. In this

Chapter, we want to leverage information from other, potentially correlated digital biomarkers.

Thus, we simultaneously impute missing marker values at time point t using a linear mixed effects

model (LMM) with a random intercept. We regress observed values of all biomarkers at time t on

their corresponding observed or imputed biomarker values at times (t − 1), (t − 2), . . . , (t − p),

where p is a pre-defined number of prior days. We connect the digital biomarkers by incorporating

a random effect for each individual to adjust for correlation between markers within an individual

at a given time point. We further discuss the correlation between a marker k at time t and marker

k′ at time t for a given individual in Section 4.3.5.

Let Rtk =
∑N

i=1 ritk denote the number of individuals with observed values of biomarker

k at time t, and let mvktk denote the value for individual vk = 1, 2, . . . , Rtk. Let ṁ·tk =

(ṁ1tk, ṁ2tk, . . . , ṁRtktk) denote the vector of observed values at time point t for marker k in m·tk.

Note that ṁ·tk at each time point is comprised of observed values for only biomarker k and that

the size of vector ṁ·tk changes for each biomarker k.

Recall from Chapter 3 that imputations are sequential so past values in a biomarker’s history

can be observed or imputed. Thus, for individual i = 1, 2, . . . N , we let m̃itk denote the value of

the imputed or observed biomarker k at day t = 1, 2, . . . T . At time point t, for each value in ṁ·tk,

we need to identify the imputed or observed biomarker history at times (t−1), (t−2), . . . , (t−p),

which we denote ṁvk(t−s)k, vk = 1, 2, . . . Rtk and s = 1, 2, ..., p.

For a given time point t, we then fit a single LMM for the observed values for all K digital
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biomarkers

ṁvktk = βt0 +

p∑
ℓ=1

βtℓṁvk(t−ℓ)k + bvkt + ϵvktk (4.1)

in which bvkt is the random subject effect at time point t, b1t, b2t, . . . , bRtkt are independent and

normally distributed with mean 0 and variance σ2
bt

, and ϵ1tk, ϵ2tk, . . . ϵRtktk are independent and

normally distributed with mean 0 and variance σ2
t . We also assume bvkt and ϵvktk are mutually

independent. This model assumes that the covariance between digital biomarkers within an indi-

vidual follows a compound symmetric pattern.

Within biomarker k, for each individual i missing a biomarker value (ritk = 0), we impute their

biomarker value, m∗
itk, using a single draw from a normal distribution with conditional variance

σ̂2
t , the mean-squared error from the fitted model in Equation 4.1, and conditional mean µitk =

β̂t0 +
∑p

ℓ=1 β̂tℓmi(t−ℓ)k + b̂it, in which β̂tq is the least-squares estimate of βtq, q = 0, 1, . . . , p and

b̂it is the empirical best linear unbiased predictor (BLUP) of bit. If all biomarkers are missing for

an individual at time point t, then the individual-specific random effect, bvt, cannot be predicted.

In this case, we use bvt = 0, meaning we use the population average of bvt. For individual i =

1, 2, . . . N and biomarkers k = 1, 2, . . . , K, we let m̃itk denote the value of the imputed or observed

biomarker k at day t = 1, 2, . . . T , i.e. m̃itk = mitk when the marker is observed and m̃itk = m∗
itk

when the marker is imputed.

This process is recursive, meaning that we start at t = 1 and move forward in time; see Chapter 3

for a further explanation of the recursive process. At each time point, we impute all K biomarkers.

We defined the imputation process using only past biomarker values. Thus, at each time point, we

impute each biomarker simultaneously. For example, at t = 10, we impute the all biomarkers’

missing values using their own values at t = 10− p, 10− (p− 1), . . . , 9 and predicted, individual

random effect. Imputed values for biomarker k at t = 10 does not affect imputations of biomarker

k ̸= k′. However, information for biomarker k at t = 10 is needed for imputations at t = 11 for

biomarker k ̸= k′.

Once the imputations are complete, we summarize the imputed and observed biomarker values.

Specifically, for j = 1, 2, 3, ..., J , we compute m̃ijk =
∑hj

t=1+hj−w m̃itk/w, with m̃k denoting the

(N × J) matrix of average biomarker values for biomarker k.
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4.2.2 Summarize then Impute (SI) Process

For the SI process, we follow the same general process as described in Chapter 3 with the fol-

lowing changes to accommodate multiple biomarkers. Once again, imputation is performed at the

summary level using the MICE library in R. Below we describe the process for producing a single

vector of imputed summary values for biomarker k for all N individuals.

Recall from Chapter 3, for the SI process, some summary values are deemed missing if the

window contains an insufficient number of observed biomarker values. Specifically, we define pw

as the minimum proportion of observed markers required in a window. We let sigk indicate whether

window g meets the threshold of observed biomarker values for individual i and biomarker k, and

thus, if the corresponding summary is computed. We let sigk = 1 if
∑wg

t=1+w(g−1) ritk ≥ pww and

sigk = 0 otherwise. This is the same threshold process described in Chapter 3 with the addition of

an index for biomarker-specific indicators for each window g.

For individual i = 1, 2, . . . N , we let nigk denote the value of the biomarker summary for

window g = 1, 2, . . . T/w and biomarker k = 1, 2, . . . , K. We let nk denote the (N × G) matrix

of values for biomarker k for all N individuals and windows g, so that each matrix nk resembles

the singular digital biomarker matrix examined in Chapter 3. Thus, column g of nk is equal to

n·gk, the vector of the kth biomarker values for all N individuals at windows g, while row i of nk

is equal to ni·k, the vector of biomarker values for individual i for all windows. For sigk = 1, we

compute the window summary:

nigk =

∑wg
t=1+w(g−1)mitkritk∑wg

t=1+w(g−1) ritk
(4.2)

If sig = 0 then we need to impute the summary value for the window.

Similar to the IS process, we impute missing marker summary data for window g and biomarker

k using LMM with a random intercept. We impute by first regressing observed summary values

of all biomarkers at window g on their corresponding observed or imputed summary values at

windows (g−1), (g−2), . . . , (g−p), where p is a pre-defined number of prior summary values. We

incorporate a random effect for each individual to adjust for correlation between marker summary

values within an individual at a given window.

Let Sgk =
∑N

i=1 sigk denote the number of individuals with computed summary values for
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window g and biomarker k, and let nlkgk denote the value for individual lk = 1, 2, . . . , Sgk. Let

ṅ·gk = (ṅ1gk, ṅ2gk, . . . , ṅSgkgk) denote the vector of observed values for marker k in n·gk. Note

that ṅ·gk for each window g and biomarker k is comprised of summary values for only biomarker

k and that the size of vector ṅ·gk changes for each biomarker k.

Recall from Chapter 3 that imputations are sequential such that past values can be computed or

imputed. Thus, for individual i = 1, 2, . . . N and biomarker k = 1, 2, . . . , K, we let ñigk denote

the value of the imputed or computed biomarker summary value for window g = 1, 2, . . . T/w. At

window g, for each value in ṅ·gk, we need to identify the following summary histories at windows

(g − 1), (g − 2), . . . , (g − p), which we denote ṅlk(g−s)k for lk = 1, 2, . . . Sgk and s = 1, 2, ..., p.

For a given window g, we then fit the LMM using the computed biomarker summary values for

all K digital biomarkers

ṅlgk = αg0 +

p∑
ℓ=1

αgℓṅl(g−ℓ)k + alg + γlgk (4.3)

in which alg is the random subject effect at window g, a1g, a2g, . . . , aSgkg are independent and

normally distributed with mean 0 and variance σ2
at; and γ1gk, γ2gk, . . . γSgkgk are independent and

normally distributed with mean 0 and variance σ2
g . We also assume alg and γlgk are mutually

independent. This model assumes the covariance between digital biomarker summaries within an

individual follows a compound symmetric pattern.

Within biomarker k, for each individual i missing a biomarker summary value (sigk = 0), we

impute their biomarker value, n∗
igk, using a single draw from a normal distribution with conditional

variance τ̂ 2g , the mean-squared error from the fitted model in Equation 4.3, and conditional mean

νigk = α̂g0+
∑p

ℓ=1 α̂gℓni(g−ℓ)k+âig, in which α̂gq is the least-squares estimate of αgq, q = 0, 1, . . . , p

and âig is the empirical BLUP of aig. Similar to the IS process, if all biomarker summaries are

missing for an individual at window g, then the individual-specific random effect, alg, cannot be

predicted. In this case, we use alg = 0, meaning we use the population average of alg. For

individual i = 1, 2, . . . N and biomarkers k = 1, 2, . . . , K, we let ñigk denote the value of the

imputed or computed biomarker k summary at window g = 1, 2, . . . T/w. Thus, ñigk = nigk when

the marker summary is computed and ñigk = n∗
igk when the marker summary is imputed. This

is a recursive process, meaning we start imputing at g = 1 and move forward in time. For more
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information on the recursive process, see Chapter 3.

At this point, we have an ñk matrix for each biomarker k of size N×G of computed and imputed

summary biomarker values. We now need to reduce the number of columns of each ñk from G to

J to match the dimensions of Y . Within each ñk, we do this by comparing h, the frequency of the

outcome, to w, the frequency of each summary. We keep marker summary values for window g if

g is a multiple of h/w. For example, suppose the outcome is measured once every h = 60 days and

we want to average over w = 30 days. In this case, h/w = 2, thus we keep marker summaries for

windows g = 2, 4, 6, ..., J . We let nk denote this reduced set of imputed and computed biomarker

summaries for biomarker k for all N individuals over all J outcome measurements times.

4.3 Simulation Methods

We present a simulation study to demonstrate the effectiveness of the imputation processes while

imputing multiple, potentially correlated digital biomarkers. The simulation focuses on character-

istics of the third simulation scenario from Chapter 3, with a large sine period (d = 480) and 60-day

sections of missing data. In this simulation study, we focus on scenarios with incremental changes

in the correlation between digital biomarkers, in order to examine how this affects the imputed val-

ues, and ultimately, how this affects estimating the association of the outcome with a single digital

biomarker. We also investigate how increasing the number of digital biomarkers, whether partially

missing or fully observed, impacts the imputation precision and downstream analysis. The simu-

lation process generally follows the outline in Chapter 3, and each step is further explained in the

following sections.

4.3.1 Simulating Complete Digital Biomarkers and Outcome Data

Similar to Chapter 3, for each complete simulation, we generate data for multiple high-frequency

markers (mitk), and lower-frequency binary outcomes (Yij). We continue to use notation from the

methods for these variables. We simulate N = 40 individuals with T = 480 days of follow-up.

For an individual i and time point t, we simulate mit, where mit = (mit1,mit2, . . . ,mitK),

from a multivariate normal distribution with a mean vector µit, of size K, and variance-covariance

68



matrix, Σ with K × K dimensions. The mean vector, µit, is generated from a continuous sine

function for each kth component of the vector, where

µit = sin
t− s

480l
+ ai (4.4)

in which s = (s1, s2, . . . , sK) is a vector of size K of biomarker specific phase shifts of the sine

function, and l = (l1, l2, . . . , lK) is a vector of size K of biomarker specific vertical shifts of the

sine function. In Table 4.1, for each biomarker, we identify the values used for sk and lk within the

sine function for up to four digital biomarkers. The individual-specific intercept, ai, is normally

distributed with a mean of zero and standard deviation of one. The variance-covariance matrix

for the digital biomarkers within an individual at time point t, Σ, is a K-dimensional matrix with

diagonal elements equal to 1 and off-diagonal elements equal to a pre-specified correlation, ρ, of

1, which determines correlation between markers that varies in our simulations.

We also generate binary outcomes that are measured at a lower frequency than the biomarker.

As described in Chapter 3, we simulate the binary outcome, Yij , from a Bernoulli distribution with

probability πij where

logit(πij) = η0 + η1mi11 + η2∆mij1 + ei (4.5)

in which mijk =
∑jh

t=1−w+jhmitk/w, ∆mijk = mijk − mi1k, and the random intercepts,

e1, e2, . . . eN , are independent and normally distributed with mean 0 and standard deviation of

0.7. Note that only the first digital biomarker (k = 1) is used to generate the outcome. We set

η0 = 0.05, η1 = 0.45, and η2 = 0.9. Our goal is to estimate the three coefficients in Equa-

tion 4.5. For individuals i = 1, 2, ...40, biomarkers k = 1, 2, . . . , K, and corresponding outcome

Table 4.1: Values for biomarker (k) specific phase (sk) and vertical (lk) shift of the sine function
within the marker generating function (Equation 3.4).

k sk lk
1 0 1
2 0 2
3 20 1
4 d 1
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measurements j = 1, 2, 3, 4, the complete data will consist of mijk and Yij .

4.3.2 Simulating Missing Biomarker Data

We create missingness in the biomarker data as follows. After the initial w days, we generate

an indicator of missingness for each biomarker value. We exclude the first w days because our

imputations require past marker data to inform the current imputed value, and if the first marker

value, at the daily or summary level, were missing, we could not perform imputation.

For individual i = 1, 2, . . . N , we let ritk denote the missing indicator at day t = 1, 2, . . . T and

biomarker k = 1, 2, 3, 4. We let ritk = 1 if the value of mitk is observed and ritk = 0 if the value of

mitk is missing. To construct missing indicators across a section of time, we divide the total follow-

up time into sections of size 60 with sections z = 1, 2, ...Z. For each individual i = 1, 2, ..., N ,

each biomarker k = 1, 2, . . . , K, and each section z = 1, 2, ..., Z, we denote a missing indicator,

vizk, where vizk = 1 if all marker k values in section z are observed and vizk = 0 if all marker

k values in section z are missing. Each vizk, given 60z > w, is generated independently from

a Bernoulli distribution with a biomarker-specific probability pk to produce data with 100 ∗ pk%

missing. We use the missing section indicator to construct the missing daily indicator. Thus, we

let ritk = vizk for 1 + 60(z − 1) < t ≤ 60z.

4.3.3 Summarizing Observed Biomarker Data

We summarize the observed daily marker values according to the process outlined in Section

4.2.2. For each biomarker k and at each outcome j, if the proportion of observed biomarker

values within the window is greater than pw = 0.6, then we compute the window summary value,

n′
ijk =

∑hj
t=1+hj−w mitkritk/

∑hj
t=1+hj−w ritk. Otherwise, the window summary for biomarker k is

considered missing.

4.3.4 Imputing Missing Biomarker Data

For the IS-LMM process, we impute missing marker values at time point t using the methods

described in Section 4.2.1. We set p = 2, and thus use the previous observed or imputed values of

all biomarkers at t− 1 and t− 2 to impute the missing digital biomarker value for biomarker k at
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time point t. Note that this chapter uses p = 2, while Chapter 3 used p = 5. We summarize the

imputed and observed biomarker values. For j = 1, 2, 3, 4 and biomarkers k = 1, 2, . . . , K, we

compute individual averages over a w = 30 window.

For the SI-LMM process, we summarize the each biomarker k over consecutive w = 30 day

windows as described in Section 4.2.2. We set pw = 0.6 to determine whether the summary

biomarker value for a given window is sufficiently observed to be computed. We set p = 2, and

thus use the previous observed or imputed summary values at window g − 1 and g − 2 to impute

the missing digital biomarker summary value at window g. Then we keep the computed and

imputed biomarker summary values at windows g = 4, 8, 12, 16 that correspond to the h = 120

day frequency of the outcome.

We compare our above imputation process incorporating potentially correlated digital

biomarker values to an imputation process that treats the biomarkers as independent. The re-

sult is two additional imputed datasets: (1) IS-MLR imputed data, and (2) SI-MLR imputed data.

Specifically, we fit a MLR model where markers from the same individual at the same time are con-

sidered independent. Thus, the multiple linear regression equation resembles Equation 4.1 with bit

removed, and Equation 4.3 with aig removed.

4.3.5 Correlation of Digital Biomarkers

For all imputation processes, we aim to use other potentially correlated digital biomarkers, in

addition to the past information of a missing digital biomarker, to improve the imputation precision

of a missing marker value. Thus, we need to examine the two sources of correlation in the data:

(1) correlation within a digital biomarker, which we refer to as auto-correlation, and (2) correlation

between digital biomarkers.

To quantify within-individual correlation of a digital biomarker, we denote ACFk(τ) as the

auto-correlation function (ACF) for biomarker k at time points t and t − τ , where τ is time lag

between the two time points. The auto-correlation of a marker function is independent of the time

point t, thus, it is only a function of τ (Karl, 1989). The ACF for our specific markers (Equation

4.4) is:
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ACFk(τ) = cos
τ

480
(4.6)

For more information on how this ACF was calculated, see Appendix A.

We also examine the within-individual correlation of a pair of marker values at a given time

point t. Recall from Section 4.3.1, that we simulate mit from a multivariate normal distribution

with a mean vector, µit, defined in Equation 4.4 and variance-covariance matrix, Σ. By our def-

inition of mit and Σ, the correlations of multiple markers for an individual i at time point t are

the off-diagonal components of Σ, which we defined with a correlation coefficient, ρ. Thus, the

correlation of a pair of marker values, corr(mitk,mitk′) = ρ. For the derivation of this correlation,

please see Appendix B.

4.3.6 Statistical Analysis

To evaluate the performance of each dataset, we model the probability of the binary outcome using

a generalized linear mixed effects model (GLMM) with the same covariates used to generate the

outcome in Equation 4.5 in Section 4.3.1. For example, for the complete data, we fit Equation

4.5. For available and imputed datasets, we replace values of mij1 with their respective biomarker

summary values.

For each simulation, we focus on the estimates, η̂0, η̂1, and η̂2, for the fixed effects. We are most

interested in η̂2, the fixed effect for the changes from baseline. Recall, we prescribed true values

for each coefficient in Section 4.3.1. Coefficient estimates for the fixed effects from analyses using

each dataset are compared to one another and the true coefficient parameter value (η2 = 0.9).

Within each simulation, for all imputed data, we performed five multiple imputations and used

Rubin’s rules (Rubin, 1987) to pool results of all five imputations. For each dataset, we calculate

the relative bias of η̂2 across 1,000 simulations.

4.3.7 Design Settings and Datasets

The simulation study aims to (1) compare the imputation methods described in Section 4.2 to

methods that ignore correlation, (2) compare imputations of one digital biomarker when potentially

correlated digital biomarkers have 0% or 40% missing data, (3) investigate the relationship between
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correlation and percent missing data of all digital biomarkers, and (4) compare imputations using

two and four digital biomarkers. We map each of these aims to a unique simulation design setting,

which include a specific datasets that help examine the aim.

For each design setting, we focus on a subgroup of the below eight generated datasets:

1. Complete dataset: all observed values with 0% missing values

2. Available dataset: observed data with 20-60% missing values

3. IS-LMM-imputed dataset: observed and imputed values using the IS-process while mod-

elling correlation of observed digital biomarkers through LMM (uses methods from Section

4.2)

4. SI-LMM-imputed dataset: observed and imputed values using the SI-process while mod-

elling correlation of observed digital biomarkers through LMM (uses methods from Section

4.2)

5. IS-MLR-imputed dataset: observed and imputed values using the IS-process ignoring cor-

relation through multiple linear regression (MLR) model; i.e. assuming all random intercepts

are zero

6. SI-MLR-imputed dataset: observed and imputed values using the SI-process ignoring cor-

relation through MLR model; i.e. assuming all random intercepts are zero

7. IS-1DB-imputed dataset: observed and imputed values using only the digital biomarker of

interest in IS-process; i.e. exact process from Chapter 3 except now with lag of two days

8. SI-1DB-imputed dataset: observed and imputed values using only the digital biomarker of

interest in SI-process; i.e. exact process from Chapter 3 except now with lag of two days

Note that missing or imputed values mentioned in each dataset refer to a single digital biomarker,

the biomarker used in GLMM to model e probability of the lower frequency outcome. We refer to

this digital biomarker as marker one. All other biomarkers will be referred to as marker two, three,

or four, if simulated. While other biomarkers’ missing values may be imputed, marker one is the

only marker analyzed.
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For our first design setting, we aim to compare imputed datasets that model between-biomarker

correlation or ignore between-biomarker correlation. We simulate a setting with two digital

biomarkers, in which marker one has 40% missing data and marker two is completely observed.

In this simulation setting, we examine varying levels of correlation, ρ = 0, 0.25, 0.5, 0.75, 0.9, be-

tween the two digital biomarkers. We present the box plots for relative bias of η̂2 for datasets 1-6

above, which include the LMM-imputed datasets and the MLR-imputed datasets.

For our second design setting, we aim to compare the imputations of marker one when marker

two has varying levels of missingness, and to benchmark the LMM-imputed datasets with the

1DB-imputed datasets from Chapter 3. In addition to the simulated data from the first aim, we

simulate data in which marker one has 40% missing data, marker two has 40% missing data, and

at varying levels of correlation, ρ = 0, 0.25, 0.5, 0.75, 0.9, between the two digital biomarkers. We

present the box plots for relative bias of η̂2 for datasets 1, 2, 3, 4, 7, and 8 above, which include the

LMM-imputed datasets and the 1DB-imputed datasets.

For our third design setting, we aim to investigate the relationship between relative bias,

between-biomarker correlation, and percent missing values of two digital biomarkers. We per-

form simulation settings with: (1) correlation values at 0, 0.25, 0.5, 0.75, and 0.9, (2) percent

missing data for marker one at 20, 40, and 60%, and (3) percent missing data for marker two at

0, 20, 40, and 60%. We present the mean relative bias of η̂2 and the 95% confidence interval for

datasets 3 and 4 above, which include the IS and SI LMM-imputed datasets.

For our final design setting, we aim to compare relative bias from imputations using two and

four digital biomarkers. Similar to design setting two, we benchmark the LMM-imputed datasets

with the 1DB-imputed datasets from Chapter 3. We simulate data in which marker one has 40%

missing data, and all other markers have 0% missing data. Thus, for two digital biomarkers,

marker one will have 40% missing data and marker two will have 0% missing data. For four

digital biomarkers, marker one will have 40% missing data and marker two, three, and four will

have 0% missing data. We also simulate data in which marker one has 40% missing data, and

all other markers have 40% missing data. Thus, for two digital biomarkers, both marker one and

two have 40% missing data, and for four digital biomarkers, all four markers have 40% missing

data. Again, we examine varying levels of correlation, ρ = 0, 0.25, 0.5, 0.75, 0.9, between the

two or four digital biomarkers. We present the box plots for relative bias of η̂2 for datasets 3, 4,
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7, and 8, which include the LMM-imputed datasets for two and four digital biomarkers and the

1DB-imputed datasets.

4.4 Simulation Results

We examine the relative bias of η̂2 across simulations for the four design settings. All results

examine varying levels of correlation and are summarized across 1,000 simulations. Each section

will examine the results of each design setting and build off the previous setting’s results.

4.4.1 Setting 1: Two Digital Biomarkers, One Completely Observed

In Figure 4.1, we present the relative bias using a box plot across simulations for each dataset.

The figure is divided into various correlation coefficients between the two digital biomarkers: ρ =

0, 0.25, 0.5, 0.75, 0.9. Each color in the figure represents a different dataset: (1) complete data (no

missing data for marker one), (2) available data (missing data, no values imputed), (3) imputed

data using IS process and LMM model, (4) imputed data using SI process and LMM model, (5)

imputed data using IS process and MLR model, and (6) imputed data using SI process and MLR

model.

In Figure 4.1, when ρ = 0, the complete dataset produces a median relative bias of 0 with an

interquartile range (IQR) of -0.56 to 0.50. The box plot for the available data, which has 40%

observed data, produces a median relative bias of 0.16, but has a larger IQR than the complete data

(-0.79 to 0.73). For ρ = 0, we see that each imputation processes (IS and SI), regardless of their

imputation model (LMM versus MLR), closely align. This finding is because the MLR model

correctly treats each digital biomarker for individual i and time point t as independent, and the

LMM will result in an estimated random intercept variance close to zero. Finally, at ρ = 0, we see

that the relative bias of IS and SI-imputed data corroborate the results seen in Chapter 3. That is,

the IS-imputed data have greater attenuation bias than that of the SI-imputed data. The IS-imputed

data, from the MLR or LMM model, produce a negative median relative bias (-0.92 and -0.94,

respectively) and an IQR of (-1.01, -0.76) and (-1.02, -0.81), respectively. While the SI-imputed

data, from the MLR or LMM model, also produce a negative median relative bias (-0.24 and -0.26,

respectively), the IQRs span across zero, with ranges (-0.83, 0.19) and (-0.84, 0.20), respectively.
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Figure 4.1: Relative bias for simulation with two digital biomarkers: marker one with 40% missing
data and marker two with 0% missing data. ρ denotes amount of correlation between biomarkers.
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As ρ increases, Figure 4.1 indicates that relative bias with complete data varies little, and a

similar finding occurs when using available data. In Figure 4.1, the magnitude of the median

relative bias decreases towards zero as ρ increases for both IS and SI-imputed data based on LMM.

Additionally, the spread of the relative bias for the IS-LMM-imputed data increases as correlation

increases. This occurs because the imputed values of marker one are more precise as the correlation

increases, which can be attributed to the conditional variance, σ̂2
t , and conditional mean, µ̂itk, of

the normal distribution from which a single imputed value is drawn. Recall in our simulations,

we set the diagonal values for the variance-covariance matrix, Σ, which is the sum of the variance

for the random effect, σ2
b and the residuals, σ2

t . Therefore, when correlation increases, the normal

distribution from which we draw an imputation has a conditional mean closer to the individual-

specific marker value and a smaller conditional variance. This leads to increased precision of

imputations and thus, less variable predictors in the model.

In the MLR-imputed data, we do not see a decreased magnitude in relative bias as correlation

increases. For both the IS-MLR-imputed and SI-MLR-imputed data, the median relative bias stays

consistently negative regardless of correlation. Once again, this can be attributed to the conditional
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variance, σ̂2
t , and conditional mean, µ̂itk, of the normal distribution from which a single imputed

value is drawn. The MLR model treats each biomarker as independent, meaning the model ignores

within-individual variability. Thus, the total variability from σ2
t and σ2

b are not separately estimated,

but combined within the estimated σ̂2
t . Therefore, regardless of correlation, the normal distribution

from which we draw a MLR imputation has a population-averaged conditional mean and constant

conditional variance, leading to consistently biased results.

4.4.2 Setting 2: Two Digital Biomarkers, Both Missing

In the previous section, we established that increased correlation improves imputations of marker

one when marker two is fully observed. We now explore the relative bias of η̂2 when both markers

have missing data. We will compare the relative bias for imputed marker one when marker two

has 0% missing data (from previous section) and when marker two has 40% missing data. As a

final comparison, we include the relative bias for the imputation processes described in Chapter 3,

in which only marker one is incorporated into imputations. Thus, we compare the relative bias of

eight different datasets as described in Section 4.3.7: (1) complete dataset, (2) available dataset, (3)

IS-imputed data using methods from Chapter 3, (4) SI-imputed data using methods from Chapter

3, (5) IS-imputed data using LMM modeling with one missing and one complete marker, (6) SI-

imputed data using LMM modeling with one missing and one complete marker, (7) IS-imputed

data using LMM modeling with both markers missing 40% data, and (8) SI-imputed data using

LMM modeling with both markers missing 40% data.

In Figure 4.2, we present the relative bias using box plots over 1,000 simulations. The figure is

divided into different correlation coefficients, labelled at the top of each separated plot. The x-axis

contains the dataset category: complete data (C), available data (A), IS-imputed data, and SI-

imputed data. We further divide the dataset categories into colors, representing a different dataset

or number of missing markers: (1) complete data (no missing digital biomarker data) is represented

in black, (2) available data (missing data, no values imputed) is represented in grey, (3) imputed

data (both IS and SI) using methods from Chapter 3 are represented in pink, (4) imputed data (both

IS and SI) using LMM modeling with one missing and one complete marker are represented in

blue, and (5) imputed data (both IS and SI) using LMM modeling with two missing markers are
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represented in orange.

We include the results from Chapter 3 as a benchmark for imputations involving two digital

biomarkers. In Figure 4.2, across all ρ values and imputation methods, imputations from Chapter

3 have a higher magnitude for median relative bias. Regardless of ρ, the median relative bias from

methods in Chapter 3 varies little. Similar to the MLR method examined in the previous section,

imputing only using marker one means between-biomarker correlation is ignored. Additionally, as

ρ increases, the difference of median relative bias increases between methods from Chapter 3 and

methods introduced in Section 4.2. Thus, the addition of a second correlated digital biomarker can

help alleviate the attenuation bias in results from the methods from Chapter 3 when markers are

correlated.

Next, we compare the relative bias when the second marker has 0% or 40% missing data. For

the IS-imputed datasets at ρ = 0 and ρ = 0.25, the relative bias is slightly closer to zero when

marker two has 40% missing values than when it has 0% missing values. For the SI-imputed

datasets at ρ = 0 and ρ = 0.25, the relative bias is close when marker two has 40% missing values

and 0% missing values. For both IS and SI-imputed datasets at ρ = 0.75 and ρ = 0.9, the relative

bias is closer to zero using 0% versus 40% missing marker two. This indicates that when the two

markers are highly correlated, more observations of marker two increase the precision of marker

one’s imputations, and subsequently increase relative bias towards zero, but more observations of

marker two has the opposite effect when between-biomarker correlation is low. Once again, this

is attributed to the conditional variance and conditional mean of the normal distribution for the

imputation draws. For 40% missing values for marker two, at higher ρ values, the imputation

draws for marker one are from a normal distribution that has an overestimated conditional variance

and a conditional mean estimated from less, highly correlated, data than when marker two has 0%

missing.

Additionally, the difference in relative bias at the lower and higher ρ is larger for the IS-imputed

data than the SI-imputed data. This is because the percent missing marker two is prescribed on the

daily level, which translates to a lower level of missing data on the summary-level. Thus, the

difference in sample size of marker two summary values is smaller on the summary-level than the

daily-level, meaning there is not as large of a lose of precision as on the daily-level imputations.
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4.4.3 Setting 3: Two Digital Biomarkers, Varying Correlation and Missing-

ness

Recall, the third simulation design includes simulation settings investigating (1) correlation levels,

with ρ = 0, 0.25, 0.5, 0.75, 0.9, (2) percent missing data for marker one at 20, 40, and 60%, and

(3) percent missing data for marker two at 0, 20, 40, and 60%.

In Figure 4.3, we present the mean relative bias and the 95% confidence interval across 1,000

simulations per setting. The columns are divided into different ρ values, labelled at the top of each

separated plot. The rows are divided into percent missing values for the first digital biomarker,

referred to as M1 in the figure. The x-axis contains percent missing values for the second digital

biomarker, referred to as M2 in the figure. We present two imputed datasets: (1) IS-LMM-imputed

data represented in maroon, and (2) SI-LMM-imputed data represented in purple.

Starting with the first plot, for ρ = 0 and 20% missing values for marker one, for both IS

and SI-imputed data, there is a slight decrease of the magnitude for the mean relative bias as the

percent missing of marker two increases. This indicates that the imputed values of marker one

are more precise as the percent missing of marker two increases. For the normal distribution from

which imputations are drawn, the estimated conditional mean and the conditional variance are

more accurate when there is more missing marker two data. Thus, at ρ = 0, an increase in percent

missing values for marker two leads to increased precision of the imputation draws from the normal

distribution.

Focusing on the plot for ρ = 0.9 and 20% missing values for marker one, the magnitude

of the mean relative bias increases as the percent missing for marker two increases. Thus, the

higher correlation between marker one and two, the greater precision marker two contributes to the

imputation of marker one, and that precision is further aided by more observed values of marker

two. For ρ = 0.25, 0.5, 0.75 and 20% missing values for marker one, the relationship between the

percent missing values of marker two and the mean relative bias is less apparent. At ρ = 0.25,

we see that the best relative bias occurs at 40% missing values of marker two for the IS-imputed

data (-0.71) and at 20% missing marker two for the SI-imputed data (-0.13). This is also the case

at ρ = 0.5, but the mean relative bias across marker two’s percent missing varies less, with mean

relative bias of -0.65, -0.64, -0.62, and -0.66 for IS-imputed and -0.11, -0.11, -0.12 and -0.14 for
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SI-imputed. At ρ = 0.75, the mean relative bias also vary little, but now the mean relative bias

is closest to zero at 0% missing marker two for the IS-imputed data (-0.46) and 20% for the SI-

imputed data (-0.07). For other levels of percent missing values of marker one, we see a similar

shift in the mean relative bias trend from ρ = 0 to ρ = 0.9. At each percent missing of marker one

at ρ = 0, mean relative bias is closest to zero when marker two has 60% missing values, and at

ρ = 0.9, when marker two has 0% missing values.

Finally, as we increase the percent missing values for marker one, the mean relative bias shifts

towards one for every combination of correlation and percent missing values for marker two. Simi-

lar to the simulation results in Chapter 3, attenuation bias increases as the percent missing of marker

one increases because with more missing data, the stretches of sequential imputations leads to an

overestimate of the conditional variance. See Section 3.5 in Chapter 3 for more explanation.

4.4.4 Setting 4: Four Digital Biomarkers

Now we extend our results to the case where K = 4, meaning we simulate and impute four

digital biomarkers. We compare the results of four digital biomarker to the results of two digital

biomarkers in Section 4.4.2 and one digital biomarker in Chapter 3. For the IS process, we compare

the relative bias from five different datasets: (1) IS-imputed data using methods from 3, in which

marker one is imputed with only marker one data, (2) IS-imputed data using LMM modeling with

one missing and one complete marker, (3) IS-imputed data using LMM modeling with two markers

missing 40% data, (4) IS-imputed data using LMM modeling with one missing and three complete

markers, (5) IS-imputed data using LMM modeling with all four markers missing 40% data. For

the SI process, we compare the relative bias using the same datasets as the IS process.

In Figure 4.4, we present the relative bias using box plots across 1,000 simulations. The plots

are divided into different correlation coefficients, labelled at the top of each separated plot. The

x-axis contains the dataset category: IS-imputed data and SI-imputed data. We further divide the

dataset categories into colors, representing a different dataset or number of missing markers: (1)

imputed data (both IS and SI) using methods from 3, in which marker one is imputed with only

marker one data, are represented in pink, (2) imputed data (both IS and SI) using LMM modeling

with marker one missing 40% and marker two missing 0% are represented in dark blue, and (3)
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imputed data (both IS and SI) using LMM modeling with marker one and two missing 40% are

represented in orange, (4) imputed data (both IS and SI) using LMM modeling with marker one

missing 40% and markers 2-4 missing 0% are represented in green, and (5) imputed data (both IS

and SI) using LMM modeling with marker 1-4 missing 40% are represented in light blue. There is

a black, dashed line marking a relative bias of zero.

We continue to see the effect of correlation on relative bias with four digital biomarkers. As ρ

increases, the magnitude of the relative bias decreases towards zero. However, there are discrepan-

cies between the rate of change in relative bias as ρ increases. For the SI-imputed data, the relative

bias of the simulations with four digital biomarkers slowly approaches a relative bias of zero as

ρ increases. This rate of change is almost indistinguishable from the rate for the SI-imputed data

with two digital biomarkers. For the for IS-imputed data, as ρ increases, the median relative bias

for simulations involving four digital biomarkers increase towards zero at a faster rate than that of

two digital biomarkers. For example, at ρ = 0, the simulation for four missing markers has a me-

dian relative bias of -0.86 and the simulation involving two missing markers has a similar median

relative bias, -0.88, making a difference of 0.02 between the median relative biases. At ρ = 0.25,

that difference increases to 0.08, then 0.15 at ρ = 0.5, 0.25 at ρ = 0.75, and finally 0.30 at ρ = 0.9.

This indicates that increased correlation has a greater positive effect on the median relative bias for

simulations with four versus two digital biomarkers. For simulations where all biomarkers can be

missing, the probability that any given time point has two out of two biomarkers missing is 16%,

while the probability of four out of four biomarkers missing is 2.6%. Thus, mores imputations

are drawn from a normal distribution with an overestimated conditional variance for two digital

biomarkers than for four digital biomarkers.

4.5 Case Study

As an extension of Chapter 3, we continue to examine data from the ISAAC study, a longitudinal

cohort study collected through the Oregon Center for Aging and Technology (ORCATECH) at the

Oregon Health and Science University. The study consists of 158 individuals who are followed

up to 11 years with measurements including cognitive function through NP tests and physical

characteristics measured through digital biomarkers. More information can be found in previously
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published work through ORCATECH (Dodge et al., 2015; Hayes et al., 2014).

We aim to analyze the association of cognitive function with digital biomarkers. Thus, we

examine two sets of variables: (1) digital biomarkers, the predictors within our analysis and (2)

MCI, the cognitive indicator serving as the binary outcome. We have four digital biomarkers: (1)

mean walking speed, (2) total sleep time within one day, (3) total time out of the house within one

day, (4) and daily home computer usage. Information on how mean walking speed is measured is

described in Chapters 2 and 3. For total sleep time within one day, an individual was considered

asleep if movement sensors were fired in the bedroom and were followed by inactivity in the

bedroom sensor and all other in-home sensors.

For total time out of the house, sensors measured door openings and activity within the home. If

a door opened and was followed by a fifteen minute period without activity in the home, then those

fifteen minutes were considered time out of the house. Fifteen minute periods in which individuals

were out of the house were summed over the day. For daily home computer usage, computer mouse

movement was tracked within five minute periods. Each five minute period was considered in use

or not in use, and the five minute periods considered in use were summed over the day. Finally,

the binary outcome, MCI, is a clinically administered NP test given to each individual every six

months to one year; tests are scored with a clinical dementia rating (CDR). MCI indicates that

an individual received a CDR of 0.5 or higher, which indicates that an individual has questionable

dementia. More information on each digital biomarker and NP tests is previously published (Dodge

et al., 2015; Kaye et al., 2014; Kaye et al., 2011).

In Table 4.2, we present key characteristics of each digital biomarkers’ missing data. All digital

biomarkers except daily computer usage time have approximately 30-40% missing values at the

daily granularity and 25-35% missing values at the summary-level granularity. Daily computer

usage has 62.3% missing values at the daily granularity and 51.9% at the summary-level gran-

ularity. The mean consecutive missing days for all digital biomarkers is 6-10 days, with mean

walking speed with the highest mean at 10 days. Furthermore, the percent of period for missing

mean walking speed that are larger than 10 days is 9.9%, indicating that some individuals have

very long stretches of missing data. In Table 4.3, we present the Pearson correlation coefficient

between digital biomarkers. The maximum magnitude of correlation between digital biomarkers

is 0.14 for daily computer usage time and total time out of the house. Mean walking speed is most
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Table 4.2: Information on missing data for each digital biomarker within the case study.

Mean % Consecutive % Consecutive
Digital % Missing % Missing consecutive missing missing
Biomarker Daily Summary missing days ≤ 2 days > 10 days
Mean Walking 32.4% 24.8% 10 days 62.1% 9.9%
Speed
Total Sleep 40.5% 32.3% 9 days 46.9% 11.4%
Time
Total Time 35.6% 25.8% 7 days 71.9% 7.2%
Out of House
Daily Computer 62.3% 51.9% 6 days 65.2% 6.3%
Usage

Table 4.3: Pearson correlation coefficients between digital biomarkers in the case study. Correla-
tion coefficient is calculated from observed values between each pair of digital biomarkers.

Digital Mean Walking Total Sleep Total Time
Biomarker Speed Time Out of House
Total Sleep Time -0.05
Total Time Out of House 0.02 0.13
Daily Computer Usage 0.12 -0.09 -0.14

correlated with daily computer usage with a correlation coefficient of 0.12.

We examine two analyses using the methods from Section 4.3: (1) imputing log-transformed

mean walking speed incorporating log-transformed sleep time, and (2) imputing log-transformed

mean walking speed incorporating log-transformed sleep time, time out of house, and daily com-

puter usage. For the first analysis, we refined each individual’s follow-up time according to ob-

served measurements of total sleep time. Our analysis consists of 144 individuals with an average

follow-up time of 1,733 days (approximately 4.75 years). Notice that only one individual has been

excluded from the sample in the Chapter 3 case study because they were missing 100% of their

total sleep time data. There are a total of 639 MCI measurements with an average of 4.44 MCI

measurements per individual.

We aim to compare methods within this chapter and those of Chapter 3 to assess the impact of

imputing with a single digital biomarker versus multiple digital biomarkers. We construct seven

datasets consisting of summarized walking speed over 30-day windows and MCI:

1. Available data
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2. IS-imputed data using only log-transformed mean walking speed

3. SI-imputed data using only log-transformed mean walking speed

4. IS-imputed data using log-transformed mean walking speed and log-transformed sleep time

5. SI-imputed data using log-transformed mean walking speed and log-transformed sleep time

6. IS-imputed data using log-transformed mean walking speed and log-transformed sleep time,

time out of house, and daily computer usage

7. SI-imputed data using log-transformed mean walking speed and log-transformed sleep time,

time out of house, and daily computer usage

For the available data, we summarize walking speed using the process described in Section 4.3.3.

The available data consist of MCI and partially missing 30-day walking speed averages. For IS-

imputed and SI-imputed data using only walking speed, we implement the imputation processes

described in Section 4.2 on the log-transformed walking speed mean. For the IS-imputed and

SI-imputed data using walking speed and sleep time, we implement the imputation processes de-

scribed in Section 4.2 on the log-transformed walking speed mean and log-transformed sleep time.

For all four imputation processes, the final summarized walking speed consists 30-day averages

corresponding to windows preceding MCI measurements. Thus, for the imputed data, each MCI

measurement will have a corresponding 30-day walking speed average.

In Figure 4.5, we present an example of one individual’s imputed digital biomarker data, log-

mean walking speed, using one, two, and four digital biomarkers. We present the original, daily

walking speed mean values using a grey line. Summary values averaged over 30 days that cor-

respond to an outcome are shown. We also present the imputed summary values for ten multiple

imputations that were computed using the IS and SI-imputed data. For both the IS and SI-imputed

processes, the summary values are more variable as the number of digital biomarkers increases,

except for the second set of IS-imputed summary values in Figure 4.5C. These values are less vari-

able than the set of values for two digital biomarkers, but they do not align with the other set of

imputed summary values in 4.5A-B. Also, the SI-imputed summary values are less variable than

the IS-imputed summary values for each respective number of digital biomarkers incorporated into

imputations.
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Figure 4.5: An example of one individual’s digital biomarker data. (A) log-transformed mean
walking speed is imputed using the methods described in Chapter 3, (B) log-transformed mean
walking speed is imputed from log-transformed sleep time, and (C) log-transformed mean walking
speed is imputed from log-transformed sleep time, log-transformed total time out of house, and
daily compute usage. The light grey line represents the observed, daily walking speed mean. The
black dots indicate the available summary data, red dots are the ten IS-imputed summary values,
and the blue dots are the ten SI-imputed summary values. Summary values that correspond to the
outcome are displayed.
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We analyze MCI similar to the process described in Chapter 3. Once again, we fit MCI using

a GLMM seen in Equation 4.5 in Section 4.3.1. For individual i = 1, 2, . . . 144, we let MCIij

denote the MCI at the individual’s jth measurement and πij = P (MCIij = 1). For example, for

the IS-process, we fit:

logit(πij) = η0 + η1m̃i1 + η2∆m̃ij + bi (4.7)

in which m̃ij =
∑hj

t=1+hj−w m̃it/w, ∆m̃ij = m̃ij − m̃i1, and bi is the individual specific random

effect. Recall that m̃ij is the 30-day average of the log-transformed mean walking speed for the

IS-imputed digital biomarkers. For available and SI-imputed datasets, we replace values of m̃ij

with their respective biomarker summary values. For the IS-imputed and SI-imputed data, we

performed ten multiple imputations and used Rubin’s rules (Rubin, 1987) to pool results of all ten

imputations.

Similar to the simulation study, the main focus is the association of MCI with the longitudi-

nal differences in 30-day average log-transformed walking speed. In Table 4.4, for each dataset,

we present the odds ratios of MCI for a one log-cm/s increase in 30-day walking speed average.

Similar to Chapter 3, all IS and SI-imputed datasets, regardless of number of digital biomarkers,

do not have a significant odds ratio. The odds ratios for the SI-imputed datasets are lower com-

pared to the odds ratios for their respective IS-imputed datasets. Additionally, as the number of

digital biomarkers incorporated into imputations increase, the odds ratio increases and the range

of the 95% confidence interval decreases. This indicates that The IS and SI-imputed datasets using

four digital biomarkers have the odds ratios closest to one (1.05 and 0.86, respectively). Results

from the simulation study indicate that this may be the least biased imputed dataset. However, the

example imputations from Figure 4.5 indicate that the imputations using four digital biomarkers

have a greater variance than the imputations using two digital biomarkers, indicating that the im-

puted datasets using four digital biomarkers may have attenuation bias. With the exception of one

dataset, our results show that for a one log-cm/s increase in 30-day walking speed average, the

odds of MCI decrease.
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Table 4.4: Odd ratios and 95% confidence intervals for η2 in Equation 4.7 for association of MCI
with available, IS-imputed, and SI-imputed digital biomarker data. Each dataset is specified by the
number of digital biomarkers used for imputations, #DBs.

Dataset # DBs Odds Ratio Confidence interval
Available 1 0.02 (0.001, 0.404)

IS-imputed 1 0.40 (0.082, 1.969)
2 0.75 (0.355, 1.576)
4 1.05 (0.657, 1.683)

SI-imputed 1 0.24 (0.032, 1.802)
2 0.55 (0.145, 2.081)
4 0.86 (0.409, 1.813)

4.6 Discussion

In this chapter, we investigate the benefits of simultaneously imputing multiple, potentially cor-

related, digital biomarkers. We simulated digital biomarkers using varying levels of correlation,

missingness, and number of digital biomarkers. Our simulation study concluded that correlation

most influenced the relative bias, specifically that high levels of correlation resulted in the lowest

magnitudes of relative bias. At lower correlation levels, we found that increased percent missing

of the additional marker resulted in lower magnitudes of relative bias. At higher correlation levels,

we found the opposite relationship: increased percent missing of the additional marker resulted

in higher magnitudes of relative bias. Finally, we found that an increase from two to four digital

biomarkers led to a decrease in magnitude of relative bias.

In the simulation study, our results showed the advantage of simultaneously imputing multiple

correlated digital biomarkers. We compared our methods to two alternative imputation methods:

an MLR model that ignores correlation and single marker imputation from Chapter 3. Over all

levels of correlation, our method had reduced bias compared to the other two methods. How-

ever, at lower correlation values, the improvement was very small. At ρ = 0 and ρ = 0.25, all

methods experience attenuation bias, and especially those that imputed on the finest time granu-

larity. As discussed in Section 4.4, attenuation bias is partially due to poorly estimated conditional

means, µ̂itk. Within the conditional mean, the population-averaged mean profile is estimated from

all digital biomarkers, which leads to coefficient estimates that have high standard error at lower

correlation levels. Thus, it may be beneficial to implement an alternative model in which corre-
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lation is modelled through the fixed effects instead of random effects. We could use a regression

model similar to VAR models, where each observed biomarker at a given time point is a weighted

regression of its own past values and other digital biomarkers’ past values. We did not use this

model because the number of estimated coefficients quickly increased with the number of digital

biomarkers and lags. For example, if we impute four digital biomarkers with a lag of two, we

would have eight coefficients to estimate. If we had five digital biomarkers with a lag of three, we

would need to estimate 15 coefficients. Thus, we may not have enough power to detect significant

coefficients. Another problem with the model based on VAR is that correlation of values within

a digital biomarker is greater than the correlation between digital biomarkers. For example, we

found that for a lag of one, the auto-correlation of a digital biomarker is 0.99, while the prescribed

correlation with other digital biomarkers is between 0 and 0.9. Thus, when we fit the model based

on VAR with the simulated data, the coefficient estimates for other digital biomarker are approx-

imately zero. However, the model based of VAR may improve upon the case study results from

Chapter 3, and is worth investigating further in the future.

In the simulation study, attenuation bias was mitigated for higher correlation values. However,

as the case study shows, digital biomarkers measured in the real world may have lower correlation

values. The highest correlation coefficient between any two digital biomarkers in the case study

was 0.14. The estimated odds ratio for the available data was the only significant estimate, which

could indicate issues with attenuation bias for the imputed datasets. Also, as the number of digital

biomarkers included in the imputation model increased, the odds ratios increased toward one for

IS and SI-imputations, respectively. In the simulation study, we found that even at zero correlation,

the additional biomarkers helped reduce attenuation bias, but that does not seem to hold for the case

study. One potential reason for the discrepancy between the simulation study and the case study

is that the simulation study randomly assigned missingness for each digital biomarker. However,

in the ISAAC study, certain measurements are recorded with the same sensor system. Thus, if the

sensor system is down, then all four digital biomarkers are likely missing. Thus, the benefit of

additional markers to aid in the prediction of missing values is negligible.

Additionally, we may not see reduced attenuation bias in the case study for four digital biomark-

ers because the imputation method for multiple digital biomarkers assumes a compound symmetric

correlation structure. The compound symmetric correlation structure is not generalizable to digital
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biomarkers with varying correlations. In our simulation study, we limited the data to have equal

correlation between digital biomarkers, but this a simplification of real world digital biomarkers.

As seen in our case study, correlation coefficients were not equal, and thus, our imputation method

misclassifies the correlation structure of the data. In the future, we will build on our current model

to fit an unstructured correlation matrix (Cai et al., 2011; Tasca et al., 2009). We could construct an

individual-specific response and a digital biomarker-specific response through random intercepts.

Within the case study, the estimated odds ratio for the available data were significant and had

a estimate closer to zero compared to the estimates from imputed data. This may be a result of

our missing completely at random (MCAR) assumption. Recall from the discussion in Chapter 3

that the MCAR assumption within the simulation study and case study limits the generalizability

of our imputation methods, and potentially misclassifies the missing mechanism within the case

study. Refer to Section 3.5 for more discussion about missing mechanisms within our study. In

the future, we plan to extend our missing mechanism assumption to missing at random (MAR) and

missing not at random (MNAR).

Overall, we provide evidence that imputing multiple digital biomarkers using imputation meth-

ods that model correlation alleviates some of the attenuation bias from single digital biomarker

imputations in Chapter 3. High levels of correlation, balanced samples of markers, and increased

number of digital biomarkers resulted in less attenuation bias within the simulation study. Ad-

ditionally, the SI-process was more robust than the IS-process in cases with low correlation, un-

balanced samples, and regardless of number of digital biomarkers. We corroborate results from

Chapter 3 that imputing at the finest time granularity is not necessarily the best approach, and

that imputing digital biomarkers using other digital biomarkers will not necessarily produce more

precise imputations. As research continues to use digital biomarkers to help find associations or

predictions of diseases, it is important to continue understanding the consequences of ignoring

missing data and explore the most effective imputation practices.
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CHAPTER 5

Summary and Future Work

In this dissertation, we have presented work on summarizing and imputing high-frequency dig-

ital biomarkers, leading to an association analysis with a binary lower-frequency outcome using

traditionally-taught longitudinal analysis, like generalized linear mixed effects model (GLMM).

Our work of summarizing digital biomarkers demonstrates how the choices in window size for

summary values effect the balance between accuracy and efficiency of those summaries in re-

lation to the underlying, true signal. Our work on simultaneously summarizing and imputing a

single digital biomarker in the context of longitudinal data analysis demonstrates how accuracy of

imputations and downstream association analysis depends on the order in which missing values

are imputed and summarized. Finally, our work incorporating multiple digital biomarkers within

the imputation process demonstrates how imputations improve with the added information from

additional, correlated biomarkers, leading to a more accurate association analysis.

In Chapter 2, we described factors to be considered when summarizing digital biomarker trajec-

tories for longitudinal analysis. We established a guide for choosing an appropriate time granularity

by determining a window size in which consecutive summaries are computed. We identified four

key factors that affect the choice of appropriate summary window size: (i) duration of follow-up,

(ii) variables of interest in analysis, (iii) pattern detection, and (iv) signal to noise ratio (SNR).

For each factor, we discussed, in statistical detail, how the characteristics of digital biomarkers

affect the accuracy and efficiency of summaries for varying window sizes. We then demonstrated

the complex relationship among the listed factors, and with time granularity using average root

mean square error (RMSE). We provided examples of data where more frequent pattern changes

resulted smaller window sizes for a summary, and with an increase in follow-up time and decrease

in frequency of pattern changes, larger window sizes were appropriate. Lastly, we incorporated
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data from the Intelligent Systems for Assessing Aging Change (ISAAC) study to demonstrate how

one would navigate real world data and the factors to decide on a time granularity.

In the future, we plan to accompany this work with an R shiny application that enables users

to input the factors discusses, i.e. pattern changes, follow-up time, and marker standard deviation.

As a parallel to the summarization process, we will also research smoothing techniques within the

field of functional data analysis (FDA) that are applicable to our digital biomarker data.

In Chapter 3, we demonstrate the importance of the process of imputation and summarization,

particularly the order in which imputation and summarization are performed. In our simulation

study of a single digital biomarker, we saw that longitudinal patterns of digital biomarkers and

consecutive missing days affect the ordering of imputation and summarization. When data are

missing for several consecutive days, imputing before summarization leads to imprecise covariates

and thus, biased estimates within the association analysis. Thus, this chapter provides evidence

that sequentially imputing at the finest time granularity is not necessarily the best option for all

digital biomarker data. We finished this investigation by applying the imputation processes to a

single digital biomarker, walking speed, within the ISAAC study.

In Chapter 3, we restricted our simulation study to missing completely at random (MCAR)

missing patterns, thus using available observed data to analyze the association of MCI with digital

biomarkers does not bias our coefficient estimates. Research involving the in-home sensors used

within the ISAAC study conclude that missing data does not depend on observed values because

missing information is only caused by outages or sensor replacement (Dodge et al., 2015). How-

ever, MCAR is a naive missing pattern assumption that prevents the generalizability of our work.

For example, if we wanted to investigate digital biomarkers in more advanced dementia, subjects

may occasionally be hospitalized as a result of falling. This would lead to a period of missing

data that is related an observable variable. Thus, in the future, we plan to expand our research to

missing mechanisms involving missing at random (MAR) and missing not at random (MNAR).

In Chapter 4, we expanded our imputation processes to incorporate information from other,

potentially correlated, digital biomarkers. We created a new imputation method that models the

correlation between digital biomarkers, while imputing sequentially over time, using a linear mixed

effects model (LMM) with a random intercept. In our simulation study, we found two key factors

that decrease relative bias for our imputation method: increased correlation and increased number
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of digital biomarkers. We also corroborated work in Chapter 3 that the summarize then impute (SI)

process is more robust when these key factors are not met. In the case study, we found that the the

addition of digital biomarker to the imputation process resulted in highly variable imputed values.

In the future, we plan to expand our imputation methods in two ways. First, we will further

investigate a method similar to vector auto-regression (VAR) in which observed digital biomarker

values are regressed on lags from all digital biomarkers (Holden, 1995). This will model correlated

values through fixed effects without assuming a specific correlation structure. We also can fit a new

regression model at each time point or include Bayesian priors for the coefficients to incorporate

information from past regression estimates. We believe this method might be better suited to im-

puted the digital biomarkers in the ISAAC study. Second, we would like to incorporate smoothing

methods from FDA into our imputations to decrease the variability of imputed values (Leroux et

al., 2018; Morris et al., 2006). We can fit a functional mixed effects model or a function additive

mixed model, in which we can combine the benefits of smoothed, non-parametric representations

of the digital biomarkers and random effects within a LMM (Guo, 2002; Scheipl et al., 2015).

As high-frequency digital biomarkers are used more for association with or prediction of un-

derlying biological processes, data processing, including imputation and summarization, become

increasingly important to thoroughly investigate and consider within analysis. Thus, this disserta-

tion serves as a critical initial step towards translating digital biomarkers into clinically meaningful

analysis of underlying biological phenomena, like early cognitive decline for individuals develop-

ing Alzheimer’s disease.
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APPENDIX A

Auto-correlation Function of Digital Biomarkers

In signal processing, the auto-correlation function (ACF) of a sine wave is well defined. The

normalized ACF is defined as:
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APPENDIX B

Correlation of Digital Biomarkers

Calculated correlation between two markers within individuals between time point t and t − 1.

Using Equation 3.4 for the simulated markers, we calculate the correlation of a pair of marker

values within individuals at a given time point. We will refer to these markers as mitk and mi(t−1)k′ .

Below is the initial setup for the correlation:

corr(mitk,mitk′) =
cov(mitk,mitk′)√
var(mitk)var(mitk′)

corr(mitk,mitk′) =
E[mitkmitk′ ]− E[mitk]E[mitk′ ]√

var(mitk)var(mitk′)

We will calculate the correlation by separating the above equation into several parts. First, we

calculate E[mitkmitk′ ]:

E[mitkmitk′ ] = E

[(
300 sin

t− sk
lkd

+ ωitk

)(
300 sin
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We then calculate E[mitk]E[mitk′ ]:

E[mitk]E[mitk′ ] = E

[
300 sin

t− sk
lkd

+ ωitk

]
E

[
300 sin

t− sk′

lk′d
+ ωitk′

]
E[mitk]E[mitk′ ] =

(
300 sin
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lkd

)(
300 sin

t− sk′

lk′d

)
E[mitk]E[mitk′ ] = 3002 sin

t− sk
lkd

sin
t− sk′

lk′d

Finally, we calculate var[mitk]var[mitk′ ]:

var[mitk]var[mitk′ ] = var
[
300 sin

t− sk
lkd

+ ωitk

]
var

[
300 sin

t− sk′

lk′d
+ ωitk′

]
var[mitk]var[mitk′ ] = Σk,kΣk′,k′

We combine the separate calculations from above to finish the calculation of the correlation:

corr(mitk,mitk′) =
Σk,k′√
Σk,kΣk′,k′

where all diagonal elements of Σ are equal to 1 and all off diagonal elements of Σ are equal to

ρ. Thus, the final correlation between two markers is:

corr(mitk,mitk′) =
ρ√
12

corr(mitk,mitk′) = ρ
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