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ABSTRACT 

 

 Maintaining precise spatiotemporal control of gene expression patterns is 

essential for the proper functioning of cells, tissues, and organisms. In eukaryotic cells, 

this control is established through the use of multiple systems, which regulate 

expression at the levels of chromatin, DNA, RNA and proteins. At the DNA level, 

regulation is controlled by cis-regulatory elements (CREs): modular non-coding 

sequences with varying functions mediated through the binding of transcription factors. 

Variation within these non-coding sequences is increasingly understood to contribute to 

human phenotype and disease, however mapping and characterizing CREs is 

challenging, as non-coding sequences comprise 98.8% of the human genome. For this 

reason, in addition to their flexibility and scalability, episomal reporter assays have 

been, and continue to be, the primary tool used to test for CRE function in non-coding 

sequences. 

As our appreciation of the complexity and interconnectedness of cis-regulatory 

systems increases, so does the complexity of the assays designed to interrogate CRE 

function. However, with increasing complexity comes the potential for confounding 

effects within assay systems. In Chapter 1 of this thesis, I review the roles of different 

CRE classes in cellular regulation, the types of assays used to characterize CREs, and 

address the ways in which the transcription factor, CRE, and chromatin layers of 

regulation interconnect. I discuss how models are needed that account for the 

interactions of elements within and across regulatory systems, and for the role of 

silencers in these systems, in a genomic context. In Chapter 2, I discuss several 

considerations for plasmid-based reporter assay design in light of this increasing 

diversity and complexity. I provide supporting data for the impact of each component, 

discuss how it can impact interpretation, provide models for improving design, and 

demonstrate the utility of plasmid-based systems for modeling CRE mechanisms. Due 

to the potential functionality of each component in a complex plasmid system, tools that 
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support full, rather than partial plasmid sequence validation are needed. I address this 

in Chapter 3, where I present OnRamp, a combined protocol and analysis toolset that 

leverages the long-read nature of the nanopore sequencing platform to facilitate rapid, 

affordable, and accessible multiplexed full-plasmid sequencing.  

Finally, in Chapter 4, I use a modified regulatory assay panel to characterize 

enhancer, silencer, and enhancer blocker activity across a single regulatory 

topologically associating domain (TAD) of the human genome, containing the genes 

PRDM1 (crucial to B-, NK- and T-lymphocyte differentiation) and ATG5 (an essential 

autophagy-related gene). Using assay data and previously generated high-throughput 

datasets, I generate a model of regulation in this region which incorporates chromatin, 

CRE, and transcription-factor level systems to account for the differential regulation of 

the two genes both within the TAD and across two cancer cell lines - K562 

(myelogenous leukemia) and HepG2 (hepatocellular carcinoma).  

Together, this work contributes to the improved design and fidelity of plasmid-

based reporter assays for the study of cis-regulatory elements and generates a 

functional model for regulatory dynamics in a previously relatively uncharacterized 

region of the human genome containing genes important for basic cellular and immune 

function.



1 
 

 
 
 
 
 

CHAPTER I 

Introduction 

 

The importance to proper cell function of maintaining precise control of every 

aspect of gene expression is evident through the many overlapping regulatory systems 

active in eukaryotic cells, where gene expression is mediated at the levels of chromatin, 

DNA, RNA, and protein.  

In eukaryotic genomes, DNA is packaged in chromatin; it is wrapped around 

nucleosomes, histone octamers composed of histones H2A, H2B, H3, and H4 in 

duplicates [1]. DNA packaged in nucleosomes is less accessible to binding of RNA 

polymerase II (RNA Pol II) and the transcription factors (TFs) needed to mediate 

function [2]. This provides a layer of regulatory control, based on whether DNA is 

wrapped in nucleosomes or not. Additionally, nucleosome-wrapped DNA can be packed 

more tightly and be less accessible (heterochromatin), or less tightly packed and more 

accessible (euchromatin), and as a result more available for displacement of 

nucleosomes and transcriptional activation, providing an additional layer of regulation 

[2].  

At the DNA level, cis-regulatory elements (CRE) drive regulation by mediating 

rates of transcription initiation in a timing, signal-responsive, and cell-type-specific 

manner [3,4]. CREs are non-coding DNA sequences that can be located adjacent to, 

within the intronic sequences of, or distal from, genes. Their function is determined by 

the multiple factors that bind them in a sequence-specific manner and secondary factors 

that bind in a non-sequence specific manner [5]. At the level of epigenetic modifications 

of DNA, methylation of cytosines [6] can prevent gene expression [7,8] through 

inhibition of transcription factor binding or recruitment of repressive factors. DNA 

methylation primarily occurs at C-G base pairs or CpGs, regulates X-inactivation, and is 

involved in silencing retroviral elements [9], imprinting [10], and tissue-specific gene 

regulation [11]. (See Moore, Le and Fan 2013 for a review [12]).  

https://paperpile.com/c/L7chdD/SHssW
https://paperpile.com/c/L7chdD/upsV3
https://paperpile.com/c/L7chdD/upsV3
https://paperpile.com/c/L7chdD/ZmD0i+LGPxa
https://paperpile.com/c/L7chdD/M0Wyp
https://paperpile.com/c/L7chdD/ZV9l4
https://paperpile.com/c/L7chdD/yk7Fe+tGAMZ
https://paperpile.com/c/L7chdD/9JGqu
https://paperpile.com/c/L7chdD/YmCQl
https://paperpile.com/c/L7chdD/1YhhO
https://paperpile.com/c/L7chdD/gVbmW
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Regulation at the level of RNA includes alternative splicing of exons, where 

segments of coding sequence are joined and interspersed non-coding ‘intronic’ 

sequence is removed to produce different isoforms of the same gene [13,14]. RNA is 

also regulated through alternative polyadenylation [15], the addition of post-

transcriptional modifications [16–18], controlling its localization [19], and microRNA-

mediated targeted transcript degradation [20]. (See Licatalosi and Darnell 2010 for a 

review on this topic [21]). Once translated, cellular regulation continues, targeting 

proteins through co-binding of other factors, covalent modifications, degradation, and 

transportation [22]. 

By the application of all of these layers of regulation, sometimes simultaneously, 

cells maintain precise control of gene expression throughout development and 

differentiation, as well as during responses to transient environmental signals. Figure 1 

illustrates how all of these regulatory layers coincide. While all of these systems are 

important to cell function, here I will focus on the role of cis-regulatory elements (CRE) 

in gene regulation, as well as chromatin-mediated regulation to the degree that it 

interacts and overlaps with the functions of cis-regulatory control. 

1.1 Cis-Regulatory Elements 

 Mutations impacting non-coding cis-regulatory elements contribute to human 

disease through alteration of gene expression patterns. Of the disease-associated 

variants identified through genome-wide association studies, 88% fall in non-coding 

regions of the human genome [23]. CRE mutations are also increasingly being 

 
Figure 1.1 Coordinated layers of regulation in eukaryotic cells  
Chromatin state, transcription factor binding, CRE regulation, RNA and protein modifications all 
contribute to regulation. eb – enhancer blocker, si – silencer, p – promoter, e – enhancer, TAD – 
topologically associating domain 

 

https://paperpile.com/c/L7chdD/A0cPb+J2OQQ
https://paperpile.com/c/L7chdD/x4viV
https://paperpile.com/c/L7chdD/swFVh+M28UK+S9yu1
https://paperpile.com/c/L7chdD/dWtuS
https://paperpile.com/c/L7chdD/wms1Z
https://paperpile.com/c/L7chdD/Ct673
https://paperpile.com/c/L7chdD/ombZg
https://paperpile.com/c/L7chdD/Mjqnc
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understood to play a role in cancer biology [24]. A number of different enhancer 

mutations have been demonstrated to contribute to human diseases, including beta-

thalassemia [334], Burkitt’s lymphoma [335], and polydactyly [336].  

Cis-regulatory elements (CRE) are non-coding DNA sequences that function to 

regulate genes at the level of transcription, through functions which are mediated by 

factors that bind these sequences. Within this definition, there are different types of 

CREs, differentiated by direction of effect on transcription and function. These element 

types include promoters, enhancers, silencers, enhancer blockers, and insulators [3]. 

While here I focus on the roles of non-coding CREs, it should be noted that coding 

CREs have also been identified. Exonic enhancers, sequences which both code for 

proteins and act as enhancers are an example of this [337]. Together, sets of multiple 

CREs of different types coordinate to form the regulatory unit of a gene, and multiple 

genes with their regulatory units can be organized into larger domains. Below I provide 

an overview of: what we do and do not know about CRE mechanisms of action (section 

1.2), the assays and systems we use to answer these questions (and their advantages 

and limitations) (section 1.3), the combinatorial logic of interactions between CREs of 

the same and different classes and how this relates to chromatin organization (section 

1.4), and discuss models for how these interactions and different layers of regulation 

interact at the domain and cell levels, as well as themes and ongoing questions in the 

field (section 1.5).  

 

1.2 CRE Classes and Their Mechanisms  

1.2.1 Promoters 

RNA Polymerase II promoters are the sequences through which signals for 

control of gene expression are organized. They contain a transcription start site, a 

binding site for RNA Pol II, the enzyme which transcribes DNA into RNA. They also 

contain binding sites for general transcription factors (GTFs) and Mediator, which 

together with RNA Pol II form the pre-initiation complex (PIC) [25]. These sites are 

collectively referred to as the core promoter region [26,27]. GTFs facilitate TSS 

recognition, RNA Pol II recruitment, and promoter recognition [28]. The PIC is sufficient 

to drive low (basal) levels of transcription which are often not sufficient for biological 

https://paperpile.com/c/L7chdD/7PeDy
https://paperpile.com/c/L7chdD/ZmD0i
https://paperpile.com/c/L7chdD/ZGkgc
https://paperpile.com/c/L7chdD/BRFLd+WO2Zs
https://paperpile.com/c/L7chdD/WXTit
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function [29]. In order to achieve increased transcription, transcription factors can bind 

at sites upstream of the core promoter in the proximal promoter region ~200bp 

upstream of the core promoter [30] to form multiple synergistically-acting regulatory 

units [31]. These transcription factors typically have a DNA binding domain and an 

activating domain and can bind other co-factors that function through protein-protein 

interactions [32,33]. Repressive factors can also bind at these promoter-proximal sites, 

to repress transcription [34]. 

RNA Pol II promoters have bi-directional transcription activity, however 

transcripts in the anti-sense direction are not productive and remain short, while in the 

coding direction elongation occurs [35,36]. These promoters also have distinctive 

histone modification patterns, characterized by nucleosome depletion, and H3K4me3 & 

H3K27ac at flanking histones [37–39]. There are many excellent reviews available 

covering additional details on promoters, transcription factors, and the processes of 

transcription [40,41]. Eukaryotic cells also make use of RNA Pol I and III promoters, 

which control transcription of ribosomal RNAs (Pol I) and transfer RNAs, 5S ribosomal 

RNA, and snoRNAs (Pol III) [338]. Here, I focus primarily on the role of RNA Pol II 

promoters in mediating transcription initiation through acting as the site for integration of 

regulatory signals from transcription factors, enhancers and silencers.  

 

1.2.2 Enhancers 

 Enhancers are DNA sequences which bind activating transcription factors and 

increase transcription at their target promoters. They are largely considered 

independent, modular elements. They can be located distally or proximally to their 

target promoters and can perform their function regardless of placement (are position-

independent) relative to the promoter [42]. They are also orientation-independent 

[43,44]. Enhancers are associated with a histone modification pattern which differs from 

that of promoters, and includes high H3K4me1 vs H3K4me3 ratios, and H3K27ac 

[45,46]. They are also often bound by CBP-p300 histone acetyltransferase [47,48]. 

 Enhancers are made up of multiple transcription factor binding sites (TFBS), 

bound by TFs. Through the combinatorial logic of TFBS arrangement, the spacing, type, 

orientation, and number of TFBS are variably constrained and impact overall function 

https://paperpile.com/c/L7chdD/Dc4qH
https://paperpile.com/c/L7chdD/cHGxt
https://paperpile.com/c/L7chdD/RF53h
https://paperpile.com/c/L7chdD/qu1YB+LP7t2
https://paperpile.com/c/L7chdD/OPAHr
https://paperpile.com/c/L7chdD/TKObp+tSSBc
https://paperpile.com/c/L7chdD/M1tJA+77rLO+PiZLd
https://paperpile.com/c/L7chdD/8rnqI+bawxP
https://paperpile.com/c/L7chdD/6UXhS
https://paperpile.com/c/L7chdD/Onyu6+KqyjV
https://paperpile.com/c/L7chdD/OOPK1+RCQ2G
https://paperpile.com/c/L7chdD/m72v9+R6MUf
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[55]; [273]. The presence of multiple TFBS in enhancers allows different cell types 

expressing different suites of TFs to use the same enhancers. It also allows cells 

multiple inputs into the activation of an enhancer. Through the need for synergistic or 

additive interactions of multiple TFs, a cell can limit enhancer activation to more specific 

states. For instance activation can be limited to a specific stage of cell cycle, as well as 

in response to a specific extracellular signal, or the presence of another gene product. 

The precise architecture and logic of these arrangements has not yet been fully 

elucidated. There exist different models for how TFBS combine to determine enhancer 

function. These models describe the different degrees to which groups of TFs act as 

independent modular units, versus having functions that depend on interdependent 

interactions between factors, and the degree to which protein-DNA vs protein-protein 

interactions contribute to function (further detail provided in Chapter 4) [49–51].  

In order to act on promoters, where regulatory information is integrated, the 

majority of models for enhancer action agree that enhancers must come into proximity 

of their target promoter, where they bring activating factors into contact with the PIC 

machinery, recruit chromatin modifiers, facilitate RNA Pol II pause release, and/or 

increase local concentrations of RNA Pol II [52]. Broadly, enhancers have been shown 

to recruit TFs and bring them into contact with the promoter, suggesting a role for TF-TF 

synergistic interactions [53,54]. Precisely how enhancers mediate increases in 

transcription is still not fully understood, and remains one of the more important 

questions in the field of regulation [55]. Studies of the kinetics of enhancer activation 

and how they relate to transcription output are based on the observation that enhancer-

activated transcription is not continuous but rather occurs in ‘bursts’ [56]. The number of 

RNA Pol II complexes that transcribe a gene simultaneously during a single burst can 

be increased or decreased, and is dependent on the promoter structure [57]. However 

the frequency with which a burst of transcription is activated is modulated by enhancer 

activation [58,59].  

There are also different models for how enhancers achieve the proximity needed 

to activate promoters. In the tracking model, factors are recruited at the enhancer and 

travel along the DNA until reaching the target promoter [60]. Linking is similar to tracking 

except that a chain of connected factors bind each other along the DNA between 
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enhancer and promoter [61] to establish the progression of the signal rather than of a 

polymerase. In the looping model, DNA folds to bring the enhancer and its target 

promoter into contact [62]. While tracking would not be feasible over long distances as it 

would interfere with, or be interfered with, by any other bound factors or genes along the 

way, there is evidence for RNA Pol II tracking from a classically studied enhancer, HS2, 

and its target promoter [63,64]. Current evidence supports looping as the primary 

genomic mechanism for ensuring enhancer-promoter proximity [65,66]. Enhancer-

promoter contacts are supported by in vitro studies [67] as well as by chromatin 

conformation capture assays (3C/4C/HiC), where genomic DNA is restriction-digested 

and ligated in situ, then sequenced, to detect which sequences are located proximally in 

nuclear space. The frequency of interactions can then be quantified using the number of 

reads containing a pair of sequences together as a proxy [68].  

 Similar to promoters, enhancers also undergo transcription [69]. The widespread 

detection of enhancer RNAs (eRNAs) [70–72], has recently been made possible by the 

development of techniques for capture of small RNAs genome-wide [73]. Whether these 

enhancer RNAs are independently functional, or a passive byproduct of RNA Pol II 

localization to enhancers [74], and what causes promoters but not enhancers to 

undergo productive elongation in one direction [75] are all important ongoing areas of 

investigation. eRNA presence has been used as a marker of enhancer activity and 

strength [76] and through correlation with mRNA expression timing and location, used to 

link enhancers to their potential target promoters [77].  

 

1.2.3 Silencers 

Despite the first examples of silencers being identified around the same time as 

early examples of enhancers [78], silencers have been relatively under-studied, 

particularly in mammalian models, until very recently. One reason for this may be that it 

is possible to model cell-type specific gene regulation without the inclusion of an 

independent CRE silencer class, discussed below (section 1.5). Prior to 2020, there 

were only sparse individual examples of silencer elements. Some of the more well-

studied silencer examples include the HMRE silencer in yeast [78], the VRE silencer in 

Drosophila [79], the CD4 intronic silencer [80], and the constitutive T39 silencer element 
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https://paperpile.com/c/L7chdD/mjHUq
https://paperpile.com/c/L7chdD/9zVSi
https://paperpile.com/c/L7chdD/kQqLS
https://paperpile.com/c/L7chdD/hWxbO
https://paperpile.com/c/L7chdD/bVEK9
https://paperpile.com/c/L7chdD/bXk8d
https://paperpile.com/c/L7chdD/bXk8d
https://paperpile.com/c/L7chdD/2cqkE
https://paperpile.com/c/L7chdD/anAD1


7 
 

[81], more recently profiled by Qi et al. Additionally, fewer repressive transcription 

factors have been identified than activating transcription factors. Perhaps the most well-

known repressive factor (TFs which mediate silencing) is REST (repressor element 1-

silencing transcription factor or neuron-restrictive silencer factor (NRSF)), which 

represses neuronal genes in non-neuronal cell types [82]. Recently however, a number 

of high-throughput silencer assays in Drosophila [83] and in mammalian cells [84,85] as 

well as predictive computational models generated in these and other studies [86,87] 

have rapidly increased the number of characterized silencer elements. This has 

contributed to a better understanding of the diversity, widespread distribution over the 

genome, and similarities and differences to enhancers, of silencer elements.  

Silencers are currently seen as being repressive counterparts to enhancers, with 

analogous roles and mechanisms. Silencers comprise DNA sequences that bind 

repressive factors and mediate down-regulation of gene expression [88]. Like 

enhancers, they can be located proximal or distal to target genes and can be found in 

both intronic and intergenic sequences [85]. They function independent of orientation, 

but reports of their position-independence in an episomal context have been mixed 

[81,89], and loop to contact their target promoters [90]. Silencers also have tissue-

specific expression patterns that vary [84,85]. Their sequences are conserved to about 

the same degree as enhancer sequences, and they are similarly enriched for the 

presence of GWAS SNPs (single-nucleotide polymorphisms from genome-wide 

association studies) [84], supporting their relevance to human disease.  

While some papers have proposed a link between silencer elements and specific 

histone marks and factors, including H3K27me3 and the enzyme PRC2 which places 

this mark (polychrome repressive complex 2) [83–87] and HP1-bound H3K9me3 [85], 

this link is tentative. H3K27me3 enrichment was not significant in functional studies and 

enrichment for H3K9me3 was weak. This inability to determine silencer-associated 

chromatin modification patterns is one factor which has limited the study of silencers, as 

they can greatly assist in the prioritization of regions for testing, as they have in 

enhancers [45,46]. This inability to find enriched marks might also in itself provide 

information regarding a current question in the field: whether silencers form a single 

unified class with similar mechanisms of action, or are made up of a number of different 
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classes of elements with differing mechanisms but the same direction of effect. Perhaps 

no unifying histone mark can be identified because silencers as a class are more 

diverse than enhancers. For instance, some silencers are dual enhancer-silencer 

elements (see section 1.2.5). This also reflects the weakness of using chromatin 

modifications alone as predictive. In the case of enhancers, a focus on ‘classical’ 

enhancer marks might bias studies to one set of enhancers that share similar behavior 

while excluding others which behave differently and have different modifications [91].  

These same high-throughput silencer studies also searched for TF-binding or 

motif enrichment for known repressive factors. They found enrichment for the repressor 

Snail in Drosophila, REST motifs in HepG2, KLF12 binding in K562 cells, and AP2 

motifs in both [46,83,92].  

Silencers are believed to act through binding of repressive transcription factors 

[93] or recruitment of factors which place repressive chromatin modifications like 

HSK27me3. Models of active enhancer interference by silencers, or repression of 

enhancing by binding of competing repressive TFs within an enhancer have also been 

proposed [94]. Which of these mechanisms are present, for which silencers and in 

which combinations, and if there are different silencers separated by mechanism, are all 

important and ongoing areas of inquiry. See recent reviews for additional information on 

silencers [85,94,95]. 

 

1.2.4 Enhancer Blockers and Insulators 

 Enhancer blockers are defined through their ability to prevent communication 

between an enhancer and a promoter in a position-dependent manner - they function 

only when placed between an enhancer and its target promoter. Early work on 

enhancer-blocking elements completed in Drosophila established basic principles of 

function through studies of the impacts of SuHw-binding sites in the gypsy 

retrotransposon on expression in the yellow locus [96].  

Barrier insulators function as boundaries for chromatin domains, preventing the 

spread of repressive chromatin states across the insulator, protecting adjacent genes 

from repression through chromatin compaction. As discussed in the beginning of this 

chapter, DNA packaged in nucleosomes is less accessible to binding of functional 

https://paperpile.com/c/L7chdD/7QO69
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factors [1]. The exception to this is pioneer transcription factors, which are able to bind 

nucleosome-wrapped DNA as a first step in opening an enhancer region for activation 

[97]. Nucleosome-wrapped DNA can be either more (heterochromatin) or less 

(euchromatin) tightly packaged [2], providing a layer of regulation at the chromatin level. 

Heterochromatin and euchromatin are associated with repressive or active transcription 

and histone modifications, respectively [98,99], so protection of actively transcribed 

genes from the spreading of repressive chromatin by insulators is essential to proper 

regulation of expression. Studies in Drosophila have also been instrumental in shaping 

our understanding of insulator function - the scs and scs’ insulator elements that flank 

the hsp-70 locus in Drosophila are important models of insulator activity [100] and were 

used to establish the design of enhancer-blocking assays [101].  

Unlike in Drosophila where a number of different factors have been linked to 

enhancer blocking/insulator function [102], in vertebrates, CTCF, a conserved zinc-

finger binding protein [103], is the primary protein factor involved, so a majority of 

research into enhancer blocker and insulator functions in humans focuses on CTCF-

binding elements. While enhancer blocker and barrier activity are intertwined in human 

models and often discussed together, these functions are separable [104]. The first 

characterized example of an enhancer blocker in vertebrates, the cHS4 element found 

at the 5’ end of the chicken ꞵ-globin locus, displays both of these characteristics - CTCF 

binding, and separable enhancer blocker and insulator functions [105,106], and 

functions in Drosophila and human cells [107]. (See Chapter 2, section 2.6.4 for a 

detailed discussion and data related to cHS4 activity in a plasmid context). Although the 

majority of enhancer blocker/insulator sites characterized to date are CTCF-binding, not 

all are. Notable exceptions include GATA repeat sequences studied in human cell lines 

[108], and tRNA genes [109,110]. 

Enhancer blocker (eb) activity can be studied using plasmid-based assays, 

where a single element is separately placed upstream of, or between, an enhancer and 

promoter, and eb activity is determined by positional effect. If the element is an 

enhancer blocker, a decrease in expression occurs only when it is placed between the 

enhancer and promoter (discussed further in Chapter 2) [89,105,111]. Tests for barrier 

insulator activity require chromatin context, and so use integrated constructs with 

https://paperpile.com/c/L7chdD/SHssW
https://paperpile.com/c/L7chdD/ifZld
https://paperpile.com/c/L7chdD/upsV3
https://paperpile.com/c/L7chdD/e6Dlv+KPeuP
https://paperpile.com/c/L7chdD/naV97
https://paperpile.com/c/L7chdD/3zScr
https://paperpile.com/c/L7chdD/MW6zh
https://paperpile.com/c/L7chdD/UkHfZ
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https://paperpile.com/c/L7chdD/FN0PU+JdYxK
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flanking insulators, where the readout is repression, or protection from repression, of the 

integrated reporter by spreading native heterochromatin [106,109,112].  

 The genomic roles and proposed mechanisms of insulators and enhancer 

blockers have significant overlap. As there are many genes and regulatory elements 

throughout the genome, and many regions that must be properly repressed or activated 

in order to maintain correct patterns of activation, mechanisms are needed to separate 

adjacent domains with differing activities. Enhancer blockers constrain enhancer (and 

silencer) activity to specific genes based on their placement, and insulators prevent 

spread of repressed chromatin states across neighboring genes and regulatory 

elements (discussed further in section 1.4). There are a number of proposed 

mechanisms for this activity, which are discussed in detail in Chapter 2, section 2.6.4 

[113].  

Briefly, the models for enhancer blocker activity involve either direct contact, a 

processive signal mechanism, or looping of paired enhancer blockers. In the processive 

model, (as in the enhancer tracking model discussed above [114]) some signal directed 

from the enhancer to the promoter is disrupted by factors present at the intervening 

enhancer blocker [113]. ‘Direct contact’ describes a model where enhancer blockers 

directly contact promoters, creating a physical DNA structure that prevents enhancer 

contact with the promoter [104]. In the looping model, pairs of enhancer blockers bind to 

each other, effectively looping out the intervening DNA sequence, increasing the 

proximity of elements within the loop but decreasing proximity of elements inside the 

loop to those outside it [115]. Within this loop model, the ability of just a single element 

to block enhancer-promoter communication on a plasmid is explained by observations 

of CTCF-dependent tethering of chromatin (or plasmids) to nucleolar surfaces, which 

would physically separate segments DNA on either side of the bound site [115].  

 There are many more aspects to enhancer blocking and insulator activity than 

can be covered here, in part because studies of these elements necessarily require 

investigating mechanisms of enhancer-promoter communication, and are related to 

organizational principles of cells at many different levels, tying together DNA and 

chromatin, regulatory elements and genes, and domains at the level of chromosomes, 

megabases and multi-kilobase loops.  

https://paperpile.com/c/L7chdD/kvWb8+r9tXp+JdYxK
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1.2.5 Overlap Between CRE Classes 

 While the separation of regulatory elements into groups based on direction of 

effect and position-dependence is useful and reflects actual underlying differences, it is 

also important to note that there are not always distinct lines of separation between 

these classes. There are a number of features of promoters, enhancers, silencers, and 

enhancer blockers that overlap. For instance, as discussed above, despite the utility of 

histone modification patterns for narrowing potential enhancer candidates for functional 

testing, not all enhancers share these ‘classical’ modification patterns [91]. In fact, while 

these marks were initially identified as useful in distinguishing between enhancers and 

promoters, recent comparisons show that these marks occur on a spectrum and that the 

differences between some enhancers and some promoters are subtle, with regards to 

both chromatin marks [116] and especially with the discovery of transcription at 

enhancers [117,118]. Additionally, many enhancers can act as promoters in vitro [119], 

and promoters can act as enhancers [120].  

 Another emerging complication for CRE class distinction is driven by the 

discovery of elements with dual silencer-enhancer activity. These elements behave as 

enhancers in one cell type and silencers in another. Dual silencer-enhancers are not 

uncommon, as they were observed in all of the recent high-throughput silencer studies 

which tested elements across multiple tissue contexts [83–85]. Possibly, the diversity 

across both enhancer and silencer classes could be explained by the presence of these 

dual CREs which are included in both groups. This might also explain the similarity of 

silencers and enhancers (orientation- and position-dependence, looping, similar 

conservation) and support a model of silencer mechanism that is the same as 

enhancers, but where cognate repressive factors and repressive chromatin modifiers 

are looped into promoter proximity instead of activating factors. Whether this is the 

case, whether all enhancers and silencers have dual potential, or whether these 

represent separate adjacent elements [95], or identical elements with differing TF 

binding, are all important and ongoing areas of research.  

 Finally, as discussed above (and below), CTCF is central to enhancer blocker 

and insulator activity in mammals. However CTCF has been observed to also have 

activating and repressing activities, and involvement in a variety of other cellular 
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processes [121]. This is not to indicate that there is no difference between element 

classes, but rather that the difference between them may be less than previously 

thought, and the similarities and differences may in fact provide additional insight to 

which characteristics drive activity and which are markers of activity.  

 

1.3 Assays for Characterization of CREs 

Cis-regulatory element activities have been studied using a variety of assay 

types, both low- and high-throughput. These fall primarily into four groups: episomal 

assays, integrated assays (in cell lines), deletion/interference assays, and animal 

models, with some overlap between the groups.  

Episomal assays are a fundamental tool for the study of CREs and both low- and 

high-throughput assays have been instrumental in many important discoveries in 

enhancer [122], promoter [120], and silencer biology [84]. Episomal regulatory assays 

typically have a test element inserted into a plasmid in conjunction with other regulatory 

elements depending on the assay, and use a reporter gene as the readout for 

expression. In low-throughput assays, typical reporters include luciferase, GFP and 

beta-galactosidase [81,89]. In high-throughput assays (massively parallel reporter 

assays, or MPRAs) mRNA is frequently used as the readout, as it can be quantitated 

using next-generation sequencing, or fluorescence-activated cell sorting (FACS) [123]. 

The advantage of plasmid-based assays is the ease with which a cloned construct can 

be created in vitro, the lack of integration, meaning there is low likelihood of interference 

with normal cell function due to DNA integration, and the scale; in high-throughput 

assays, thousands of elements can be tested at once [123]. The primary limitation is the 

temporary, episomal nature. In most episomal assays plasmids are not maintained 

across cell divisions, and as they are not integrated, an element’s activity may differ 

from its genomic activity due to lack of chromatin context (discussed further in Chapter 

2). Low-throughput assays lack scale, but have high fidelity, where high-throughput 

assays sacrifice increased false positive and false negative rates, in exchange for scale.  

Integrated assays have the advantage of better reflecting native chromatin 

dynamics, as elements are inserted into chromatin using lentivirus or transposases. In 

the majority of cases, however, while integration does add chromatin context, it does 
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not add the actual in situ native chromatin context of that particular element, if 

constructs are randomly integrated [124]. Additionally, without proper protection using 

enhancer blockers, assays using integration can also be subject to positional variation 

due to heterochromatin spreading or impacted by neighboring regulatory elements, 

adding a degree of uncertainty to results. Animal models, typically in mouse, 

Drosophila, or zebrafish, also use integrated constructs and are by necessity typically 

low-throughput, however they can provide important data on developmental patterns of 

CRE activity and spatiotemporal specificity [125,126].  

Deletion/disruption assays have been made possible at large scales due to the 

development of CRISPR/Cas9 technology [127], and provide advantages beyond 

episomal and integrated systems. The CRISPR/Cas9 system can be used to direct 

targeted deletions or to recruit repressive or activating co-factors to non-coding genomic 

regions [128,129]. This allows for manipulation of elements in their native context, on a 

high-throughput scale, and importantly is one of the few reliable ways to connect a CRE 

to its target promoter. It additionally tests CRE necessity for function, where episomal 

assays test only sufficiency. Limitations of this method are the potential for cryptic off-

target mutations at other genes or sites which impact readout, and the need for a 

selectable phenotype [130]. 

Through the use of a variety of assays, different aspects of CRE function have 

been tested, however episomal assays remain a primary tool for interrogation of CRE 

action and mechanism. In Chapter 2 of this thesis, I discuss in greater detail design 

principles and issues for episomal reporter assays and the power of plasmid-based 

assays for modeling CRE activity.  

 

1.4 CRE Interactions and Chromatin Domains 

Many of the above described assays focus on characterizing a single element 

type or mechanism at a time, particularly high-throughput assays, due to limitations of 

scale. However in a genomic context, gene expression is dynamically regulated by 

multiple elements, and across multiple layers of regulation, all of which can vary 

between cell types or cell states.  
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1.4.1 Multi-Element Interactions 

 Similar to how the function of an enhancer is the result of the combined activities 

of multiple TFs and the interactions and synergy between those factors, the expression 

of a gene is often mediated by multiple interacting CREs [131]. These form what I call 

the gene’s regulatory unit, the collection of all the CREs contributing to its expression in 

a given cell type and state. Each gene promoter is contacted by 4.75 enhancers on 

average, and in addition, enhancers can be components of multiple regulatory units at 

once - an estimated 1/4 of enhancers contact two or more promoters [132]. The 

potential for enhancer blocker-promoter contact is built into the direct-contact model of 

enhancer blocking, and promoter-promoter contacts by one estimate made up 9% of 

chromatin contacts across multiple cell lines [133].  

 Having many elements contributing to regulation is postulated to provide both 

redundancy and specificity to gene expression. In many cases, certain enhancers are 

essentially redundant [134], and can compensate in the case that another enhancer 

loses function through mutation [135]. And similar to using multiple TFs expressed as a 

result of varying signals or processes in a cell, the requirement for multiple enhancers 

allows for a system that is controllable in terms of timing and degree of expression 

through the use of multiple inputs responsive to different conditions [55,135,136]. 

 

1.4.2 Controlling Element Interactions 

 Given that many elements can interact across many regulatory units, and that 

enhancer and silencer action can be mediated from a great distance, clearly cellular 

mechanisms must be present which limit these interactions, otherwise expression of 

every gene in a domain would be activated by every element, to the same level. There 

are three primary mechanisms that limit CRE-CRE contact: proximity, specificity, and 

barriers and boundaries. Proximity as a limiting factor seems as if it would be 

inconsistent with the ability of enhancers, silencers and promoters to loop over long 

distances. However proximity of a CRE and promoter does have a contributing effect on 

expression, within the constraints of boundaries (see below) or over shorter distances.  

In Chapter 2, section 2.4.4 I present support for a decrease in expression mediated by 

increasing enhancer-promoter distance on a scale of hundreds of bases in a plasmid 
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context. Studies from two other groups support this effect on a 100bp scale [137], and 

at a larger genomic scale [138]. Additionally, studies of shadow enhancers (redundant 

enhancers) show a tendency for the primary, active, enhancer in a redundant pair to be 

the enhancer located closer to the promoter [139]. The second limiting factor is 

specificity. Enhancer-promoter specificity is thought to be mediated by promoter core 

sequences and compatibility between enhancer- and promoter-bound transcription 

factors, and is an area of ongoing research [140,141]. Silencer-promoter specificity has 

also been observed [83].  

 

1.4.3 Barriers: Insulators, TADs, and Looping 

 The final factor involves the presence of chromatin loops and segments which 

form discrete domains with different regulatory properties, across the genome. There is 

much fascinating work being done in this area which cannot possibly be covered in one 

section alone; I provide a simple overview below.  

Chromosomal organizational structures are generated through looping and 

folding of chromosomes such that active and repressed regions are not necessarily 

contiguous along the chromosome, and such that there are multiple layers of 

organization from large- to small-scale, associated with physical and functional 

structures. At the largest size scale, individual chromosomes are separated into multiple 

A/B compartments associated with transcriptional activity/repression, respectively [142]. 

Within these compartments, chromatin is further organized into topologically associated 

domains (TADs), defined by chromatin capture methods to be regions where there is a 

higher degree of contact among the sequences within the domain than between 

sequences inside and outside of it [143]. TADs form a fundamental functional, as well 

as physical, organizing unit of the cell. TADs can contain multiple genes and their 

regulatory units, but CREs within a domain rarely contact any genes outside the TAD 

[144] This limits cross-interactions to those few genes within the domain, rather than all 

genes on the chromosome. Domain structure is also associated broadly with segments 

of chromatin activation or repression and with degrees of expression of genes within 

that domain [145,146]. TADs are formed through looping of DNA mediated by cohesin, 

and flanked by enhancer-blocking insulator elements bound by cohesin [147,148].  
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This structure provides an additional piece to the explanation of CTCF-bound 

enhancer blocker and insulator mechanisms, and positions them in their genomic role. 

These loops not only limit interactions with elements outside the loop, but also are 

thought to promote CRE-promoter communication by decreasing distances for 

sequences inside the loop [113]. Finally, within TADs, more cell-type specific loop 

structures, including sub-TADS and enhancer-promoter contact loops can form, through 

similar Cohesin-mediated mechanisms [149]. While TAD structures are largely 

conserved across tissues, sub-TADs show more cell-type specific variation [113]. This 

final organizing principle also forms the structure within which enhancer-promoter 

specificity and proximity can operate, to provide an additional layer of gene-CRE 

specificity among the multiple regulatory units in a TAD, and without which those 

principles might be insufficient to mediate proper limitation of gene-CRE contact.  

 

1.5 Models for Regulatory Logic Across a Cell 

 Across the aspects of CRE activity and function and layers of regulation 

discussed in this chapter, a number of common themes and principles of regulation 

emerge. The first are the principles of robustness and precision through multiplicity 

[4,51,55]. At every level of regulation discussed here, there are multiple inputs which 

combine together to produce a functional output. At the highest level, there are 

regulatory systems for each stage of the process - chromatin states, CRE DNA 

elements and DNA methylation, RNA, and protein. Chromatin states involve multi-

layered organizational systems, and histone modifications are not typically found alone, 

but rather sets of modifications combine to establish the ultimate profile for each 

element type. At the level of a gene regulatory unit, multiple CREs regulate the same 

gene, and CREs can act on multiple genes. Even within a CRE like an enhancer, 

multiple transcription factors bind and through their collective states and interactions 

determine the element’s function. The presence of multiple inputs seems to serve two 

purposes: it provides redundancy, which creates robustness against the impacts of 

mutation and variation, and it allows each element or gene unit to be precisely 

controlled, through the requirement for coordination of multiple elements (or TFs) each 

of which can be modulated in response to different inputs (timing, cell type, signaling).  

https://paperpile.com/c/L7chdD/yBwzN
https://paperpile.com/c/L7chdD/OJfS2
https://paperpile.com/c/L7chdD/yBwzN
https://paperpile.com/c/L7chdD/aRHnN+pxwSe+LGPxa
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 The second theme is that of specificity, additivity, and synergy. It is perhaps not 

surprising that since CRE function is driven by bound factors, the overall principles of 

these elements reflect principles of interaction for their components. Within an enhancer 

and within the set of CREs regulating a gene, interactions can be element-specific, and 

the combination of two TFs or two CREs can give an output that is additive (the sum of 

the activities of the individual parts), sub-additive, or synergistic (more than the sum of 

the parts). However, across both individual and collective CREs, we do not yet know 

enough about the mechanisms or driving factors of these synergistic and specific 

interactions to predict when they will occur, between what elements. Answering these 

questions also has the potential to improve our understanding of the mechanisms of 

CRE activity.  

 Adding another layer, these regulatory systems have dynamic activities across 

cell lines, and within cell populations. The state of an element, gene, or sub-TAD, can 

vary across evolution, development, cell type, and cell state. Additionally, there is often 

an aspect of cell-to-cell variation relevant to each of the topics addressed above, which 

was not discussed here. Novel single-cell technologies reveal the degree to which 

assessments of function and expression have actually been measurements of averages 

across a population [150], which can sometimes mask our ability to discern 

mechanisms.  

 The final theme is the interdependence and interactions of the regulatory layers. 

While models of regulatory activity necessarily dissect and examine individual 

components in order to clearly answer specific questions, all of these activities occur in 

a cell concurrently and many are intertwined. CREs are bound by TFs which interact 

with a promoter where transcription is ongoing. These CREs are all affected by, and 

themselves affect, histone modifications and chromatin states. Enhancer blockers, 

enhancers, silencers all fold and loop DNA, impacting at the level of chromatin as well 

as sequence and factor.  

 This theme of interaction and interdependence also touches on an important 

question in silencer biology, that of its role in the larger logic of cell regulation. One 

reason silencers may have been understudied for the last few decades is related to the 

enhancer model of eukaryotic regulation, in which gene regulation can almost entirely 

https://paperpile.com/c/L7chdD/fKVpe
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be managed through the gain or loss of enhancing [151]. In this model, silencers are not 

frequently necessary as expression can be reduced through enhancer loss. Additionally, 

if enhancer loss is insufficient, heterochromatinization is available for repression. So 

what is the role of silencers in this picture? Clearly, given recent studies, silencers are 

prevalent and biologically relevant. One explanation is evolutionary in nature. It is much 

simpler to disrupt a function through a single mutation than to gain a novel function. So 

by mutation of silencer sequences, gene activation and corresponding gain of function 

could occur in evolution more rapidly than through creation of a novel enhancer [152]. 

Johnson et al. provide an example of this occurring in the Drosophila yellow gene [153]. 

Another is that silencers might provide more precise, specific, and signal-responsive 

regulation than heterochromatin, especially in regions where many genes are in close 

proximity and only one should be silenced. What determines which mechanisms of 

silencing are used and when, is not yet understood.  

In Chapter 4 of this thesis, I investigate regulatory interactions for a specific 

region of the human genome, and place intra- and inter-CRE interactions within their 

chromatin, TAD, and gene regulatory unit context. I use this region as a foundation for 

studying the way these principles of regulation interact, and to begin to provide a model 

for one way that intra-TAD gene silencing can be mediated, by testing for both 

enhancer, silencer and enhancer blocker activity in elements in the region.  

 

1.6 Conclusion and Overview 

 Many important questions remain regarding the mechanisms by which CREs 

mediate function, the ways CREs interact and coordinate amongst themselves and with 

the other layers of regulation in a cell, to ultimately determine gene expression in 

response to various signals and across cell types. In order to answer these questions, 

two crucial components are needed: robust and well-designed assays for CRE 

characterization, and genomic model systems that allow for the integration of 

information across the layers of regulation for a single region. In this thesis I address 

both of these components. In Chapter 2, I discuss the importance of plasmid-based 

reporter assays in CRE characterization and their utility in modeling CRE behavior. I 

detail a number of considerations for plasmid assay design, and address the issues and 

https://paperpile.com/c/L7chdD/G2YMx
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complications that can arise from a lack of understanding of the intricacies of plasmid 

design. I present ways to address these issues using controls and design modifications. 

In Chapter 3, I address the importance of full-plasmid sequence validation for capturing 

potentially functional plasmid backbone variation and present a combined protocol and 

data analysis toolset designed to facilitate this validation which leverages novel long-

read nanopore sequencing technology. In Chapter 4, I apply these principles of assay 

design and validation to the development of a modified assay panel for the 

characterization of both positive and negative regulatory CRE activity. I apply this assay 

to the identification of cis-regulatory elements in the PRDM1-ATG5 regulatory domain in 

human cell lines, and leverage available genomic datasets to characterize these 

elements. Using these datasets, I develop a model for regulatory activity in this region 

that incorporates CRE activity, chromatin states, and TAD structure dynamics to 

account for differential regulatory activity which occurs within the region and between 

the cell lines. I also characterize combinatorial relationships between the CREs in the 

region and the HS2 enhancer, and dissect the structure of DHS16, the strongest 

enhancer tested and a candidate for regulation of ATG5.  

Together, these chapters provide a framework for improved design of one of the 

primary tools used for CRE validation, present a method for rapid full-plasmid sequence 

validation which has the potential to improve the robustness of these tools, and apply 

these principles to characterize regulation in a region of the human genome, containing 

genes important to cellular function, in a way that integrates different models of 

regulatory control to provide a foundation for future studies of the domain.   
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CHAPTER II 

Reporter Assay Design for the Study of Cis-Regulatory Elements 

 

2.1 Abstract 

 Plasmid-based reporter assays were used to characterize some of the earliest 

known cis-regulatory elements (CRE) and continue to be important tools for the study of 

CRE activity today. Their usefulness and ubiquity is due to the ease and precision with 

which we can manipulate them in vitro using recombinant DNA technology, our ability to 

generate trillions of plasmid copies using Escherichia coli (E. coli) for replication, and 

the development of techniques for transferring plasmids into many different cell and 

tissue types. As our understanding of the diversity of cis-regulatory element types and 

activities has expanded, the number and complexity of plasmid-based reporter assays 

has increased in proportion. As this complexity increases, so has the potential for 

interactions of plasmid components with assay elements in ways that can interfere with 

interpretation of results. Below I discuss a number of considerations related to plasmid 

design and usage including: differences between plasmids and chromatinized DNA, the 

importance and elusiveness of non-functional sequence, proper design of controls, the 

effect of inter-element spacing, the potential for interactions between plasmid 

components, enhancer blocker usage in plasmid design, and the impacts of transfection 

on cell biology. I present an overview of each concept with data supporting or 

expanding on each consideration, discuss how it impacts interpretation of results, and 

suggest actions that can be taken to mitigate this impact.  

 

2.2 The Power of Plasmids 

 The centrality of plasmids as a tool in molecular genetics is due in large part to 

three main factors. The first is the ease of producing large quantities of these 

recombinant plasmids cheaply using bacteria. In 1970, Mandel and Higa published a 

method for transformation of circular or linear phage DNA into E. coli which involved 
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making the E. coli chemically ‘competent’ to directly take up DNA [154]. In 1972, Cohen 

et al. used this method to achieve the uptake of plasmid DNA containing antibiotic 

resistance genes [155]. E. coli, like many bacteria, have a single circular chromosome 

and replicate extremely rapidly compared to most eukaryotic cells [156]. These factors 

combine to allow for efficient plasmid replication through leveraging existing bacterial 

biology. Recombinant plasmids are made to contain both a bacterial origin of replication 

and an antibiotic resistance gene in addition to their other components for functional 

testing in eukaryotic cells. Plasmids are transformed into bacterial cells which have 

been made chemically or electro-competent. The cells copy the plasmid alongside their 

own genome due to the origin of replication, and maintain it in the presence of antibiotic 

media which usually allows only cells carrying the plasmid antibiotic-resistance gene to 

survive. Through their rapid doubling times, a population of transformed bacteria can 

reach numbers in the range of 109-1010 cells overnight, with each cell carrying one or 

more plasmid copies [157]. These cells are then lysed and plasmid DNA isolated for 

downstream experiments. The advantage of this process is that it is significantly 

cheaper, easier, and maintains sequences with higher fidelity, than making a 

comparable amount of plasmid through in vitro processes, such as polymerase chain 

reactions (PCR).  

The second factor is the ease with which recombinant plasmid DNA can be 

manipulated, even at the level of single nucleotides, to create desired products. Similar 

to the leveraging of bacterial biology to make plasmid factories, plasmid sequence 

manipulation in vitro is also largely based on innovative co-opting of existing biological 

enzymatic processes. Restriction enzymes, proteins which cut at sequence-specific 

sites, were originally isolated from bacteria that use them to target and fragment the 

genomes of bacteriophages, and are one of the earliest tools developed for molecular 

cloning [158]. Other cloning enzymes include ligases, phosphorylases, transposases 

and polymerases. An indicator of the ongoing importance of molecular cloning 

techniques is the continuing development of new methods for manipulation of DNA in 

vitro, such as Gateway cloning (which leverages the lambda phage integration and 

excision process) [159], Gibson assembly [160], and EMMA assembly [161].  

https://paperpile.com/c/L7chdD/aLLr5
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The third factor contributing to the centrality of plasmids as a tool in molecular 

genetics is our ability to insert plasmids into target cell lines or tissues, using a variety of 

techniques where genes on the plasmids can be transcribed, translated and their 

function tested. Similarly to enzymatic techniques for plasmid cloning, a variety of 

methods have been developed for delivery of DNA into cell systems [162]. These can 

be categorized broadly into three approaches. Biological techniques co-opt viruses as 

vehicles to either insert DNA into the host genome or maintain it as a separate circular 

moiety. Using modified, usually fully or partially inactivated, viral sequences and 

packaging proteins, target DNA is delivered into cells as part of the viral genome. 

Chemical transfection relies on molecules including calcium phosphate, cationic lipids or 

polymers, which have positive charges and form complexes with negatively-charged 

plasmid DNA. The chemical-DNA complexes are then attracted to negatively charged 

cell membranes, allowing DNA to be delivered through the cell membrane and to the 

nucleus via mechanisms that are likely similar to endocytosis. Physical methods include 

direct injection, or laser-mediated poration or electroporation, which porate cell 

membranes allowing the DNA to enter the cell [163]. All of these methods have different 

advantages and drawbacks, in terms of safety, efficacy, skill, and equipment 

requirements, but the diversity of approaches allows researchers to choose an 

appropriate protocol based on the nucleic acid and cell type in use. This has allowed for 

the testing of plasmid constructs in a large number of cells, tissues, and organisms. 

The factors listed above have contributed to the importance of plasmids as a tool 

in many fields of molecular biology, for many functions, including the expression and 

purification of proteins [164], gene therapies [165], vaccines [166], and modification of 

native DNA through delivery of TALEN [167], or CRISPR systems [168]. Here, however, 

I will focus primarily on their use in reporter assays for the testing of cis-regulatory 

elements in mammalian cell lines. 

 

2.3 Principles of Reporter Assay Design 

 The first well-studied example of an orientation- and position- independent 

transcriptional enhancer, a 72bp repeat from the Simian Virus 40 (SV40) genome, was 

characterized using a circular vector containing recombinant DNA [44]. This plasmid 

https://paperpile.com/c/L7chdD/1eWqk
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carried the SV40 repeats and a genomic fragment containing the rabbit hemoglobin 

Beta-Globin gene, and was transfected into human HeLa cells. Expression of the 

plasmid with or without the SV40 repeats was measured by use of a radioactive probe 

specific to the rabbit Beta-Globin mRNA showing that the SV40 ‘enhancer’ could 

increase transcription levels 200-fold. Since this first study, the basic principles of 

plasmid-based reporter assay design have remained largely unchanged, reflecting the 

power and utility of these assays in studying cis-regulatory elements.  

While the core elements of plasmid-based reporter assay design are largely the 

same across most assays, these elements, like the tools used to create the plasmids 

themselves, have been rearranged, modified and expanded upon over the decades, 

producing a variety of different assays for studying various aspects of cis-regulatory 

activity. The basic components of a reporter assay are the reporter gene, whose 

expression is the readout, a promoter to drive expression of the reporter gene (usually a 

minimal, ubiquitous promoter - except in the case of promoter assays), and the DNA 

sequence that is inserted into the assay to test for its ability to alter expression of the 

reporter gene (Figure 2.1). It is important to note that plasmids containing the reporter 

assay sequences will also carry a bacterial origin of replication, antibiotic resistance 

gene, clonal insertion sequences for test elements like restriction or Gateway sites, and 

the DNA sequences connecting these components and the assay components, all of 

which are collectively referred to as the plasmid ‘backbone’ and are typically considered 

inert (addressed in section 2.4.2 below).  

 
Figure 2.1 Reporter assay plasmid components 

  

Many variations and expansions on this core design have been generated, and 

the differences largely depend on whether the assay is episomal or integrated (targeted 

or random insertion), constitutive or inducible, low- or high-throughput, applied to whole 
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organisms vs cell lines, cloning method used for test element insertion, and whether the 

readout is RNA, protein, or a functional assay(see reviews from [130] and [169] for more 

detail on specific reporter assay designs). Despite the diversity of their design, the 

similarities between all these assays are the core assumptions about element and 

assay function on which they rely, and which are important to understand in order to 

correctly interpret results from reporter assays.  

The first of these assumptions is that the same basic molecular principles apply 

to element function in a reporter assay as in a native context (the primary exception to 

this - chromatin, is discussed below). As an example, the same sequence that acts as a 

transcription factor binding site (TFBS) in an enhancer’s native site, can act as a binding 

site for that factor when the element is placed in the reporter assay (there are 

exceptions to this based on whether the TFBS in that enhancer are modular or not [49]). 

Fundamentally this assumption states that it is possible for us to obtain results from 

episomal reporter assays that are informative about native enhancer function.  

The second principle is that of comparison. Interpretation of almost any reporter 

assay relies on the comparison of two conditions - one without the tested element (the 

control or ground state) and one with the tested element. Changes in expression or 

function are measured by comparison of one state to another. This makes the use of 

proper controls crucial to the correct interpretation of reporter assay results. Built into 

this principle of comparison, are two additional assumptions: first that the only difference 

generated between the control and the test plasmid(s) is the test element itself, and 

second that the change in expression seen in the test condition is due to the regulatory 

function of the test element, not a change in the relationship between the other 

components of the plasmid (the impact is active not passive).  

 

2.4 Impact of Reporter Assay Design on Assumptions & Interpretation 

While plasmid-based reporter assays have proved highly valuable in generating 

large amounts of functional data on many potential cis-regulatory elements, these 

assays are also prone to false positives and negatives, and issues with replicability. Not 

only do reporter assay results not always replicate native activity [124], results 

sometimes are not replicable even within the same cell type when validating high-
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throughput results with low-throughput assays. For example, Pang and Snyder et al. 

[85] showed that only 4/5 elements which tested positive for silencer activity in their 

high-throughput assay replicated silencer activity in a low-throughput assay. Below, I 

address some potential causes for these issues with reporter assays, and discuss how 

they impact assay interpretation, how this relates to the key assumptions stated above, 

and ways these problems can be addressed. I will also present relevant data from my 

research demonstrating some of these potential issues. I examine the following:  

2.4.1 The impact of context on regulatory element activity  

2.4.2 The role of plasmid backbone elements in contributing to expression  

2.4.3 Controls and ‘non-functional’ sequence 

2.4.4 The impact of element spacing on function 

2.4.5 Inter- and intra-plasmid interactions 

2.4.6 The use of enhancer blockers to mitigate intra-plasmid effects 

2.4.7 The impact of transfection on cell function 

 

2.4.1 The Impact of Context on Regulatory Element Activity  

The primary caveat to the assumption of shared molecular function across 

reporter assay and native contexts relates to chromatin. In eukaryotic cells, DNA is 

packaged in chromatin made up of 147bp segments of DNA wrapped around 

nucleosomes, which are in turn made up of histones H2A, H2B, H3 and H4 [170], [171]. 

This chromatin itself acts as a form of regulation - DNA wrapped around nucleosomes is 

inaccessible to factors needed for activation of expression [172,173]. However, whether 

transient episomal constructs are chromatinized in a way similar to genomic DNA is not 

well-understood.  

One study reported the presence of nucleosome-like particles on transiently 

transfected plasmids, as measured by micrococcal nuclease (MNase) digest and 

Southern blot, however the banding pattern they saw was ‘anomalous’ compared to the 

banding pattern of genomic DNA prepared similarly [174]. Another group used a 5.7kb 

plasmid as their model system for measuring the topology of nucleosomes in 

mammalian cells, indicating that plasmids are chromatin-competent. In this case, the 

plasmid was designed to be maintained throughout replication, and so was 

https://paperpile.com/c/L7chdD/B7Db4
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chromatinized through the replication-dependent chromatin assembly process [175], 

however typical episomal assays do not use plasmids that are maintained through 

replication. More recent results support not only some form of chromatinization of 

plasmids, but also the functional impact of regulatory elements on plasmid 

nucleosomes, and demonstrate chromosome-like histone-mark spreading and the 

functional effects of nucleosome depletion in a plasmid [176]. 

If plasmids are differently chromatinized or non-chromatinized, how this would 

impact interpretation of reporter assays is also unknown. Given that it is known that 

chromatin-remodeling, histone-modifying, and histone-reading factors are recruited to 

enhancers during their activation [177], it seems reasonable to suppose that chromatin 

state could play a crucial role in CRE function. In that case, a lack of similar histone 

structure in plasmids could lead to differences in CRE function in an episomal context. 

Inoue et al. [124] attempted to address this question by testing 2236 candidate 

enhancer elements side-by side in either integrated (using lentivirus) or episomal (using 

a non-integrating mutated lentivirus) assays. Their results did show differences in 

activity between episomal and integrated activity of elements - the Spearman correlation 

for normalized RNA/DNA scores between replicates within the integrated or not 

integrated expression groups (0.944, 0.908 respectively) was higher than between the 

two groups (0.785). They also observed that data from integrated contexts more 

strongly correlated with genomic annotations indicative of activity. However, the 

presence of a strong correlation (0.785) between the integrated and non-integrated 

values from this test, can lead to a slightly different conclusion; while clearly there are 

differences in episomal vs integrated assays, and these must be accounted for, a 

majority of the time results from episomal assays are similar to those from integrated 

assays. This is especially surprising if the transiently transfected plasmids have 

significantly different chromatin structure.  

While episomal assays should not be considered 100% reflective of native 

function, they can still be largely useful, especially for studies at scale, or where 

disruption of the native genome through random integrations is not desirable. Episomal 

assays (as discussed in Chapter 1) are tests of sufficiency, and these results support 

the importance of secondary functional tests, particularly disruption of elements in their 
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native context, to reinforce reporter assay results and provide data on necessity for 

gene expression. Additionally, a lack of heterochromatinization in plasmids may be 

advantageous. Within a given cell, a CRE sequence may be sufficient for function, but 

not accessible. However, when placed in an episomal assay context, it may be able to 

function. This allows for identification of not only the active CREs within a cell line, but of 

those poised for activity, perhaps on expression of a specific TF in response to cell 

signaling. Additionally, deletion of this element might not reveal a related change in 

gene expression and so would be missed by a necessity test. 

 The other aspect of context is cellular context - specifically, the suite of 

transcription factors expressed by a particular cell type that can drive cell-type CRE 

specificity [131,178]. A candidate sequence may be sufficient for regulatory activity 

broadly, but inactive in a particular cell line due to lack of its activating transcription 

factors. Additionally, there is evidence for enhancer-silencer elements with dual activity 

that are cell-context dependent, meaning that even classification of element type may 

be context-specific [179]. This can be addressed by testing elements across multiple 

cell lines and tissue types. However, as testing across all cell types is not usually 

feasible, reporter assays should be used to identify sequences capable of potential 

regulatory activity, not to eliminate sequences as potential elements, except within the 

context of that cell line. Whether an element is a CRE or not, as determined from 

reporter assay data, must always be discussed and considered within the framework of 

these aspects of context. A CRE is sufficient for regulatory (silencer, enhancer) activity, 

in a specific cell type or types, given it is in accessible chromatin and the requisite 

protein factors necessary for function are present within that cell type.  

 

2.4.2 The Role of Plasmid Backbone Elements in Contributing to Expression 

 Plasmid sequences which include bacterial sequences or inter-element DNA are 

collectively considered ‘backbone’ sequences. These sequences are often treated as 

non-functional and not relevant to assay design, as opposed to regulatory and gene 

sequences which are carefully checked for sequence fidelity. As a result, there can be 

variability in the presence and types of these sequences across different plasmids, 

depending on which backbone is used, and on the sequences being shuffled in and out 

https://paperpile.com/c/L7chdD/mXEOf+5MbvR
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attached to the ends of functional elements during cloning. However, these sequences 

can be functional and influence expression through sequence context. 

 

An example of a backbone introducing novel error comes from the cloning of an 

SV40 promoter upstream of a gene in one of our plasmids, which introduced an ATG 

that combined with downstream sequences to create a complete truncated open 

reading frame with a stop codon just upstream of, and in a different reading frame from, 

the gene (Figure 2.2a). Due to prioritization of the upstream reading frame during 

translation and its overlap with the start of the gene’s reading frame, this error reduced 

expression to the same level as a promoterless plasmid (Figure 2.2b). Removal of this 

upstream ATG completely restored expression to levels similar to that of another SV40 

promoter plasmid (Figure 2.2c). 

 
Figure 2.2 Impact of upstream alternate reading frame  
a. Diagram showing upstream truncated reading frame: truncated frame (orange line), correct reading 
frame (yellow). { } show SV40 promoter insertion site. * are stop codons. b and c. Fold change in 
luciferase activity of plasmid with (b) or without (c) truncated reading frame (gray bar). P ∅: promoter 
assay with no insert. P +SV40p: promoter assay with SV40 promoter inserted into cloning site. E ∅: 
enhancer assay with SV40 promoter, no enhancer insert (and no reading frame error). Three biological 
replicates (open circles), error bars are standard error, t-test * = p<0.05, p≥0.05 = n.s.  
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All expression data presented in this chapter were generated using 

electroporation of Firefly luciferase-expressing plasmids and Renilla co-transfection 

controls in the K562 myelogenous leukemia cell line, in at least three biological 

replicates (see section 2.6 for further details on transfections and analysis).  

This error was not initially detected as the contributing sequences were located 

entirely in the plasmid backbone, and in a different frame, so the gene’s reading frame 

remained intact. The detection of this error was made possible due to the use of 

matched controls during assay testing. The SV40 promoter was inserted as a control (P 

+SV40p) for a promoter testing assay (P ∅), and was compared to expression of an 

enhancer assay that contained a fixed SV40 promoter in a similar position (E ∅), but did 

not contain the reading frame error. While errors like this are actively selected against in 

the genome due to their disruptive nature [180], they are relatively easy to accidentally 

introduce during molecular cloning. Without the use of appropriate controls, a lack of 

expression when testing other promoters could have been attributed to a lack of 

promoter function in this cell line rather than a failure of the assay.  

 

In another case, the 5’ untranslated region (UTR) sequence just upstream of the 

reporter gene in a plasmid contributed strongly to expression, as determined by the 

impact of deleting this element. Deletion of the 160bp just upstream of the luciferase 

gene (not including the Kozak sequence) roughly halves expression (Figure 2.3) 

compared to a plasmid without this deletion.  

This result is consistent with what is known of 5’UTRs in genomic contexts, as 

they can regulate translational efficiency [181]. Another possible interpretation for this 

result is that this region is acting as a proximal enhancer (at the level of transcription 

initiation). In this plasmid, the 5’UTR region contained a variable 20bp barcode 

sequence used for identification in a plasmid library, as has been used for high-

throughput regulatory assays (massively parallel reporter assays or MPRAs). However 

this result indicated the possibility that the variation of the barcode sequences 

themselves, rather than the tested element, could contribute to changes in expression. 

This would negate one of our basic assumptions - that changes in expression are due to 

insertion of the test element only.  

https://paperpile.com/c/L7chdD/KXgrK
https://paperpile.com/c/L7chdD/4ZSxk
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Figure 2.3 Impact of 5’UTR deletion on expression  
Fold change in luciferase activity of a. promoter control plasmid (P) and b. enhancer control plasmid (E) 
vs versions of each plasmid with deletion of their 5’UTR (Δ 5’UTR). Three biological replicates (open 
circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s. 

  

To prevent this, the barcode region could be moved to the 3’UTR, where it is 

located in many current MPRAs such as STARR-seq [122]. However, results from 

various labs have found sequence-specific effects of barcodes on reporter expression 

[182]. A recent paper from the Shendure lab systematically tested the impact of barcode 

and test element positional variation and found that placement of test elements and 

barcodes in the 3’UTR led to much lower replicability (mean r=0.54 vs 0.9 between 

replicates) as opposed to 5’UTR placements [183]. They also found enrichment in their 

3’UTR-barcoded MPRA results for features correlated with RNA stability, not enhancer 

function. This supports the idea that 3’ placement leads to prioritization of elements that 

impact functions related to 3’UTR impact on transcript stability, rather than independent, 

pre-transcription CRE activity. This issue can be addressed in part by the use of 

multiple barcodes per test element, to allow for averaging of an element’s measurement 

across contexts with multiple differing barcodes to control for their individual effects 

[184].  

In contrast to the strong impact of deleting the small 160bp 5’UTR region of a 

plasmid, in a similar test, deletion of a large 1.5kb region, upstream of the promoter, 

resulted in no significant change in expression (Figure 2.4). While a deletion this large 

(1.5kb of a 6.8kb plasmid) was expected to impact expression, it did not, indicating that 

https://paperpile.com/c/L7chdD/9JGex
https://paperpile.com/c/L7chdD/20M3x
https://paperpile.com/c/L7chdD/bRkzb
https://paperpile.com/c/L7chdD/7QTdL
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changes from altering plasmid sequence can be highly sequence- and function-

dependent.  

 

 
Figure 2.4 Impact of Gateway site on deletion 
Fold change in luciferase activity of a. promoter control plasmid (P) and b. enhancer control plasmid (E) 
vs versions of each plasmid with deletion of the attR Gateway insertion site and intervening CmR 
sequence cassettes (Δ attR). Three biological replicates (open circles), error bars show standard error, t-
test * = p<0.05, p≥0.05 = n.s. 
 

 

As a final example of the effect of plasmid backbone sequences that are 

assumed to be ‘non-functional’, Muerdter et al. found that transcripts on the STARR-seq 

reporter assay were primarily originating from the bacterial origin of replication (f1 ori) 

and not the intended core promoter [185]. The bacterial origin was acting as a highly 

competitive promoter, in a mammalian system. While the group provided a solution to 

this issue by co-opting the origin as their core promoter, this is not a long-term solution, 

as it would mean only testing enhancers for activity using a single, non-mammalian 

promoter. Additionally, the bacterial origin is not typically sequenced or validated 

following cloning, since a loss of function would lead to non-replication of the plasmids 

during bacterial growth. Thus it is assumed that successful plasmid growth implies an 

intact origin sequence. However, should mutations occur that impact its promoter, but 

not its origin, function, or occur during cloning steps subsequent to bacterial growth, 

these would not typically be captured by standard validation methods and could impact 

expression.  

https://paperpile.com/c/L7chdD/FJO8p
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All of the above results indicate the potential functional consequences and 

complexity of non-coding backbone plasmid sequence. This is particularly important due 

to these regions being typically considered non-functional, leading to the potential for 

alterations to the sequences propagating from lab-to-lab as components are cloned into 

plasmids and sequences are not fully validated. This can result in variability between 

plasmids, even those listed in publications as using the same backbone sequence, 

depending on the origin of the plasmid. A solution to address this is to make sequencing 

validation of entire plasmids, not just key functional regions, standard (see Chapter 3) 

and to standardize publishing full plasmid sequences as a part of methods in 

publications. The larger solution to the issue of backbone complexity and its potential 

confounding effects on reporter assay results is, first, a broader understanding of the 

potential impacts of these sequences. Second, the application of appropriate testing 

when modifying ‘non-functional’ plasmid regions to determine functional impact, and 

most importantly, the use of appropriate positive and negative controls, as discussed 

below.  

 

2.4.3 Controls and ‘Non-Functional’ Sequence 

 The use of proper controls in regulatory assays is crucial for interpretation of 

results, as interpretation relies on comparison as discussed above. In order to discuss 

this more generally, I will define positive controls as controls that have known function 

matching that of the type of element being tested (so for an enhancer, a positive control 

will increase expression, but a silencer or enhancer blocker positive control will 

decrease function) and negative controls as sequences that have no function in the 

assay context.  

Negative controls allow for comparison to occur as they are the base state 

against which increases or decreases in function are measured. One choice for a 

negative control in low-throughput assays is the use of the reporter assay plasmid, ‘as-

is’, prior to insertion of a test element through cloning. This seems at first to be the most 

simple form of control, as the only change should be due to the presence of the test 

element. However, it is entirely possible that this element can be placed into the middle 

of backbone plasmid sequence and act as a cryptic enhancer, or provide sequence 
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context that increases TF binding strength adjacent to the insertion site. This could lead 

to apparent silencer activity of an actually neutral element, as insertion would reduce 

expression, or non-activity of a weak enhancer if the enhancer activity and the loss due 

to insertion are balanced. (see 2.4.4 below for a special case of this related to 

enhancer-promoter spacing). In one case, we see a false positive for silencer function, 

and in the other a false negative for enhancer function. The possibility for this type of 

issue is strongly supported by the importance of surrounding sequence context on CRE 

function. This was demonstrated by Klein et al., who tested putative 651 enhancers 

either using a minimal core sequence of 192bp, or larger regions of 354bp and 678bp, 

containing more of the elements’ genomic context, in an MPRA. They found low 

correlation between expression values (normalized RNA/DNA) for the long vs short 

versions of the same element (r=0.53, vs r=0.94 between replicates of the same set) 

[183].  

This impact can also depend on the type of cloning site used. In restriction digest 

methods, disruption of surrounding sequence is minimal. However another commonly 

used method, Gateway cloning, which is useful for the ability to rapidly transfer one test 

sequence into multiple assays or sites, element insertion changes flanking sequence. In 

Figure 2.5, the potential functional impact of this process is demonstrated by comparing 

expression from a plasmid prior to, and after, conversion of attR sites to their 

corresponding attB sequences as a result of the Gateway reaction insertion/excision 

process. In this case, two things are occurring; attR to attB site sequence conversion, 

and swapping of the DNA inside the attR sites (containing 1.3 kb of sequence including 

a bacterial selection marker under control of a bacterial promoter) for the DNA between 

the attB sites (a 50bp sequence from a ‘minimal’ entry vector) (Figure 2.5a). Since both 

of these have different expression (Figure 2.5b), it is difficult to determine which is the 

appropriate ‘baseline’ reporter assay negative control. The attR version is the assay in 

its original form, however the attB version is more similar to the state of the plasmid 

after insertion of a test element. Additionally, the attR version contains bacterial 

functional elements (selection marker and promoter) and given that some bacterial 

sequences may be functional in mammalian cells [185], these could impact expression. 

However, as seen in Figure 2.4, deletion of the entire attR cassette resulted in no 

https://paperpile.com/c/L7chdD/bRkzb
https://paperpile.com/c/L7chdD/FJO8p
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significant change in expression in another plasmid backbone (P vs P ΔattR and E vs E 

ΔattR), indicating that it could be a better baseline control, being seemingly non-

functional. 

 

 
Figure 2.5 Comparison of alternate Gateway site controls  
a. Diagram showing Gateway reaction and inserts used in these plasmids. b. Fold change in luciferase 
activity of enhancer blocker (eb) assay before Gateway reaction (attR) or after Gateway reaction to inert 
50bp ‘minimal’ entry plasmid (attB). eb plasmids contain, in order: [HS2 enhancer-Gateway site-SV40 
promoter-Luciferase]. Values are normalized to the E plasmid (attB-SV40 promoter-Luciferase). Three 
biological replicates (open circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s.  
 

 

An alternative to this type of ‘as-is’ negative control is the use of ‘neutral’ or 

‘non-functional’ sequences as controls. These controls have been used in both low-

throughput assays [107], and high-throughput assays [183].They are inserted in the 

same manner as a test element, and the assay carrying the neutral element insertion is 

used as the control. This version better controls for passive impacts of sequence 

insertion into the cloning site. The drawback to this approach is the difficulty in finding 

‘non-functional’ sequences. Given the small size of TF binding motifs (6-12bp [178]), it 

is hard to find a 200bp DNA sequence without potential TF binding sites. Even 

commonly used ‘scrambled’ controls, where a test sequence is randomly rearranged 

[186], could contain new TF motifs. Many of these might be for TFs not expressed in the 

chosen cell type. However, this raises another issue - due to the cell-type specificity of 

https://paperpile.com/c/L7chdD/kEgAy
https://paperpile.com/c/L7chdD/bRkzb
https://paperpile.com/c/L7chdD/5MbvR
https://paperpile.com/c/L7chdD/wDX5u
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CREs, a sequence may be neutral in one cell type, but not another, and so there might 

not be universal neutral sequences.  

Neutral sequence should be determined on a case-by-case basis by testing for 

functionality in the assay context. Figure 2.6 shows functional testing of two types of 

neutral sequence I designed for use here and in my own CRE assay (see Chapter 4). 

r33 is a 750bp sequence from a set of 50 randomly generated sequences, chosen for its 

lack of low complexity regions, and relatively low number of potential TF motifs relative 

to the other 49 sequences. Lbda is a 754bp sequence taken from the reverse strand of 

an intron from a Lambda phage gene. Neither control shares significant homology with 

human genomic sequences and both have ~50% GC content. Both were inserted in 

three different assay contexts by restriction digest, tested, and compared to the original 

plasmids with no insert (∅).  

 
Figure 2.6 Impact of non-functional control sequences on expression  
Fold change in luciferase activity relative to E-∅ control. ∅: no control sequence inserted, r33: random 
negative control inserted, lbda: lambda negative control inserted. In three different assays - E: enhancer 
assay (control-SV40p), eb: enhancer blocker assay (HS2e-control-SV40p), si: silencer assay (control-
HS2e-SV40p). Three biological replicates (open circles), error bars show standard error, t-test * = p<0.05, 
p≥0.05 = n.s.  
 

The addition of the r33 control did not result in a change in expression relative to 

the original plasmid in any assay. The addition of the lbda spacer did increase 

expression in two cases and decrease it in another. This would indicate that the r33 

could be an excellent negative control within this assay context in this cell type (K562 

cells). The three assays used here are arranged following the same element order 

throughout this chapter except where otherwise indicated: Promoter Assay (P) = insert-
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gene, Enhancer Assay (E) = insert-SV40p-gene, Silencer Assay (SI) = insert-HS2e-

SV40p-gene, Enhancer Blocker Assay (EB) = HS2e-insert-SV40p-gene. Lowercase e 

as in HS2e and lowercase p as in SV40p stand for enhancer and promoter respectively. 

 Similar approaches have been used to generate non-functional negative controls 

in high-throughput reporter assays, on a larger scale. One MPRA in HepG2 cells [183] 

used 100 negative controls based on evidence of their lack of function in a previous 

MPRA in the same cell type [187]. Not every element might be non-functional but the 

majority should, and the use of many controls can allow for estimation of the range of 

variation from largely neutral sequences to help determine rates of false positives.  

A caveat to the non-functional sequence approach is that when testing neutral 

sequence functionally, one faces the same potential confounding factors of initial 

insertion impact and necessary comparison to the assay plasmid pre-insertion as 

mentioned above for the ‘as-is’ assay control. While this is a concern, it cannot be taken 

to the extreme that therefore no controls can ever be relied upon or useful data 

generated. Negative controls are useful when designed with consideration for the assay 

and cloning method, tested functionally, and interpreted appropriately. This caveat is 

also reason to combine regulatory assay data with other lines of evidence for function, 

such as genomic deletion assays and transcription factor binding, in order to reinforce 

evidence for function, as discussed in Chapter 1. 

  

Positive controls are important both in establishing functionality of the assay 

and to provide biologically significant context for signals. Positive controls help to avoid 

obvious false negative results due to a malfunctioning assay. Demonstrating the assay 

is functioning using a known functional element can support a lack of signal in an assay 

as originating from a lack of function for a given test element, rather than a failure of 

another part of the assay. They also provide important biological context and allow for 

better comparison across datasets and publications. A 0.2-fold or a 10-fold increase 

could be significant or not, depending on the assay and readout. This is hard to 

determine without comparison to the expression of a known, biologically relevant 

element. While there may be variation in the baseline expression from one reporter 

assay construct to another, some useful comparisons can be made if both use the same 

https://paperpile.com/c/L7chdD/bRkzb
https://paperpile.com/c/L7chdD/HQDOy
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control enhancer, or silencer, to benchmark expression. Some important considerations 

for positive control elements are that they be functional in the chosen cell type and 

compatible with other CREs in the assay. 

 

2.4.4 The Impact of Element Spacing on Function 

Enhancers are considered to be position- and orientation-independent, as 

supported by early studies in enhancer biology [44,63,188]. This also seems to hold true 

for some silencers [189], but not others [190]. However conclusions from these studies 

focused largely on whether elements were or were not position-independent, not to 

what extent fine gradations in distance could impact functional levels. Looking at the 

details of results from these papers, differences can be detected. In one paper, moving 

an HS2 enhancer 5.8kb upstream in a plasmid increased expression 20% compared to 

when it was placed adjacent to the assay’s promoter [63]. The possibility of this 

positional effect, and its relevance to genomic and episomal contexts was supported in 

a recent paper by Zuin et al [138]. By leveraging the random nature of transposon 

insertions, they were able to create 264 cell lines, each with one enhancer inserted into 

a different position in a fairly even distribution across a 560kb topologically associated 

domain (TAD) containing a central eGFP gene. They found that increasing enhancer-

promoter distance decreased eGFP expression, up to 10 fold. Another paper found a 

50% decrease in expression on moving an enhancer from 6.5kb to 9kb away from its 

promoter in Drosophila that was mitigated by placing enhancer blockers [191]. 

Should this effect of relative CRE-promoter distance also hold in a reporter 

assay, this could create an exception to our assumption that changes in reporter assay 

expression can be attributed solely to test element function (rather than a passive effect 

of insertion). Any assay that requires cloning of an element between other elements, 

depending on the insertion size and cloning method, could alter the distance of said 

elements. While strongly active CREs might overcome any effect of distance-mediated 

change in expression, weaker ones might be missed depending on their strength and 

direction of effect, relative to that of a positional effect. Both examples above are tested 

on a multi-kb scale, but the size of tested elements in reporter assays usually ranges 

https://paperpile.com/c/L7chdD/IpOeR+fNKVt+KqyjV
https://paperpile.com/c/L7chdD/wxgAB
https://paperpile.com/c/L7chdD/5abvz
https://paperpile.com/c/L7chdD/IpOeR
https://paperpile.com/c/L7chdD/5oQ1f
https://paperpile.com/c/L7chdD/Q9OHl
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from 100bp-1kb. Below, I present data supporting the potential for an impact of 

enhancer-promoter distance on expression at reporter-assay scale distances. 

I initially observed a possible distance-dependent expression effect in my data 

while testing differences in expression across plasmid controls. Figure 2.7a expands on 

Figure 2.5 to show the impact of attR vs attB sites in silencer vs enhancer blocker 

assays. When comparing these two assays, an unexpected effect was revealed - an 

opposite direction of effect of the impact of the Gateway reaction (attR → attB). One 

explanation for this could be the difference in size of the attR vs attB controls and the 

influence that has on the distance of the enhancer from the promoter. In addition to 

having different sequence content, the sizes of the intervening sequences are very 

different for the attR vs attB controls (1363bp vs 102bp inclusive of the Gateway sites, 

respectively) (Figure 2.7b).  

 

 
Figure 2.7 Positional effect of two Gateway site controls  
a. Fold change in luciferase activity for silencer (si) or enhancer blocker (eb) reporter assays with either 
no Gateway insert (attR), or a control minimal sequence inserted (attB). Fold change is over enhancer 
control plasmid (E). b. Diagram showing plasmid layouts. ‘e’ is HS2 enhancer, ‘p’ is SV40 promoter, dark 
blue triangles are attR sites, light blue are attB. Three biological replicates (open circles), error bars show 
standard error, t-test * = p<0.05, p≥0.05 = n.s. 
 

As a result, in the case of the enhancer blocker (eb) assay, the attB conversion 

moves the enhancer closer to the promoter. This does not, however, account for the 

impact observed in the silencer assay, where there is an effect in the opposite direction. 

It is also not possible to distinguish whether this effect is due to the passive effect of 

enhancer and promoter distance, or some cryptic functional element in either the attR/B 
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or intervening sequences. Another explanation could be the presence of a cryptic weak 

enhancer blocker in the sequence between the attR sites which reduces enhancer-

promoter (e-p) communication in the eb position and increases it in the silencer position 

by enforcing directionality of e-p communication in the optimal forward direction (more 

on this in section 2.4.5).  

 

In order to interrogate the possibility of an effect of enhancer-promoter distance, I 

designed a test specifically to test for the impact of element spacing, while maintaining 

identical sequence content, to exclude confounding differences from the attR/B 

example. Figure 2.8 shows results from testing this assay as well as a diagram of the 

assay design. In the assay, the enhancer and promoter are initially separated by the 

750bp r33 neutral sequence tested in Figure 2.7, acting as a ‘spacer.’ r33 is split into 

three 250bp fragments, such that the enhancer can be cloned closer to the promoter in 

250bp increments, while maintaining the same overall sequence context (see diagram). 

Each 250bp spacer fragment is also tested independently with the enhancer and 

promoter to determine whether the separate elements show different independent 

activity levels (white bars in Figure 2.7). There is a difference between the expression 

level of the A and B 250bp spacer fragments (e-A-p vs e-B-p; t-test p=0.024), but it is 

not strong enough to account for the observed full change in expression. Surprisingly, 

results from this test do show an almost 2-fold increase in luciferase activity that 

correlates with the enhancer moving closer to the promoter. Interestingly, this jump 

seems to be discrete, not continuous, as the 250bp and 10bp conditions are roughly the 

same, as are the 500bp and 750bp conditions, in terms of expression (the differences in 

expression are not statistically significant).  
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Figure 2.8 Impact of enhancer-promoter spacing on expression  
a. Diagram of assay at top. A, B, C are 250bp fragments of ‘neutral’ spacer sequence r33. b. Simplified 
plasmid diagrams listed adjacent to their corresponding expression values (panel c). Enhancer-promoter 
distance is listed above each diagram. e=enhancer, p=promoter. Fold change measured to promoter-only 
control (red bar). t-test * = p<0.05, p≥0.05 = n.s. vs condition e-ABC-p. 
 

 

Additional support for the idea of an e-p distance effect in a plasmid context 

comes from Davis et al. In their paper, Davis et al. used the scale of an MPRA to 

dissect and quantify the sequence context, distance, and site number dependencies of 

transcription factor activity at a very fine level in both episomal and genomic contexts 

[137]. They found that as a pair of TF binding sites (c-AMP response elements, or CRE 

sites) at a fixed 10bp distance from each other is moved further from a minimal 

promoter while maintaining the same sequence context, transcription levels decrease 

with distance, with a roughly 2.2-fold drop-off in signal once the elements reach about 

https://paperpile.com/c/L7chdD/GEu2x
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147-176bp from the promoter. This is consistent with previous work on CRE distance-

specificity in a genomic context [192]. This is also very close to the roughly 2-fold drop-

off at a 250bp distance in my data shown in Figure 2.8.  

While this distance effect would not be relevant for design of promoter, and some 

enhancer, regulatory assays, especially high-throughput assays which size-match 

elements and controls due to oligo synthesis limitations, it could impact others. In 

enhancer blocker assays, where test elements must be inserted between an enhancer 

and promoter, variable fragment size relative to controls could lead to false positives or 

negatives. A larger element may reduce activity due to increasing e-p distance, rather 

than enhancer blocker function creating a false positive result. A false negative could be 

caused by the decreased distance balancing out the effect of a smaller, weak enhancer 

blocker. Alternatively, in enhancer or silencer assays, it is possible that testing much 

larger sequences of 1kb compared to 200bp fragments would place the core functional 

unit of an enhancer or silencer further from the promoter, creating this effect. In either of 

these cases, setting a standard for all reporter assays of using uniform test element 

sizes with size-matched controls would control for this distance effect.  

 

Understanding the underlying mechanism for this effect not only has implications 

for aspects of reporter assay design, but could also reveal useful information about the 

mechanisms of enhancer (and silencer) action. A key aspect of the molecular 

mechanism of enhancer activity is the need for physical proximity with the target 

promoter, facilitated by DNA looping [62]. However, possibly for enhancers directly 

adjacent to a promoter, looping of DNA is not necessary as bound TFs are in close 

enough contact to activate transcription. The distance at which expression drops off in a 

relatively binary fashion around 150-250bp, described in results shown here and in the 

Davis paper, could represent the distance at which proximity is insufficient and looping 

becomes necessary for contact to continue [137]. It could follow that the corresponding 

decrease in expression is due to looping (at least in a plasmid context) being less 

efficient for activation than permanent proximity of an enhancer and promoter. In 

support of this, a study using an in vitro model system to study E. coli regulatory 

elements found that at 110bp distance, enhancer-promoter communication was efficient 

https://paperpile.com/c/L7chdD/hE1fI
https://paperpile.com/c/L7chdD/ZcmHg
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regardless of plasmid state, but that at 2.5kb supercoiling of plasmid DNA greatly 

increased expression over relaxed DNA, presumably due to a mechanism similar to 

looping where the enhancer and promoter are brought into proximity [193]. A continuous 

decrease in expression with increasing distance is unexpected given that abundant 

evidence points to successful enhancer function even at great distances from promoters 

in the genome. This distance is also coincidentally consistent with the estimated ~200bp 

size of TF-binding promoter-proximal regulatory regions [35]. This suggests that 

enhancer-promoter spacing in episomal assays does seem to accurately model 

genomic behavior and provides support for plasmid assays’ usefulness in studying CRE 

activity. 

 

2.4.5 Inter- and Intra-Plasmid Interactions 

 In addition to having individual activities that are context- and position-

dependent, CREs in reporter assays can have activities that arise from and are 

dependent on the interactions of all the elements. While reporter assays can be 

designed very simply, the simplest being a promoter assay (a gene and a test element), 

a number of more complex assays have also been constructed. These complex designs 

have allowed researchers to manipulate various aspects of regulation, like timing of 

location of expression [194,195]. They can allow for co-expression of multiple genes 

[196], which greatly increases the possible design intricacy [197]. However, as more 

elements are added, the possibility of complex, potentially confounding, interactions 

between assay components increases. Below I present an example of one of these 

effects from my data (Figure 2.9) and discuss and test two possible cases of complex 

interactions that could cause such an effect. In section 2.4.6 I discuss enhancer 

blockers and their role in limiting these effects in reporter assays as well as in other 

plasmid-based systems. 

Figure 2.9 shows two unexpected, concerning effects in our plasmid controls. 

First, the P-∅ plasmid lacks a promoter upstream of the luciferase gene, yet has 

significant expression (>5x) over background signal (cells only - in all other figures this 

was subtracted from signal during normalization and is not shown), and almost twice the 

activity of a plasmid from a different background context with an SV40 promoter (pGL3-

https://paperpile.com/c/L7chdD/HwzqG
https://paperpile.com/c/L7chdD/TKObp
https://paperpile.com/c/L7chdD/eHDwd+BLTob
https://paperpile.com/c/L7chdD/YRRNQ
https://paperpile.com/c/L7chdD/AgWEt
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SV40p). Second, the SV40p in this assay context (E ∅-SV40p) is 28x higher than the 

SV40p in the pGL3 context. While there can be variation between different plasmid 

contexts, this does not seem likely to cause a difference this large, nor should it cause 

expression from a promoterless gene.  

 
Figure 2.9 Expression in a promoterless cassette 
Fold change in luciferase activity over ‘P ∅’ control. P= plasmid with no test promoter inserted (red), E = 
plasmid with no test enhancer inserted upstream of SV40 promoter. pGL3-SV40p is pGL3 vector with 
SV40 promoter (different plasmid backbone than P/E). ‘Cells only’ shows signal from non-transfected 
cells. Three biological replicates (open circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = 
n.s.  
 

 We first considered a possible cause of this expression could be due to trans-

plasmid interactions between co-transfected plasmids within the same cell. The data 

shown here originates from cells co-transfected with a plasmid containing the CRE 

assay, which uses Firefly luciferase as the readout, and a control plasmid bearing the 

SV40 enhancer and promoter, driving Renilla luciferase expression. Renilla luciferase 

expression is used to normalize for variation due to cell death and electroporation 

efficiency (see Methods). We wished to determine whether it was possible for the SV40 

enhancer/promoter on the Renilla plasmid to impact expression on the Firefly plasmid. 

This seemed possible, given that during bulk electroporation or transfection of a cell 

population, there is not an even distribution of one plasmid entering one cell [198]. 

Additionally, in a chromatin context, trans-chromosomal regulation (transvection) is an 

established phenomenon [199], indicating that physically separate pieces of DNA can 

cross-regulate.  

 

https://paperpile.com/c/L7chdD/i3rV7
https://paperpile.com/c/L7chdD/m0TbE
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In order to test for this possibility, a co-transfection test was performed (Figure 

2.10). A minimal plasmid was used, that carries only necessary bacterial elements and 

a cloning site (pX) and has no luciferase genes. The strong, ubiquitous enhancer 

human cytomegalovirus (CMV) enhancer (that is active in K562 cells [200]) was 

inserted into the cloning site to create pX-CMVe. pX with (pX-CMVe) or without the 

CMV enhancer (pX-∅) was co-transfected alongside a plasmid containing Firefly 

luciferase under the control of an SV40 promoter (E-∅), or a CMVe-SV40p-Firefly 

plasmid (E-CMVe).  

pX-∅ and pX-CMVe when transfected individually showed no expression as 

expected. pX-∅ was used as a control for any impact that co-transfection itself might 

have on expression (for instance competing for cellular uptake with its co-transfected 

partner). As shown in Figure 2.10, these co-transfected plasmids do not seem to be 

capable of trans-regulation. Co-transfected pX-CMVe does not increase expression of 

E-∅, and while it does seem to slightly increase expression of E-CMVe, this is be due to 

a slight decrease in the pX-∅ control, and the increase is not nearly the 28x observed in 

Figure 2.9. This suggests that while co-transfected cells can contain multiple plasmids, 

either cross-regulation does not occur, perhaps due to plasmids being separated in the 

relatively large nuclear space, or that if it does occur, it is not at a frequency significant 

enough to impact population-level readouts.   

 

https://paperpile.com/c/L7chdD/WRPHR
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Figure 2.10 Test for inter-plasmid activity using co-transfection  

Co-transfection of a. SV40 promoter-only (E-∅ - red) or b. CMV enhancer-SV40 promoter (E-CMVe - 

green) -containing Enhancer Assay plasmids (E), and another plasmid, pX, without (pX-∅) or with a 
CMVe enhancer (pX-CMVe). pX is a minimal plasmid containing no other regulatory elements and no 
luciferase gene. + indicates a 1:1 copy-number co-transfection of the plasmids listed above and below 
the + sign. Normalized to E-∅ in both charts. Three biological replicates (open circles), error bars show 
standard error, t-test * = p<0.05, p≥0.05 = n.s.  
 

Having established that inter-plasmid interactions are an unlikely cause of the 

effect shown in Figure 2.9, we next looked at intra-plasmid interactions. The data in 

Figure 2.9 is derived from plasmids which were designed as a complex multi-cassette 

expression system used for testing of positive and negative CREs in a high-throughput 

assay. These plasmids contain a secondary expression cassette (defined as a set of 
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CREs immediately upstream of a gene, the gene, and its polyA signal) upstream of the 

luciferase expression cassette where test elements are inserted (see diagram in Figure 

2.11a). We decided to investigate whether the upstream CREs were impacting 

downstream expression. I tested this possibility by generating a series of plasmids with 

deletions of the promoter, enhancer or both, from the upstream cassette in both the 

promoter (P) and enhancer (E) assay plasmids and measured luciferase expression. 

 Deletion of the upstream SV40 promoter in the P construct (Figure 2.11b) did 

not significantly decrease expression from the downstream promoterless luciferase. 

Deletion of the upstream CMV enhancer, or upstream CMVe and SV40p, however, 

ablated expression to levels not significantly higher than background signal. In the E 

assay (Figure 2.11c), deletion of the upstream CMVe or upstream CMVe+SV40p 

reduced expression levels ~20x, bringing the signal much closer to the expected range, 

as compared to the pGL3-SV40p vector (data not shown, 0.55x fold change in this 

experiment). These results strongly support intra-plasmid activity as the cause of the 

unexpected expression patterns in these plasmids.  

 As both cassettes are needed for proper functioning of this assay, we next 

wanted to determine the potential mechanism behind this intra-plasmid activity in order 

to determine how to best address it. Two potential mechanisms are represented in 

Figure 2.11a. The first (red dotted line) is read-through of RNA polymerase II and 

transcription machinery, where transcription does not stop at the polyA signal, and 

continues downstream through the luciferase gene [201]. Promoters are known to be 

able to drive expression of multiple genes in a single plasmid [202]. In this model, 

deletion of the upstream SV40p would prevent loading of transcription machinery and 

prevent transcription of both genes. However, this is not consistent with the lack of 

change in expression in both plasmids after SV40p deletion. The second (blue dotted 

line), represents a looping model, where through looping or supercoiling of the plasmid 

(as discussed above) onto itself allows the CMV enhancer to regulate both the 

upstream and downstream SV40 promoters [193,203]. This model is supported by the 

strong decrease in expression in both plasmids upon CMVe deletion. This does not 

explain the promoterless expression in the P ΔSV40p plasmid, but that could be 

explained by the presence of a cryptic promoter site in the backbone sequence 5’ of the  
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Figure 2.11 Impact of upstream CREs on downstream luciferase expression in a plasmid  
a. Diagrams showing layout of promoter (P) and enhancer (E) assays. Brackets define upstream and 
downstream expression cassettes, dashed boxes are element insert sites. Dashed lines show potential 
cause of activity in downstream cassette: looping activity (blue) or read-through transcription (red). b and 
c. Fold change in luciferase activity for full plasmids, or plasmids with upstream SV40p, CMVe, or both, 
deleted (Δ). Y-axis: top line text is assay type, middle line shows CRE deletions from the upstream 
cassette, bottom shows CRE present in downstream cassette. Three biological replicates (open circles), 
error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s.  
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luciferase gene (Figure 2.3 supports some positive functional activity for this region) or 

the bacterial origin of replication acting as a promoter further upstream (not shown on 

the diagram) as described in Muerdter et al. [185].  

These results represent another example of the importance of both proper 

controls and an understanding of the complexities of assay design, and interrogating 

unexplained aberrations in assay control data. Proper interpretation of data from the full 

high-throughput form of this assay set absolutely requires that elements from the 

upstream cassette be unable to regulate the downstream luciferase gene, as it uses a 

signal inversion between the two cassettes. Regulation of the downstream gene by an 

upstream test element would cause a negation of the signal inversion effect, masking 

the effect of the upstream test regulatory elements and causing high false-negative 

rates. This cross-communication is likely related to the plasmid looping in a way that 

mimics the effects of enhancer- or silencer-promoter genomic looping. While this is a 

source of complication for more complex assay designs, it is also another example of a 

way in which similar principles of CRE behavior apply across episomal and genomic 

assays. A solution to the issues caused by intra-plasmid interactions is the use of 

enhancer blockers as part of plasmid backbones (discussed below). 

 

2.4.6 The Use of Enhancer Blockers in Plasmid Contexts 

Enhancer blockers are particularly important features of plasmids for three main 

types of studies: multi-cassette assays, studies using randomly genomic-integrating 

plasmids, and studies of enhancer blockers themselves. In all of these, proper use of 

enhancer blockers in the correct context is important for preventing inter-plasmid or 

plasmid-chromatin interactions which could confound assay interpretation.  

In any assay with multiple expression cassettes, where it is necessary for correct 

interpretation that the cassettes are regulated separately or where promoter 

interference is an issue, the cassettes must be separated [204,205]. This can be done 

by separating one cassette to a different plasmid, separating them and integrating one 

into the cell or animal genome, or by placing enhancer blockers to separate the 

cassettes on the same plasmid. Each of these approaches has different advantages 

and drawbacks. Using enhancer blockers on either an episomal or plasmid construct 

https://paperpile.com/c/L7chdD/dw7Z9+r4qsn
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has the advantage of guaranteeing that the two cassettes are kept in equal copy 

numbers when transfected or integrated.  

In cases where a plasmid is randomly integrated, either by lentivirus [137,183] or 

transposase [206], there is the potential for position-variegation effects [207] and cross-

regulation. Due to either the spread of heterochromatin which suppresses the inserted 

sequence, or due to the activity of native CREs near the inserted element, variation in 

expression of inserts can occur that is unrelated to activity from the plasmid itself. One 

study estimated a 26% false negative rate in their MPRAs due to integration effects 

when using a lentivirally integrated assay [208]. In the case of gene therapy, these 

effects are especially important, as this can make the inserted construct ineffective or 

cause disease due to elements within the insert mis-regulating genes near the insert 

site [209]. The use of enhancer-blocking insulators inserted into the plasmid, flanking 

the desired insert, can help mitigate these effects by preventing spreading of 

heterochromatin (insulator activity) and contact of enhancers or silencers with insert 

elements (enhancer blocker activity) [112].  

The last case is the use of plasmid-based reporter assays to study the biology 

and mechanisms of enhancer blockers. These studies also necessarily elucidate some 

of the ways that enhancer-promoter communication occurs in a plasmid context, as this 

communication must be present in order to test the ability of enhancer blockers to 

disrupt it [210]. Plasmid-based approaches have been used by a number of studies on 

enhancer blockers [193,203,211].  

 

One of most well-studied enhancer blockers in both plasmid and chromatin 

context, the chicken hyper-sensitive site 4 (cHS4) element, has been used in all 

three of these types of studies and is also the first enhancer blocker to be characterized 

in vertebrates. It is located at the 5’ end of the chicken ꞵ-globin locus, is bound by 

CTCF, and displays both classical insulator and enhancer-blocking activities in 

Drosophila and human cells [107]. Mapping of the 1.2kb cHS4 element identified a 

250bp sequence responsible for the majority of its activity [212], and within that a 

smaller CTCF-binding fragment, F2/3, which is necessary and sufficient for its enhancer 

blocker activity [105], but does not encode insulator activity [106]. Below, I present data 

https://paperpile.com/c/L7chdD/bRkzb+GEu2x
https://paperpile.com/c/L7chdD/LGMQX
https://paperpile.com/c/L7chdD/swNsP
https://paperpile.com/c/L7chdD/Ge6DK
https://paperpile.com/c/L7chdD/zhRGo
https://paperpile.com/c/L7chdD/kvWb8
https://paperpile.com/c/L7chdD/2vRSA
https://paperpile.com/c/L7chdD/d7DbB+HwzqG+fnfyS
https://paperpile.com/c/L7chdD/kEgAy
https://paperpile.com/c/L7chdD/AXYpD
https://paperpile.com/c/L7chdD/FN0PU
https://paperpile.com/c/L7chdD/JdYxK
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using this F2/3 minimal enhancer blocker in the plasmid shown in Figure 2.11 to 

demonstrate how enhancer blockers can be used to mitigate cross-expression cassette 

activity. I test the orientation- and position-specificity of these elements both singly and 

in pairs and discuss the implications of results for the design of enhancer blocker 

assays. I also compare similarities and differences between my results and those of 

past studies into this element and other similar enhancer blockers.  

 

Figure 2.12a shows a diagram of the E plasmid from Figure 2.11, with the three 

insertion sites I used for enhancer blocker testing. The enhancer blocker is made of 4 

tandem, same-orientation copies of the F2/3 element from cHS4, as in Bell et al.’s 

paper, which showed that 4 copies were significantly stronger than one copy [105]. 

Figure 2.12b shows the location of this element within cHS4, and Figure 2.12c shows 

the 4x version, which I call F2/34 (indicated as >> (fw) or << (rv) in bar charts).  

 

 
Figure 2.12 Enhancer blocker test plasmid design 
a. Diagram of plasmid used for enhancer blocker (eb) testing showing the three possible eb insertion 
sites and two orientations. Readout of expression uses luciferase gene (yellow). b. Diagram of cHS4 eb. 
Locations CTCF (F2) and SP2 (F3) binding footprints and intervening sequence within cHS4 shown in 
blue, gold, and gray respectively. c. F2/34 eb construct of 4 tandem fw orientation copies of the minimal 
enhancer-blocking F2/3 footprint region of cHS4. 
 

 I first tested the F2/34 enhancer blocker as a single insert, in either orientation, at 

all three positions (Figure 2.13). The results show that a single element is capable of 

enhancer-blocking activity against CMVe, but only when placed between the two 

cassettes. This activity is independent of orientation, reducing activity by 52% in the 

forward (fw) orientation, (CMV >> SV40p) and 59% in the reverse (rv) (CMV << SV40p) 

(differences n.s.).  

https://paperpile.com/c/L7chdD/FN0PU
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At first glance, this represents precisely the canonical activity expected of an 

enhancer in an enhancer blocker assay. The tested element decreases expression only 

when placed between the enhancer CMVe and the promoter driving expression of our 

reporter gene (luciferase). It only decreases expression by roughly half, but does not 

completely reduce it to promoter-only levels. One explanation is that in a circular 

plasmid, enhancer activity can be bi-directional. This is supported by a paper from the 

same group that characterized cHS4, which shows that complete blocking of enhancer 

activity can be obtained by linearizing the plasmid, or by flanking the enhancer on both 

sides with enhancer blockers [106].  

 

 

Figure 2.13 F2/34 enhancer blocker position- and orientation-dependent activity 
Values shown as percents normalized to CMVe-SV40p construct with no enhancer blockers (green). ∅ 
SV40p is promoter-only control (red). CMVe-SV40p = 25x relative to ∅ SV40p. Three or more biological 
replicates (open circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s. relative to CMVe-
SV40p (at base of grey bars). 
 

This result has important implications for the design of enhancer blocker assays. 

It is possible that weaker enhancer blockers might be missed (false negatives), if, when 

placed between the enhancer and promoter, the enhancer is essentially able to ‘escape’ 

blocking by acting in the other direction around the plasmid. This is consistent with my 

results when testing two tandem cHS4 elements (cHS42) in the same plasmid and 

positions as F2/34 (CMVe >> SV40p) (data not shown). The cHS42 element does not 

reduce activity unless a second copy is added 3’ of the Luciferase gene. When the 

https://paperpile.com/c/L7chdD/JdYxK
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SV40p-luciferase cassette is flanked by cHS42 on both sides, activity is reduced by 34% 

(Figure 2.14). A single cHS4 is likely much more representative of the strength of 

genomic enhancer blockers than F2/34 or cHS42. So for detection of genomic enhancer 

blockers it is important to constrain enhancer directionality either by linearizing plasmids 

prior to transfection (this can decrease transfection efficiency - [213]) or to place a ‘fixed’ 

enhancer blocker on the outside of the enhancer relative to the promoter. (It should be 

noted that this is specific to testing enhancer blocker, not insulator, activity, where 

constructs are chromosomally integrated).  

 

Another explanation for the inability of F2/34 to completely prevent CMVe-SV40p 

communication and for the insufficiency of cHS42 for any enhancer blocking, may be the 

strength of the CMV enhancer. CMV (human cytomegalovirus) is a commonly used 

ubiquitously active strong enhancer [200] that increases expression 25-fold in K562 in 

this plasmid. Figure 2.14 shows the relative strength of a pair of cHS42 elements at 

blocking the CMVe vs an HS2 enhancer inserted in place of the CMVe (same plasmid 

as shown in Figure 2.12). HS2e, an erythroid-specific enhancer from the ꞵ-globin locus 

[214], increases expression 10-fold over the promoter-only control (SV40p), so is about 

half as strong as CMVe, and correspondingly, the enhancer blockers are about twice as 

effective against it. Enhancer-enhancer blocker specificity has also been reported for 

the Drosophila gypsy insulator [215]. The implications of this for enhancer blocker assay 

design are that for identifying novel genomic enhancer blockers, moderate-to-weak 

enhancers might be better suited to detecting genomic-level enhancer blocker activity.  

https://paperpile.com/c/L7chdD/TR5u2
https://paperpile.com/c/L7chdD/WRPHR
https://paperpile.com/c/L7chdD/2XiDX
https://paperpile.com/c/L7chdD/R5vKj
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Figure 2.14 Enhancer-specific activity of the cHS42 enhancer blocker  
Values shown as percent normalized to CMVe-SV40p construct (a) or HS2e-SV40p construct (b) with no 
enhancer blockers (green). ∅ SV40p is promoter-only control (red). Each > or < represents two tandem 
same-orientation copies of the cHS4 enhancer blocker (cHS42) in forward (>) or reverse (<). Three 
biological replicates (open circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s. vs e-p 
control (green). 
 

Another interesting result from Figure 2.13 is the 34% increase in activity when 

F2/34 is placed in the reverse orientation 3’ of the luciferase gene (CMVe SV40p << in 

Figure 2.13). This phenomenon has not been previously reported in any of the studies 

of this element or cHS4. The same F2/34 element decreased expression when placed 3’ 

by Recillas-Targa et al. They only tested it in the forward orientation, not reverse, 

however, and their construct used a different promoter, enhancer and plasmid 

backbone and with the elements in a different order (p - gene - e - F2/34) [106]. Given 

its position directly 3’ of the luciferase’s polyA tail, it is likely that this increase in 

expression is due to either some stabilizing effect on the 3’UTR of the transcript, or to 

secondary structure resulting from the 4x repetitive region or some other sequence, 

which facilitates termination of transcription by physically preventing RNA Pol II from 

progressing.  

 

I next tested the effect of all possible orientation and pair-position combinations 

of F2/34 using the three insertion sites (same plasmid as before shown in Figure 2.12). 

While the Felsenfeld group tested a few of these combinations, this is the first data 

https://paperpile.com/c/L7chdD/JdYxK
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thoroughly testing all possible orientation-position pair combinations of the F2/34 

enhancer blocker element using three positionings. Results are shown in Figure 2.15 

and Figure 2.16.  

A number of different conclusions can be drawn from these data. First, any pair 

of F2/34 flanking either the upstream cassette (CMVe) or downstream cassette (SV40p) 

is as or more effective than a single F2/34 as expected (Figure 2.15). The most effective 

combination was the CMVe >> SV40p >> plasmid, which almost completely (86% 

reduction) blocked enhancer activity. However, even with eight total copies of the F2/3 

CTCF binding sites, there is still some residual activity above the promoter-only 

construct (10% above promoter-only) in this condition. Interestingly, flanking the SV40p-

luciferase cassette was more effective overall than flanking the upstream cassette with 

CMVe, even using the same relative orientations (p=0.037 t-test comparing the 

averages of the two sets).  

Another observation is that differences in activity are not driven by the orientation 

of the central enhancer blocker (between CMVe and SV40p), consistent with the single-

F2/34 data. In Figure 2.13 orientation-specific effects occur when the enhancer blocker 

is positioned outside and not between the enhancer and promoter. Neither are they 

driven by whether the F2/34 are in the same orientation. Variable reports of orientation-

specificity in enhancer blockers have been published, including in Drosophila [216] and 

human cells [111]. Recillas-Targa et al. reported no orientation-specific effect for the 

cHS4 250bp element, but another group did for the 1.2kb cHS4 element [217]. While 

there are orientation-specific differences in paired F2/34 enhancer blockers in my data, it 

appears that they impact the degree of blocking, not completely ablating it, and are 

relatively small compared to positional effects.  

The rest of the position-orientation combinations are shown in Figure 2.16. None 

of these combinations should prevent CMVe-SV40p communication, as the CMVe and 

SV40p do not have an enhancer blocker between them, and except for one condition, 

this is the case.  

  

https://paperpile.com/c/L7chdD/zEq3V
https://paperpile.com/c/L7chdD/Uok8X
https://paperpile.com/c/L7chdD/rqf8l
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Figure 2.15 Impact of cassette-flanking F2/34 enhancer blockers on CMVe-SV40p activity 
Values shown as % normalized to CMVe-SV40p construct with no enhancer blockers (green). ∅ SV40p is promoter-only control (red). Three or 
more biological replicates (open circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s. relative to CMVe-SV40p. 

 
Figure 2.16 Impact of outside-flanking F2/34 enhancer blockers on CMVe-SV40p activity 
Values shown as percents normalized to CMVe-SV40p construct with no enhancer blockers (green). ∅-SV40p is promoter-only control (red). 
Three biological replicates (open circles), error bars show standard error, t-test * = p<0.05, p≥0.05 = n.s. relative to CMVe-SV40p (at base of grey 
bars). 
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The precise mechanism(s) of enhancer blocker activity have not yet been fully 

elucidated. In vertebrates, CTCF is the primary enhancer blocking/insulating factor so 

many discussions of enhancer blocker mechanisms center on its activities. The cHS42 

and F2/34 elements tested here represent classic examples of CTCF-based enhancer 

blocking activity. There are currently two primary models of CTCF enhancer blocker 

activity that both are consistent with different aspects of the above presented data and 

other studies [113].  

The first model postulates some type of ‘processive signal’ [113] that travels from 

the enhancer to the promoter, similar to early ‘tracking’ models of enhancer activity 

[114]. This processive signal could be an active chromatin state spread from the 

enhancer to the promoter. An intervening enhancer blocker would create a nucleosome-

depleted region, preventing the spread of active chromatin. This model is supported by 

a study on the cHS4 enhancer blocker in plasmids, where researchers showed that a 

cHS4 site formed a CTCF-dependent nucleosome-depleted region which interrupted 

spread of an H3 and H4 acetylation domain and “inhibited transfer of RNA polymerase 

from the enhancer to the gene” [176,218]. This processive signal model is helpful in 

explaining the effect of a single intervening enhancer blocker on e-p communication, 

like in Figure 2.13. This could also be one explanation for the results in the flanking 

paired-F2/34 data (Figure 2.15 and 2.17), where the second enhancer blocker is simply 

preventing the enhancer from bypassing the intervening enhancer blocker by sending 

this processive chromatin/RNA polymerase signal the other way around the plasmid, 

reducing activity even further. However it does not explain the orientation- or position-

dependence of the strength of effect, or residual activity that remains unblocked.  

The second is the looping model, which is the dominant model in the field 

currently. In this model pairs of CTCF-bound sites bind to each other, resulting in the 

formation of a DNA loop between the sites, bringing elements within the loop closer, but 

physically excluding/separating them from contact with elements outside the loop [115]. 

This model is also consistent with the paired F2/34 data, where placing an enhancer 

blocker on either side of the promoter or the enhancer leads to formation of a double 

loop in the plasmid, with each element on a separate side (Figure 2.15). This is also 

consistent with three of the conditions in Figure 2.16, where placing the enhancer 

https://paperpile.com/c/L7chdD/yBwzN
https://paperpile.com/c/L7chdD/yBwzN
https://paperpile.com/c/L7chdD/oVk36
https://paperpile.com/c/L7chdD/djtXE+S2ZVD
https://paperpile.com/c/L7chdD/BqCPo
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blockers such that a loop is formed containing both the CMVe and SV40p does not 

result in enhancer blocking.  

A looping model might also explain the orientation- and position-specific effects, 

if a certain combination of enhancer blocker distance and orientation is optimal for loop 

formation. This could perhaps explain the stronger enhancer-blocking effect of flanking 

the downstream cassette, which due to its larger size (2.1kb), places the two flanking 

enhancer blockers roughly on opposite sides of the plasmid, where over the upstream 

cassette (1.6kb) would then form a loop containing about a third of the plasmid. 

Interestingly, in a genomic context, CTCF site convergence/divergence seems to be a 

much more important factor in whether a loop forms or not, than in plasmids shown here 

[219]. For a given position there is no significant difference in effect whether the sites 

are convergent or divergent.  

 

Other notable aspects of the data from Figures 2.14-2.17 also agree with 

observations of CTCF activity. First, CTCF strength is dose-dependent based on CTCF 

copy number [220]. A single F2/34, which has 4 copies, is able to block 59% of activity 

(Figure 2.13), whereas the two copies in a cHS42 are unable to reduce activity (data not 

shown). However, consistent with some observations in literature showing synergistic 

effects of multiple weak CTCF-binding sites [220], these increases in enhancer blocking 

activity do not seem to be entirely linear (additive). Figure 2.17 shows the predicted 

enhancer blocking effect for a pair of F2/34 sites (white bars), based on the summed 

observed effects of the F2/34 sites of the corresponding positions and orientations that 

make up the pair, from Figure 2.13. These values can be compared to the observed 

values from Figure 2.15 and 2.17 (gray bars). For five of these positions, the effect of 

the two F2/34 is additive (marked with a ‘+’ in Figure 2.17), for others there appears to 

be a synergistic effect upon adding the second element.  

 One of the most clearly identifiable trends in these results is stronger enhancer 

blocking when the F2/34 flanked the downstream cassette vs the upstream cassette. 

Combining the two plasmid models and the additivity data suggests that looping is the 

main driver of these differences in activity. Perhaps topological physical constraints of 

plasmid coiling make a looping state more stable when the enhancer blockers are 

https://paperpile.com/c/L7chdD/vPO24
https://paperpile.com/c/L7chdD/DoGfs
https://paperpile.com/c/L7chdD/DoGfs
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placed across from each other, flanking the downstream cassette, where they are 

roughly on opposite sides of the plasmid as mentioned before. Looping could lead to a 

stronger effect than that of the individual elements (synergy). When flanking the 

upstream cassette, looping could be less favorable due to these same constraints. This 

might also account for the impact of element orientation being larger, accounting for the 

difference between the first and second two conditions shown in Figure 2.17. In cases 

where looping is not favorable, the two enhancer blockers are still present and have 

activities according to their independent abilities to block processive chromatin/RNA Pol 

II signaling, which are additive, as looping is not occurring and the elements are not 

interacting. 

Another observed effect is enhancer-dependent enhancer blocking, similar to 

gypsy in Drosophila [215]. A recent study by Hong et al. of three enhancer blockers 

genome-wide showed enhancer-dependent enhancer-blocking activity, based on the 

sets of transcription factors bound by that enhancer [109]. In my data, a set of flanking 

cHS42 are twice as effective against the HS2 enhancer as the CMV enhancer (Figure 

2.14). Finally, the two main anomalies in the data are the increase in expression in the 

CMVe-SV40p<< construct (37% increase - Figure 2.13) and the decrease in expression 

in the <<CMVe-SV40p>> construct (33% decrease - Figure 2.16). This may result from 

a combination of factors. First, CTCF has a variety of activities other than enhancer 

blocking/insulating, that depend on context and binding partners [121]. Second, CTCF-

based enhancer blocking activity is highly sequence-context dependent in the human 

genome [109,220,221].  

 All of these results cumulatively demonstrate the complexity of intra-plasmid 

interactions between cis-regulatory elements, as well as the utility of plasmids for 

studying these interactions through controlled, multiplexed manipulations. Plasmid-

based constructs will continue to be an important tool for interrogating enhancer blocker 

activity and for screening of novel enhancer blocker sequences. Using plasmids to 

better understand their activity and dependencies also allows us to improve our 

understanding of the best ways to leverage them as tools for insulating other plasmid-

based constructs such as those used for gene therapies or more complex plasmid-

based assays.

https://paperpile.com/c/L7chdD/R5vKj
https://paperpile.com/c/L7chdD/r9tXp
https://paperpile.com/c/L7chdD/UxViC
https://paperpile.com/c/L7chdD/tYVSK+r9tXp+DoGfs
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Figure 2.17 Predicted vs observed activity values for flanking F2/34 elements 
Actual values shown as grey bars, predicted values shown as white bars, for a. up- or down-stream cassette-flanking F2/34 pairs or b. 
outside-flanking F2/34 pairs. Magenta + indicates actual vs predicted values are significantly different (potential synergy). Predicted 
values calculated as: (1 - % observed decrease from F2/34 A - % observed decrease from F2/34 B) using data from Figure 2.14 for 
individual F2/34. Observed data (gray) error bars are standard error for (three or more) biological replicates. Predicted value error bars 
are calculated as: square root[(std. error F2/34 A)2 + (std. error F2/34 B)2]. 
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2.4.7 The Impact of Transfection on Cell Function 

The final consideration for plasmid-based reporter assays which I will discuss 

here relates not to the plasmid components, but to cellular responses to the transfection 

process and plasmid uptake itself. The process of introducing foreign DNA to a cell line 

or organism cannot be considered entirely neutral.  

In the case of almost any transfection method for cell cultures, cells must be 

collected, spun, counted, and distributed onto plates. It is challenging to maintain a cell 

culture at 37°C at all times during this process, and so cells are necessarily perturbed. 

Additionally, during electroporation, electric current is used to porate cell membranes 

[163]. Analysis of transfected cells must make the assumption that the perturbations 

necessary to introduce DNA either do not elicit significant biological changes in 

response, or that if these do occur, they are temporary and do not impact the cell at the 

time of readout (24 hours to weeks after). While these assumptions may not be entirely 

correct, there is no option to avoid the impact of cell manipulation. So interpretation 

must take into account that readouts from cell lines may be impacted, however if so, this 

impact is present across all studies using transfected cell lines, and does not mean that 

useful information cannot be obtained.  

If the substrate used is viral, an inflammatory response by the cell is possible 

[163]. However with a viral integrating substrate, readouts can often be taken at a much 

later time point, after this effect may have subsided and DNA is stably integrated into 

the cellular genome. Similarly, presence of plasmid DNA in the cytoplasm after 

transfection can trigger an innate immune response [185]. The cellular transcription 

changes needed to activate factors involved in this response mean that reporter assay 

readout might not be taking place in a cell in its basal state. Muerdter et al. report that a 

majority of the most commonly used cell lines have high expression of genes related to 

the antiviral interferon response pathway [222]. While they reported that this did alter 

enhancer assay results in one cell line (HeLa), they were able to mitigate this effect 

using inhibitors of this pathway [185]. They confirmed that some cell lines do not 

activate this response after transfection, including K562 cells. For any reporter assay 

using interferon-responsive cell lines, researchers may want to consider replicating their 

method using inhibitors to prevent this effect during transfection.  

https://paperpile.com/c/L7chdD/2ux6H
https://paperpile.com/c/L7chdD/2ux6H
https://paperpile.com/c/L7chdD/FJO8p
https://paperpile.com/c/L7chdD/AXAp9
https://paperpile.com/c/L7chdD/FJO8p
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Finally, for experiments using multiple plasmids, such as co-transfection controls, 

promoter interference and resource competition can be an issue. A paper by Di Blasi et 

al. nicely details examples of competition for cellular machinery between co-transfected 

plasmids and provides suggestions for addressing this issue [223]. However in at least 

one case in my data (Figure 2.10), co-transfection of two plasmids containing the CMV 

enhancer did not result in an overall decrease in expression, but actually an increase 

(relative to the appropriate co-transfection control plasmid with no extra CMV 

enhancer), indicating that this effect is perhaps not universal or may not occur in some 

experiments.  

The brief overviews presented here are in no way a comprehensive review of all 

the possible physiological and confounding effects that can result from transfection of 

ectopic DNA into a cellular system. I have presented a few of the main concerns to 

illustrate the importance of an awareness of the entirety of the model system used for 

reporter assays and the potential for confounding or biasing effects due to the biological 

system being used, rather than the elements being tested.  

 

2.5 Conclusion 

The importance of plasmid backbone sequences’ (sequence context) contribution 

to function, the ability of multiple CREs to interact across a plasmid, and the importance 

of orientation/positioning of enhancer blockers, reflect many aspects of known CRE 

function in genomic contexts. While this added complexity requires a closer attention to 

the details of plasmid design, this also supports its strength as a model of genomic CRE 

activity. Understanding the specific biological and disease relevance of a particular 

element in its native context is perhaps best done using other methods, then 

complementing it with reporter assay data. However, for interrogating mechanisms, 

plasmids are a powerful tool due to the ease and control with which we are able to 

manipulate them. They have been used elegantly for decades to help dissect the basic 

mechanisms of CRE elements. However their simplicity can be deceptive, and 

understanding the particulars of any reporter assay design is a crucial step in 

generating informative, reproducible results. While some of these aspects of assay 

https://paperpile.com/c/L7chdD/5AgNA
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design have been apparent for decades, others are more recently emerging or being re-

discovered.  

 

2.6 Methods 

2.6.1 Plasmids 

The Renilla co-transfection control plasmid used is a 3705bp pRL-SV40P 

containing Renilla reniformis luciferase under control of the SV40 enhancer and SV40 

promoter (and a same-orientation AmpR and ori). Except for Figure 2.8 and Figure 

2.10, test plasmids used the same backbone containing ori, AmpR for selection. All 

SV40 promoter, CMV enhancer, and Gateway sites, and Firefly luciferase genes are the 

same sequence, rearranged by restriction-digest and ligation or Gateway recombination 

(attR -> attB). Firefly luciferase and SV40 promoter originated from a pGL3 vector.  

 

2.6.2 Cell Culture 

All transfections listed in this chapter were completed in the human myelogenous 

leukemia cell line K562 (CCL-243TM, ATCC). Cells were grown at 37oC and 5% CO2. 

Cells were cultured in RPMI-1640 complete media made with RPMI-1640+L-glutamate 

media (ThermoFisher, 11875093) containing 10% heat-inactivated FBS (ThermoFisher, 

10437028) and 1x antibiotic/antimycotic (ThermoFisher, 15240112). Cells were passed 

every 2-3 days depending on confluence and were discarded after passage 10.  

 

2.6.3 Transfections 

All transfections of K562 used electroporation with a NEPA21 Electroporator 

(Nepagene). Cells were checked for minimum 75% viability and 50% confluence prior to 

electroporation. Cells were collected by centrifugation at room temperature (RT) at 

100xg for 10min. Supernatant was removed and cell pellets resuspended in 15mL per 

initial 50mL conical of cell culture of RT Opti-MEM Reduced Serum Medium 

(ThermoFisher, 31985062). 500uL was removed and set aside for a cell count and 

viability checks. Remaining cells were centrifuged again at 100xg for 10min at RT and 

the 500uL aliquot counted during this time. After spin, supernatant was again removed 
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and cells were resuspended with fresh Opti-MEM to a final concentration of 1x10^6 

cells/90uL, measured for accuracy by pipette.  

For each condition biological replicate, 99uL of cells was added to 1.5mL 

microcentrifuge tubes containing 11uL pre-aliquoted DNA (see 2.6.3 below). Cell-DNA 

mixtures were mixed by pipette, then 100uL of mixture (90uL cells, 10uL DNA) was 

added to each 2mM cuvette (x3 for biological replicates) (Bulldog Bio,12358-346). 

Cuvettes were electroporated using poring pulse: 275V, 5ms length, 50ms interval, 1 

pulse, 10% D rate, + polarity. Transfer pulse: 20V, 50ms pulse length, 50ms pulse 

interval, 5 pulses, 40% D rate, +/- polarity. Immediately following electroporation of each 

cuvette, 900uL RPMI 1640 complete media pre-warmed to 37oC. Cells were transferred 

to 24-well tissue culture plates by pipette and incubated (as listed above in Cell Culture) 

for 48 hours.  

 

2.6.4 Preparation of DNA for Electroporation 

All data in this chapter were generated using Firefly luciferase expression. DNA 

amount per cuvette was set at 1.5ug of a 5416bp pGL3 plasmid, per 1x10^6 cells, and 

all other plasmids were transfected in molar-equivalent amounts. All were co-

transfected with a pRL plasmid containing Renilla luciferase at a 1:25 molar ratio. DNA 

concentrations were measured by Qubit 43 Fluorometer (Invitrogen) using the dsDNA 

BR Assay Kit (Invitrogen, Q32850). All DNA to be used in a transfection was measured 

at the same time, using the same Qubit dye & buffer mastermix to account for 

measurement fluctuation due to mastermix preparation and room temperature. DNA 

mixes for each condition and replicate were made in a 1.5mL microcentrifuge tube 

containing Firefly DNA and Renilla DNA in molecular-grade water, at a 1.1x scale to 

account for pipetting error. These were made prior to electroporation to minimize cell 

time at RT.  

 

2.6.5 Readout of Luciferase Signal 

Luciferase readouts used Promega’s Dual-Glo Luciferase Assay System 

(Promega, E2920). Readout was done using a GloMax-Multi+ Detection System plate 

reader (Promega, E7081). At 48 hours (+/- 4 hours) post-electroporation, all cells from 
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each well were collected by pipette into individual 1.5mL microcentrifuge tubes. Cells 

were centrifuged at 500xg for 5 minutes. Supernatant was removed by either pipette or 

vacuum except for ~50uL to avoid disrupting the cell pellet. 450uL RT 1x PBS 

(Phosphate-buffered saline, Invitrogen, 10010023) was added and cells resuspended 

by vortexing. Immediately before loading onto luciferase readout plates, cells were 

vortexed again to ensure even suspension. For each biological replicate, 3 wells of a 

white, flat-bottomed 96-well plate (VWR, 82050-726) were each loaded with 50uL of 

cell-PBS suspension. After a full plate was loaded with sample, 50uL of Dual-Glo 

Luciferase reagent was added and mixed by multichannel pipette. The plate was 

incubated for a minimum of 10 minutes prior to readout (maximum 30min). Plates were 

read for Firefly signal at 10 reads per well, removed, and 50uL of Stop & Glo reagent 

added and mixed by multichannel pipette. Plates were again incubated for a minimum 

of 10 minutes, and Renilla signal read at 10 reads per well.  

 

2.6.6 Analysis of Luciferase Expression Data 

The 10 reads taken per well were averaged separately for Firefly and Renilla 

signal to get well values. Background signal was calculated by averaging reads across 

6 wells (2 biological replicates) of untransfected cell controls. Background Firefly signal 

was subtracted from each Firefly technical replicate to get background-adjusted values. 

This was repeated for Renilla signal. Adjusted Firefly technical replicates were then 

divided by the corresponding adjusted Renilla value for that well. A low-expression 

control condition was chosen for value normalization (typically a promoter-only plasmid), 

which varied depending on the experiment. Background adjusted F/R tech rep values 

were individually divided by this control (average of all of its F/R biological replicate 

values). This gave a final fold-change value.  

Normalized F/R = [(F - F cell background)/(R - R cell background)] 

Fold change = (normalized F/R for tech rep) / (bio rep average of normalized F/R for 

control condition) 

Technical replicates were then averaged to get biological replicate values. Biological 

replicates were averaged and final fold change values plotted on graphs. Where 

multiple reads for a condition were taken across different plates or days, or where 
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values are represented as % instead of fold change, values were normalized to correct 

for variation and in order to be able to compare replicates. Normalization was done by 

dividing all values by the ‘high’ control readout for that plate - the same high-expressing 

control plasmid used on every plate within an experiment (for example CMVe-SV40p).  

 

2.6.7 Statistical Testing  

Error of biological replicates is given as the standard error for all graphs 

[standard deviation(bio reps)/square root(# bio reps)]. T-testing was run comparing 

biological replicates using a one-sided, heteroscedastic model and significance 

indicated for that comparison by * if the test showed p<0.05. Unless otherwise indicated, 

on bar charts showing fold changes in expression: error bars represent standard error of 

three or more biological replicates, circles show individual biological replicate values, 

and the number above each bar is the average value of the three biological replicates. 

Where there were replicates from multiple plates/days of the same condition, and 

normalization to the high-expressing control was done, t-testing was run pre- and post-

normalization and if either one of these t-tests gave ≥0.05, the conditions were listed as 

not significant. 

 

2.7 Notes and Acknowledgements 

Jessica Switzenberg helped with construction and design ideas for the plasmids. 

Thanks to Dr. John Moran and Dr. Shigeki Iwase who generously allowed me to use 

their equipment for electroporation and readout. Thanks to Greg Farnum for 

construction of the tricky 4x F2/3 repetitive enhancer blocker element using Emma 

Assembly [161]. The design of the original high-throughput assay that I used for 

exploration of assay design elements in this chapter was originally conceived by Dr. 

Alan Boyle and built by Jessica Switzenberg. The new iterations were a collaborative 

effort between myself, Torrin McDonald, Sierra Nishizaki-Sweiso and Jessica 

Switzenberg. 
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CHAPTER III 

Multiplexed Long-Read Plasmid Validation and Analysis Using OnRamp 

 

3.1 Abstract 

Recombinant plasmid vectors are versatile tools that have facilitated discoveries 

in molecular biology, genetics, proteomics, and many other fields. As the enzymatic and 

bacterial processes used to create recombinant DNA can introduce errors, sequence 

validation is an essential step in plasmid assembly. Sanger sequencing is the current 

standard for plasmid validation, however this method is limited by an inability to 

sequence through complex secondary structure, and lacks scalability when applied to 

full-plasmid sequencing of multiple plasmids due to read-length limits. While next-

generation sequencing (NGS) does provide full-plasmid sequencing at scale, it is 

impractical and costly when utilized outside of library-scale validation. Here we present 

OnRamp (Oxford nanopore-based Rapid Analysis of Multiplexed Plasmids), an 

alternative method for routine plasmid validation which combines the advantages of 

NGS’s full-plasmid coverage and scalability with Sanger’s affordability and accessibility 

by leveraging nanopore’s novel long-read sequencing technology. We include 

customized wet-lab protocols for plasmid preparation along with a pipeline designed for 

analysis of read data obtained using these protocols. This analysis pipeline is built into 

the OnRamp web app, which generates alignments between actual and predicted 

plasmid sequences, quality scores, and read-level views. OnRamp is designed to be 

broadly accessible to researchers regardless of programming experience in order to 

facilitate more widespread adoption of long-read sequencing for routine plasmid 

validation. Here we describe the OnRamp protocols and pipeline, and demonstrate our 

ability to obtain full sequences from pooled plasmids while detecting sequence variation 

even in regions of high secondary structure at less than half the cost of equivalent 

Sanger sequencing. 
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3.2 Introduction 

Cloning of recombinant DNA into plasmid vectors is a fundamental tool of 

molecular biology and central to many discoveries in genetics for decades, including the 

first sequencing of the human genome [224]. It continues to underpin modern-day 

research in genomics, protein expression and purification [225], transcriptional 

regulation [123], and gene therapies [226]. However the standard for plasmid sequence 

validation, an important step in cloning due to the error-prone nature of recombinant 

assembly [227]; [228], is still Sanger sequencing, a PCR-based method invented in 

1977 [229].  

Sanger sequencing uses a PCR-amplification based approach to obtain base-

pair resolution of DNA sequence in stretches of up to 900bp [229]. Despite being an 

important tool for simple, low-throughput sequence validations, Sanger also has a 

number of limitations. These include the need to synthesize target-specific primers, 

inaccuracy in long mononucleotide stretches [230], difficulty sequencing through regions 

with strong secondary structure (such as repetitive elements), and a limit of about 

900bp sequence output per run [231]. While the 900bp limit can be addressed by tiling 

multiple sequencing runs across the same plasmid, this requires synthesis of multiple 

primers and quickly becomes expensive and laborious when applied to multiple 

transformants. As a result, typical Sanger validation protocols involve sequencing only 

the portion of a plasmid that was most recently modified or that contains protein-coding 

sequence, and routine validation of full plasmid sequences after cloning is not standard 

practice. However, we are increasingly recognizing the potential impacts that plasmid 

backbone sequences, structural elements, and bacterial sequences, which are not 

commonly sequence-validated and can vary widely between plasmids, have on 

regulation and activity of other plasmid components. Most plasmids contain multiple 

elements which contribute to function [232]; [233], including bacterial sequences [185], 

which may accumulate undetected errors as a result of spot-check sequencing 

approaches and can impact downstream function. 

High-throughput next-generation sequencing (NGS) does allow for simultaneous 

sequencing of large numbers of plasmids and provides full plasmid sequences [234]. 

However, NGS is cost-prohibitive outside of large-scale approaches, and sample 

https://paperpile.com/c/L7chdD/dpkya
https://paperpile.com/c/L7chdD/Mwlh9
https://paperpile.com/c/L7chdD/KcnSh
https://paperpile.com/c/L7chdD/J1ryA
https://paperpile.com/c/L7chdD/Ad74t
https://paperpile.com/c/L7chdD/VmaTB
https://paperpile.com/c/L7chdD/8DuIJ
https://paperpile.com/c/L7chdD/8DuIJ
https://paperpile.com/c/L7chdD/lhJXo
https://paperpile.com/c/L7chdD/LzqHV
https://paperpile.com/c/L7chdD/XuUG0
https://paperpile.com/c/L7chdD/owcgO
https://paperpile.com/c/L7chdD/FJO8p
https://paperpile.com/c/L7chdD/Q7i5o
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pooling coordination, indexing compatibility issues, equipment cost, and turnaround time 

are major barriers to its widespread adoption and make it unsuited for routine plasmid 

validation. Additionally, NGS does not allow for detection of variation outside of unique 

regions of plasmids in libraries due to the inability to uniquely map short reads to an 

individual plasmid [235].  

With the advent of Oxford Nanopore Technologies’ (ONT) benchtop long-read 

sequencing platform, a new option has become available for plasmid validation. 

Nanopore sequencing platforms can generate reads on the order of megabases and 

have been employed in a variety of applications, including resolving previously 

intractable complex structural variation , whole genome sequencing, targeted 

enrichment sequencing, clinical diagnostics, RNA sequencing, and metagenomics 

[236]; [237]; [238]; [239]; [240]. Nanopore’s read length allows for validation of entire 

plasmid sequences in a multiplexed format, unlike Sanger, and the low cost of the 

platform relative to NGS makes it more accessible. While some groups have applied 

nanopore to the task of plasmid sequencing, they use transposase- and barcode-based 

de novo assembly approaches [241]; [242]; [243]. Importantly, the approaches used in 

these studies all require bioinformatic expertise in order to properly analyze data and 

interpret results from libraries prepared using these methods. In order to take steps 

toward more widespread adoption of full-plasmid sequencing using nanopore, 

accessibility is crucial to address. Researchers who do routine plasmid validation are 

likely to be bench scientists. Therefore, in order to improve accessibility and utility to a 

broader population, it is important to have protocols and analysis tools that not only 

allow for rapid, easy analysis of nanopore plasmid data, but also provide analysis 

outputs which make interpretation as easy as it is for the current validation standard, 

Sanger sequencing.  

Here we present OnRamp (Oxford Nanopore-based Rapid Analysis of 

Multiplexed Plasmids), a tool that leverages ONT’s long-read technology to obtain full 

sequences of pooled plasmids. OnRamp addresses the need for an approach that is 

simpler and more cost-effective than NGS, while providing full plasmid sequences at 

medium-throughput scale in a rapid, amplification- and barcode-free manner at under 

$1.25 per kb, less than half the cost of equivalent Sanger sequencing. OnRamp 

https://paperpile.com/c/L7chdD/Ay4qk
https://paperpile.com/c/L7chdD/oYShR
https://paperpile.com/c/L7chdD/yFGIN
https://paperpile.com/c/L7chdD/N84sU
https://paperpile.com/c/L7chdD/7JIW6
https://paperpile.com/c/L7chdD/yvFUR
https://paperpile.com/c/L7chdD/uI6z0
https://paperpile.com/c/L7chdD/fzEXf
https://paperpile.com/c/L7chdD/RAVg5
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comprises both custom protocols and an analysis pipeline for ONT long-read pooled 

plasmid data, available through the OnRamp webapp (https://onramp.boylelab.org/). 

OnRamp uses a reference-based approach which allows for the viewing of reference-

consensus alignments, alignment quality scoring for rapid identification of correct vs 

incorrect plasmids, and a view of individual read alignments for interpretation of base 

call confidence and detection of sub-population level variation, all through the OnRamp 

web application, making interpretation of sequencing results accessible and simple. We 

describe here custom plasmid preparation protocols for use with OnRamp, testing of the 

OnRamp pipeline using simulated read data, and demonstrate detection of variation 

using real plasmid data across plasmid pools containing both dissimilar and highly 

similar (clonal) plasmid sequences.  

 

3.3 Results 

3.3.1 OnRamp Protocols and Pipeline 

The OnRamp protocols use ONT’s nanopore sequencing platform, which 

requires ligation of DNA ends with specialized adapters used to facilitate sequencing. 

Our method is unique in that it leverages full-length plasmid reads for assembly and 

does not require barcodes for multiplexed runs, which allows for rapid and simple 

sample preparations. Here we provide two methods for plasmid pool preparation for 

OnRamp runs based on the adapter ligation method: transposase-based or restriction 

digest-based (Figure 3.1a). The first uses ONT’s Rapid Sequencing Kit which utilizes a 

transposase to randomly fragment equimolar pooled plasmid DNA and simultaneously 

ligate ONT’s specialized sequencing adapters, to provide compatibility with typical 

nanopore protocols. In the second, plasmids are linearized with a single-cutter 

restriction enzyme (RE), which allows for control of both the number and locations of 

cuts within the plasmid, increasing the likelihood of obtaining full-length plasmid reads 

compared to the transposase-based approach, and which is used for preparation of 

plasmid pools containing clonal or highly similar plasmid copies. Restriction-digested 

plasmids are pooled in equimolar amounts after digestion, end-repaired and mono-

adenylated, then adapters are added to plasmid ends using ONT’s ligation kit.  
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Following adapter ligation, plasmid libraries are loaded onto primed Flongle flow 

cells and deeply sequenced to base-pair resolution over 16-24 hours using ONT’s 

MinION sequencing platform with Flongle adaptor (Figure 3.1b) with single reads 

spanning entire plasmids. Basecalled read files generated by a nanopore run are then 

submitted to the OnRamp web app along with plasmid reference sequence files for 

analysis. The pipeline run by the web app aligns reads using medaka 

(github.com/nanoporetech/medaka) to generate a consensus sequence for each 

plasmid by aligning reads to user-provided references (Figure 3.1c), then consensuses 

are aligned to their matched references using EMBOSS Needle [244] to generate 

optimal global pairwise alignments (Figure 3.1d).  

 
Figure 3.1 OnRamp protocol and pipeline  
Pooled plasmids have Nanopore adapters added by transposase or by digestion & ligation (a) and then 
are sequenced (b). Basecalled reads are provided to the OnRamp webapp, which generates consensus 
sequences (c). Consensus sequences are then aligned to user-provided references to identify variation 
(d). 
 

After submitting a run on the OnRamp web app (Fig 3.2a), users are given 

outputs which include: a sequence-level alignment between reference and consensus 

files showing any insertions, deletions or base substitutions (Figure 3.2b), a quality 

score based on number and length of insertions or deletions (gaps), or base 

substitutions in the consensus relative to the reference (Figure 3.2c), and an Integrated 

https://paperpile.com/c/L7chdD/HvGc1
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Genome Viewer (IGV) [245] view showing read alignments used to generate the 

consensus (Figure 3.2d).  

 
Figure 3.2 OnRamp webapp and analysis display 
a. Image of submission page where users submit read data and plasmid reference files and choose 
analysis settings. b-d. Output generated from example data, including sequence alignments (b), 
alignment quality metrics (c), and IGV viewer panel showing individual reads (d). 
 

 

3.3.2 OnRamp Detects Base-Pair Level Variation in Simulated Datasets 

To assess the ability of our OnRamp pipeline to accurately detect sequence 

variation occurring in plasmids from a mixed plasmid pool, we first constructed 

simulated read data using NanoSim [246], a tool designed to simulate nanopore reads. 

Read libraries were constructed for 30 dissimilar plasmids (average length 4.4kb) of 

known sequence, simulated to be prepared using the ONT transposase rapid adapter 

https://paperpile.com/c/L7chdD/EBnIY
https://paperpile.com/c/L7chdD/CTTvr
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kit, giving randomly distributed read start sites. NanoSim generated 29,984 reads, with 

an average of 967 reads per plasmid, which were pooled and then mapped back to their 

respective references using OnRamp in medaka mode.  

In medaka mode, OnRamp uses the medaka consensus tool to generate 

polished consensus sequences by simultaneously mapping all reads against all 

references to generate best alignments, using reference sequences in place of a draft 

genome assembly. OnRamp mapped on average 614 reads to each plasmid, which 

were used to create 30 consensus sequences. Across these 30 sequences, a total of 

three errors (2 missing single bases at the start of one consensus due to lack of depth, 

and a 1bp gap at a homopolymer run in another plasmid) were observed upon 

alignment back to their reference sequences (1 error per 10 plasmids). Since no errors 

were expected given these reads originated from known sequences, we tested what 

level of read coverage would eliminate these gaps. We repeated consensus 

construction using 500%, 100%, 50% or 10% of the 29,984 reads and measured gaps 

in the resulting alignments (Figure 3.3a). Alignment accuracy varied with read coverage 

as expected, with more coverage giving increasing accuracy. Consensus errors 

consisted primarily of gaps at homopolymers and missing sequence at consensus ends 

due to unequal coverage across the alignments. Additionally, increased errors in calling 

homopolymers is a known limitation of ONT data [247]. 

Next we used this simulated dataset to test OnRamp’s ability to detect indels. A 

simulated read pool generated from a reference plasmid containing a 100, 10, or 1bp 

insertion or deletion was added to the 30-plasmid read pool. We used OnRamp to 

generate polished consensuses as above and results showed that insertions and 

deletions of 100bp, 10bp and 1bp were all correctly identified even at 100 reads per 

plasmid (Figure 3.3b-e). Read count did not impact ability to detect mutations, but 

rather affected whether additional variation occurred elsewhere in the consensus (points 

above the dotted lines in Figure 3.3d and e) as a result of lack of coverage, especially 

at map ends and homopolymers. 

 

https://paperpile.com/c/L7chdD/imHKJ
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Figure 3.3 Detecting insertions and deletions in a plasmid pool using a simulated read 
library  
a. Consensus accuracy vs read coverage - number of gaps in consensus sequence (before indels) for 
simulated read depth experiments at various read coverage. b and c. IGV view of read pileups for reads 
with vs reads without a 100 bp deletion (b) and a 10 bp deletion (c). Deletions highlighted by red boxes. 
Gray top row shows read depth at each position. Below, minus-strand reads (purple) and plus-strand 
reads (red) with inserts (dark purple) and deletions (black). d and e. Number of base-pair differences 
between reference and consensus files for each simulation condition at different read depths. Dotted 
lines indicate expected number of differences due to simulated deletion (d) or insertion (e).  
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3.3.3 OnRamp Correctly Assigns Reads to Highly Similar Plasmids 

We next used simulated data to test OnRamp’s ability to correctly assign reads 

originating from a pool of plasmid sequences with high sequence identity without using 

barcoded sequencing adapters. We created an average of 971 reads for each of 16 

plasmid references differing only by 24bp, 12bp, or 6bp-long unique regions and used 

NanoSim to construct simulated read pools. OnRamp was then used to analyze reads 

and references using biobin mode. In biobin mode, OnRamp scans all provided 

reference sequences for unique sequence to use for distinguishing the references, then 

aligns each read to these unique regions to obtain an alignment score. Two tunable 

alignment scores, context and fine map, are used to assign each read (see methods, 

Figure 3.4 a and b). Each read that meets the scoring criteria is binned to this 

reference and then OnRamp generates a consensus for each plasmid individually from 

its assigned bin of reads using medaka’s consensus tool. Using biobin mode, fewer 

than 6% of reads were assigned to the incorrect reference (Figure 3.4c) and OnRamp 

was able to generate consensus sequences for pools containing plasmids that differed 

only by the 12bp or 24bp markers. For the 6bp marker, consensus sequences 

contained many more gaps due to a low number of assigned reads. We also ran this 

test using OnRamp’s medaka mode (Figure 3.4d), however this is not recommended 

as medaka mode uses non-uniquely assigned reads in consensus generation and can 

lead to read mis-assignment. We suggest using OnRamp’s biobin mode for correctly 

mapping highly similar plasmid pools where there is at least 24bp of unique sequence to 

differentiate the plasmids. For highly similar plasmid pools with less than ~24bp unique 

sequence (for example plasmids that are clonal copies), a simple alternative to the 

plasmid preparation protocol is provided below which works for any amount of similarity.  
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Figure 3.4 Number of correctly assigned reads in different modes for 30 simulated plasmids containing 6bp, 
12bp, or 24bp unique regions 
Reads aligned using biobin mode (a, b) with a fixed fine score, comparing read counts at different context scores (a) or with a 
fixed context score, comparing read counts at different fine scores (b). The number of reads incorrectly assigned using different 
context scores (c). Count of uniquely mapping, correctly assigned reads using medaka mode (d). 
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3.3.4 Nanopore Plasmid Sequencing Reveals Mutations in Real Plasmid Data  

 To evaluate the performance of OnRamp with sequencing of real plasmids, we 

ran four separate plasmid pools containing plasmids of a variety of sequences, similarity 

levels, and sizes, using both the transposase and restriction based protocols, nanopore 

sequenced them, and analyzed them using OnRamp’s pipeline. A 7-plasmid pool was 

prepared using the transposase from ONT’s Rapid Sequencing Kit. This experiment 

generated 6539 reads which passed guppy’s quality filtering, an average of 934 

uniquely assigned reads per plasmid (Figure 3.5a) and a consensus accuracy of 3.4 

gaps per plasmid on average (Figure 3.5 b, d), as measured by per-base differences in 

consensus vs reference.  

The high read coverage and read length generated allowed us to distinguish 

reads and generate consensus sequences from three highly similar plasmids in this run 

that differed only by two 4bp sequences. Additionally, real sequence variation was 

detected in this run (not included in the per-plasmid gap average). A 22bp deletion, too 

small for detection by diagnostic digest & gel electrophoresis, was identified in the SV40 

promoter of two plasmids (Figure 3.5 c, e) and validated by Sanger (Figure 3.5 e-g). 

This deletion occurred outside of a region manipulated by molecular cloning and would 

not normally have been checked and caught by Sanger sequencing.  

The 9-, 15-, and 30-plasmid pools were prepared using the restriction digest & 

ligation method. In the 9-plasmid pool, plasmids had over 1000 reads per plasmid, with 

on average 3256 quality filtered reads per plasmid, and an average of 2.9 gaps per 

plasmid consensus (Figure 3.5 a-d). As in the simulated data, some of these gaps were 

from homopolymer errors and likely related to known issues with correctly calling 

homopolymers in ONT data (see Discussion). In this run, we were able to sequence 

through 4x and 6x 40bp repeats in 6 of the plasmids that were previously intractable to 

Sanger sequencing due to high secondary structure. The high read coverage obtained 

on these runs allows us to identify sub-clonal populations in plasmid sequences, which 

can occur as a result of plasmid recombination during bacterial growth. We detected a 

sub-population level deletion of one of these repeats in a plasmid from this run using 

OnRamp (Figure 3.5 c, h). This high coverage is reflected even in the 30-plasmid pool, 

which averaged 2393 quality filtered reads per plasmid, and minimum of 900 reads per 
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plasmid, generating base-pair resolution for all but one plasmid, which had previously 

failed a diagnostic restriction digest check. This run had 2.8 gaps per plasmid on 

average, excluding a 185bp deletion detected in one plasmid (Figure 3.5 b, c). 

 

Figure 3.5 Real plasmid sequencing experiment characteristics and variant detection  
a. Per-plasmid read depth across pooled sequencing runs. b. Per-plasmid count of bases in consensus 
sequence that differ from reference (gaps). c. Table describing variation contributing to outliers (labeled 
points v-z in panels a and b). d. Table summarizing read and gap data for experiments shown in a and b 
(gap counts do not include variants listed in c). e. OnRamp alignment results showing a 22bp deletion in 
consensus sequence relative to reference f. Sanger sequencing traces showing validation of deletion in 
(e). Traces were continuous across the gap, separated to show deletion (line). g. IGV browser view of 
individual nanopore reads mapping to deletion (red outline) from (e) in an SV40 promoter (green box). 
Left inset: zoomed view. Horizontal black lines are deletions h. IGV view of reads mapping to a clone 
without (top) or a clone with (bottom) a sub-clonal repetitive element (orange boxes) deletion (red 
outline). IGV: Black lines are deletions; dark purple marks are insertions. 
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3.3.5 Validating Plasmid Sequences in Pooled Plasmid Clones 

The 9- and 15-plasmid runs described above all contained some plasmids that 

were clonal copies of each other. Normally, as a result of plasmid pooling, reads 

originating from different clones of the same plasmid (or highly similar plasmids) would 

all map to the same reference, making differentiation of the read source impossible 

without barcoding. However, we were able to successfully leverage nanopore’s long 

read length in a simple alternative restriction-based protocol to differentiate reads 

originating from identical clones in the same pool without the need for barcoding. For 

plasmid libraries containing multiple plasmid clones or highly similar plasmids (≤24 bp 

difference), each clone is cut with a different unique restriction enzyme from its matched 

partners prior to pooling (Figure 3.6a). During analysis, a copy of the same plasmid 

reference sequence is provided for each clone, except with the linear sequence origin 

set at the digest site used for that clone (termed ‘rotated’ reference). While each cut 

clone contains the same total sequence, the alternate digest sites create linear 

fragments (reads) that map precisely to their matched ‘cut’ reference sequence, but 

poorly to the same sequence reference ‘cut’ at any other site (Figure 3.6a). This 

approach is feasible due to the long-read nature of nanopore sequencing, where the 

majority of reads span an entire plasmid.  

 

We validated this approach experimentally using three ~6.5kb plasmids (1,2 and 

3 in Figure 3.6b) which are identical except for a ~500bp region. Five clones of each of 

the three plasmids (a-e in Figure 3.6b) were digested using different restriction 

enzymes for clones within a set (with the closest cut sites 579bp apart) pooled, 

prepared, and sequenced. An average of 2704 reads uniquely mapped when using 

rotated references (Figure 3.6b), compared to 7 reads uniquely mapping to non-rotated 

references, indicating that using different cut locations with clones is sufficient to create 

reads that align uniquely to their matched rotated reference. The 9-plasmid run 

contained 3 sets of clones and one unique plasmid (Figure 3.6c). The sub-population 

level deletion of a repetitive element discussed above (Figure 3.6g) was detected in a 

plasmid that was part of a set of three clones in this run.  
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Figure 3.6 Restriction-digest barcoding for highly similar and clonal plasmids  
a. Diagram of restriction cut-site method for unique read mapping of clonal plasmids using ‘rotated’ references. b. 
Number of reads mapping uniquely to each plasmid in a 15-plasmid clonal test pool. c. Number of reads mapping 
uniquely to each reference in a 9-plasmid mixed clonal run. 
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3.4 Discussion 

3.4.1 Advantages of Long-Read Plasmid Sequencing and OnRamp 

Assessing recombinant plasmid sequence fidelity is an integral part of any 

molecular cloning workflow. While Sanger sequencing is an elegant, cost-effective 

method for low-throughput plasmid validation, it can be inadequate for multi- whole-

plasmid sequencing and handles regions with complex secondary structure poorly. As a 

result, routine validation of full plasmid sequences after cloning is not standard practice 

outside fields like gene therapy, where rigorous validation is required. However, we are 

increasingly recognising the potential impacts that plasmid backbone sequences, 

structural elements, and bacterial sequences, which are not commonly sequence-

validated and can vary widely between plasmids, have on regulation and activity of 

other plasmid components. This has implications especially for the replicability of results 

across plasmid-based studies (and between plasmids within the same study) of gene 

regulation and expression if mutations resulting from cloning or bacterial recombination, 

which can impact function, go undetected. 

As an alternative, high-throughput next generation sequencing’s run cost, 

equipment cost and sample coordination requirements make it inefficient for standard 

plasmid validation workflows outside of large plasmid libraries. Additionally, NGS 

requires amplification, and due to its short-read nature, cannot identify and correctly 

assign mutations outside unique regions in highly similar plasmid pools. With the 

introduction of Oxford Nanopore Technologies' sequencing platforms, sequencing of 

many plasmids in their entirety at high read depth is now possible.  

 

The advent of benchtop long-read sequencing with nanopore technology 

provides an important step toward obtaining full-plasmid sequences by covering entire 

plasmid sequences with a single read. However, to take steps toward more widespread 

adoption of full-plasmid sequencing using nanopore as standard practice, accessibility 

is crucial to address. A primary aspect of accessibility is a lab’s level of programming 

expertise. OnRamp addresses this by eliminating the need for users to have knowledge 

of coding when analyzing nanopore plasmid sequencing data. It is also tailored to be 

easily interpretable, using a custom quality score system to flag plasmid consensus 
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sequences based on fidelity to their reference, and providing multiple readouts in 

formats familiar to molecular biologists and compatible with existing plasmid annotation 

tools. 

OnRamp’s use of reference-based assembly also facilitates its accessibility. 

While some techniques have been published for recombinant plasmid verification using 

ONT, they rely on transposase barcoded libraries and de novo assembly to validate 

plasmid libraries [241]; [242] or are not feasible for sequencing many plasmids 

simultaneously at comparable costs to sanger [243]. Additionally, these approaches all 

require some degree of programming for use of their analysis pipelines. Tools are 

needed for analysis of nanopore-based plasmid sequencing data which are accessible 

to a broad spectrum of researchers, without the need for training in bioinformatics, and 

which facilitate interpretation of results, in order for full-plasmid nanopore sequencing to 

become more widespread as an option for validation.  

Using a reference-based system allows us to provide a consensus-reference 

alignment and alignment quality score to users to facilitate easy identification of 

mutations and simplify validation. It also allows us to integrate with IGV to provide a 

read-level view, which is important as this can provide additional information on plasmid 

sub-population level variation or allow for human interpretation of borderline error calls, 

similar to checking Sanger trace files for overlapping peaks. 

Additionally, ONT’s compact benchtop sequencing platform is much more 

affordable than most NGS sequencing platforms and allows for in-lab sequencing with 

results available as soon as next-day, without the need to ship samples to a core or 

company. OnRamp provides a rapid (0.5-2 hours for preparation, 16-36 hours for 

results) and cost-effective approach for medium-throughput plasmid sequencing. Using 

the reagents and protocols described here, we were able to fully sequence 30 plasmids 

at $1.25 per kb, significantly less than the cost of using Sanger sequencing to obtain 

equivalent data. Additionally, the OnRamp web app facilitates analysis and data 

interpretation in a manner that is accessible to labs without the need for extensive 

bioinformatics support. 

 

 

https://paperpile.com/c/L7chdD/uI6z0
https://paperpile.com/c/L7chdD/fzEXf
https://paperpile.com/c/L7chdD/RAVg5
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3.4.2 Summary of Results 

Testing OnRamp using simulated read libraries demonstrated its ability to 

correctly assign sequencing reads to reference sequences and construct consensus 

sequences even with highly similar plasmids (only 24bp difference). Testing OnRamp 

on real plasmid runs showed that OnRamp provides high sequence read depth across 

plasmid pools, generating consensus sequences spanning entire plasmid lengths at 

base pair resolution (even on Flongle flow cells with as few as 20 pores). The read 

depth we obtained (over 900 reads per plasmid for a 30-plasmid pool) using even 

ONT’s lowest-capacity flow cell (the Flongle), allows for high confidence in base-level 

calls in consensus sequences despite nanopore’s 10% error rate [248].  

The high coverage we obtained also allows for detection of sub-population level 

variation even in a region with complex secondary structure and high clonal similarity 

(Figure 3.5H). These mixed populations will not be represented in consensus files, 

however they can be detected by viewing the read alignments in IGV, which are 

provided as part of OnRamp’s output. This also allows users to interrogate underlying 

read data to determine confidence in consensus sequence base and indel calls should 

they wish. This is similar to Sanger sequencing results, where sequence files do not 

show sub-population structure, but trace files might. Additionally, this mutation (a 

deletion of one of a 6x repetitive element set) likely occurred as a result of bacterial 

recombination after cloning, underscoring the importance of obtaining full-plasmid 

sequencing data rather than running spot-check validations using Sanger. These 

experiments also revealed a 22bp mutation in a functional non-coding plasmid element 

(SV40 promoter) which was previously undetected by diagnostic restriction digests, 

showcasing the ability of the tool to determine uncharacterized structural and sequence 

variation.  

 

3.4.3 Limitations 

A limitation of Sanger sequencing is the tendency for indels to occur after 

homopolymer sequences (sequences with repeats of the same base) [249]. While this 

type of error was also detected in our simulated and real plasmid data, consistent with 

reports of these errors in ONT sequencing data [247], ONT have worked to address this 

https://paperpile.com/c/L7chdD/nGbt3
https://paperpile.com/c/L7chdD/1WbIS
https://paperpile.com/c/L7chdD/imHKJ
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issue. They have improved homopolymer sensitivity with their new R10 pore chemistry, 

which should reduce the rates of errors in homopolymers up to 10bp in length [250]. 

Using OnRamp’s medaka mode to generate consensus sequences, we were 

able to rapidly validate our plasmids based on alignments to reference sequences. 

Some limitations of this approach arise as a result of medaka being a reference-based 

approach, as opposed to an assembly-based method. OnRamp uses a reference-based 

system for analysis, as it is a tool designed specifically for routine plasmid validation. 

While this precludes use of OnRamp for de novo assembly of unknown plasmid 

sequences (an uncommon case in routine screening), there already exist well-designed 

tools for de novo assembly of nanopore data [241]; [242]; [243]. For instance, while we 

were able to detect most variation in our constructs, consensus sequences for plasmids 

with very large indels (>1000bp) or where large portions of the plasmid have inserted 

backwards relative to the reference, could not be generated. However, these large 

rearrangements should be easily detected by complementary diagnostic restriction 

digest tests, which are often a routine step in cloning protocols. Using the alternate 

biobin mode, choosing unique regions in the reference is essential to binning reads. 

Indels in the unique portion of the reference can lead to incorrectly binned reads or 

failure to generate a consensus. An alternative method is to use the clonal restriction-

based method we described to separate reads from highly similar or even identical 

plasmids.  

 

3.4.4 Future Directions 

We designed OnRamp specifically to make reference-based full-plasmid 

sequence validation rapid, affordable, and widely accessible to a variety of labs in order 

to facilitate standardization of routine full-plasmid validation. Other potential applications 

include improving understanding of the rates of bacterial recombination-based errors, 

especially in repetitive sequences, during plasmid production. These errors have been 

observed in our lab, even within Escherichia coli (E. coli) strains designed for direct 

repeat stability. Quantifying recombination frequencies and sequence-dependencies 

across bacterial strains using engineered plasmid models of highly repetitive regions 

would be facilitated by OnRamp’s reference-based alignments and the restriction-based 

https://paperpile.com/c/L7chdD/R9cw9
https://paperpile.com/c/L7chdD/uI6z0
https://paperpile.com/c/L7chdD/fzEXf
https://paperpile.com/c/L7chdD/RAVg5
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protocol. This provides high numbers of full-plasmid fragments which would be needed 

to quantify infrequent sub-population-level events. This could allow for the design of 

plasmids that retain repetitive sites while using less recombination-prone variants.  

The ability to sequence reliably and affordably through repetitive regions using 

long-read technology will also facilitate our ability to model, clone, and study the 

functional impacts of repetitive sequences in plasmids, where sequences are easier to 

manipulate on a per-base and high-throughput scale, due to our ability to reliably 

sequence-validate these constructs. This could have the potential to rapidly advance 

our understanding of the genomic role of repetitive sequences.  

Finally, should the availability of an accessible reference-based tool for 

nanopore-based plasmid sequencing facilitate full-plasmid validation across many labs, 

studies might be made possible to improve the reproducibility of research on regulatory 

element activity. Given the variety of different plasmid backbones used for reporter 

assays, by completing large-scale analysis of plasmid backbone content vs element 

activity, it might be possible to determine which sequences contribute to variability 

across studies of the same elements, and provide a model for plasmid designs which 

improve reproducibility. 

In summary, OnRamp offers rapid, medium-throughput full-plasmid sequencing 

without secondary structure limitations or the need for primers. It provides more 

affordability and simplicity than NGS, and with our streamlined web application, makes 

analysis and interpretation of results accessible and straightforward.  

 

3.5 Methods 

3.5.1 Vector Construction and Maintenance  

Plasmids were constructed using either EMMA [161] or gateway- or restriction-

based cloning methods. The EMMA toolkit was a gift from Yizhi Cai (Addgene kit # 

1000000119). Various parts from the toolkit were used for construction of the vectors, 

and mCherry was cloned from pHR-SFFV-KRAB-dCas9-P2A-mCherry to become a 

usable part. pHR-SFFV-KRAB-dCas9-P2A-mCherry was a gift from Jonathan 

Weissman (Addgene plasmid # 60954 ; http://n2t.net/addgene:60954 ; 

https://paperpile.com/c/L7chdD/2Mjog
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RRID:Addgene_60954) [251]. Expression vectors were grown in either Stbl3 or DH5ɑ 

chemically competent E. coli strains.  

 

3.5.2 Transposase-Based Plasmid Preparation 

For transposase-based preparation, plasmids were treated using the Rapid 

sequencing kit and following ONT’s protocol (ONT, SQK-RAD004). Pooled plasmid 

DNA is brought to 7.5uL using H2O and combined with 2.5uL FRA, and incubated 30°C 

for 1 minute and then at 80°C for 1 minute then put on ice. 1uL of RAP is added and 

mixed by flicking, then spun down and incubated for 5 minutes at room temperature. 

DNA is loaded onto a primed flow cell. 

 

3.5.3 Plasmid Pool Linearization by Restriction Digest & End-Repair 

Plasmid DNA was isolated using the QIAprep Spin Miniprep Kit following the 

manufacturer's protocol (QIAGEN, 27104) and eluted in water. Plasmids were linearized 

by restriction digest using a unique cut site, with times, temperatures and reaction 

volumes varied for other enzymes according to NEB recommendations. Example 

pooled restriction digest: NEB Buffer 3.1 (NEB,B7203S) was added to 1X and the final 

volume was adjusted with nuclease free water to 200uL. SwaI (NEB, R0604L) was 

added according to the total amount of DNA present for linearization (minimum 10 Units 

enzyme per 1 ug DNA), and the sample was digested at 25°C for 30 minutes. Plasmid 

pools were generated prior to digest if all contained the same unique restriction site, or 

after digest for plasmid pools where each plasmid required a different restriction 

enzyme. For plasmids where different restriction enzymes are used on each plasmid, 

heat-inactivation of each enzyme (following manufacturer instructions) or if not possible, 

column cleanup (Qiaquick PCR purification kit, QIAGEN, 28104) to remove enzyme was 

done and is a crucial step prior to pooling to prevent cross-cutting of other plasmids in 

the pool after combination by still-active enzymes. 

Digested plasmids were diluted and pooled into a single 1.5mL microcentrifuge 

tube using the following rules to calculate desired amount of each plasmid: 1. using an 

equimolar amount of each plasmid, 2. a maximum of 1000ng total plasmid for the entire 

pool 3. using at least 10ng of each plasmid and 4. a total of 50uL volume. Amount of 

https://paperpile.com/c/L7chdD/JCw5r
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each plasmid in a pool ranged from 15ng-100ng across experiments in this paper. If any 

digests generated 3’ or 5’ overhanging bases, pooled plasmids were end-repaired using 

1uL (5U) DNA Polymerase I Klenow Fragment (NEB M0210S) with 33 μM each dNTP 

and 1x NEB CutSmart buffer per 1000ng DNA pool, with incubation for 15 minutes at 

25°C, and heat inactivation for 20 minutes at 75°C. Following digestion and end repair, 

A-tailing was completed using 1uL of 10mM dATP and Taq DNA polymerase (NEB, 

M0273S) per 50uL of sample with incubation at 75°C for 15 minutes. 

 

3.5.4 ONT Adaptor Ligation 

For restriction-prepared enzymes, following DNA linearization, end-repair and A-

tailing, ONT’s ligation sequencing kit was used (ONT, SQK-LSK109) to add adaptors. 

One half volume of ligation buffer (4X T4 ligase buffer, 60% PEG 8000), 5uL of T4 DNA 

ligase (NEB, M0202M), and 2.5uL of AMX (ONT, SQK-LSK109) was added to the 

plasmid mixture then incubated on a tube rotator at room temperature for 10 minutes. 

One volume of 1X Tris-EDTA buffer (pH 7.5; Invitrogen, 15567027) and 0.3X room 

temperature SPRI beads (Beckman Coulter, B23317) were added for selection of >2 kb 

fragments. The sample-SPRI bead mix was incubated on a tube rotator for 10 minutes 

on the bench at room temperature. The SPRI beads were washed twice with 100uL of 

Long Fragment Buffer (LFB; ONT, SQK-LSK109) and the sample was eluted in 9uL of 

Elution Buffer (EB; ONT, SQK-LSK109).  

 

3.5.5 Nanopore Sequencing 

Flongle flow cells were loaded into minION sequencers containing Flongle 

adaptors from ONT. Flow cells were primed for the sequencing runs following ONT’s 

standard protocol, using flow cell priming buffers provided by ONT. Briefly, flow cells are 

quality-control checked for a usable number of active pores (~ 0.5-1 pores per plasmid 

was used here as the minimum). Flow cell was washed with FB then SQB buffer mixed 

1:1 with water. DNA prepared from previous steps is mixed with SQB and LB 

immediately prior to loading following ONT’s protocols. 
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3.5.6 Simulated Reads 

NanoSim was used to construct pooled plasmid read libraries. First, a model was 

created using 81,070 reads (N50=6,003bp) from a previous plasmid sequencing 

experiment, and the 30 plasmid sequences (average length = 4,318.7bp) were used as 

the reference genome and input in the characterization set. This model was then used 

to simulate reads from other plasmid references and from references constructed with 

1, 10, 100, and 1000bp deletions and insertions of random sequence as well as 

plasmids with 6, 12, 24bp unique regions.  

 

3.5.7 Bioinformatics Pipeline 

Basecalling was completed using Guppy (Oxford Nanopore Technologies, 4.5.2) 

using the dna_r9.4.1_450bps_hac.cfg configuration and passing reads (Q >= 7) were 

filtered using Guppy or NanoFilt [252]. Adapters were trimmed using Porechop 

(https://github.com/rrwick/Porechop). The OnRamp webapp allows users to use 

Porechop and NanoFilt to trim reads and filter by their chosen q score and read length. 

Reference sequences were generated using SnapGene (https://www.snapgene.com/). 

The reads and references were then used as input for OnRamp during pipeline testing 

and development. The OnRamp pipeline and web tool are then run in either medaka, or 

binning mode, as detailed below.  

The medaka mode uses ONT’s medaka 

(https://github.com/nanoporetech/medaka, version 1.4.4) to create consensus 

sequences and should be used for mixed plasmid pools or for clonal pools prepared by 

restriction enzyme digest (detailed under ‘Validating plasmid sequences in pooled 

plasmid clones’). The medaka consensus module was utilized to generate consensus 

sequences from read pileups using the ‘-g’ flag to stop filling in gaps with draft/reference 

sequence during consensus stitching.  

The binning mode is used for very highly similar sequences, such as those with a 

small unique identifier. The biobin module mode of plasmid sequencing was used to bin 

reads based on unique sequences in the provided references. The biobin mode/module 

searches the reference sequences for unique sequences longer than 3bp and a set is 

constructed for each plasmid reference. Each input read was then aligned to these 

https://paperpile.com/c/L7chdD/SNV1s
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regions using Biopython pairwise aligner with alignment parameters match: 3, 

mismatch: -6, open_gap: -10, extend: -5. Reads were first aligned to an extended 

portion of the plasmid containing 20bp flanking the unique region and assessed using 

the ‘context score’. For reads that passed this threshold, the aligned portion was then 

aligned and scored against the exact unique region and high scoring reads (fine score > 

80) were assigned to the plasmids. Each of the resulting bins was then passed to 

medaka for consensus polishing. 

The resulting alignments are then filtered (MAPQ >= 10) for visualization using 

the Integrative Genomics Viewer (IGV) [245]. Final pairwise alignments were 

constructed between the reference and consensus sequences generated by medaka 

using EMBOSS needle (EMBOSS:6.6.0.0). 

 

3.6 Data Accessibility 

The OnRamp is available through a web app at https://onramp.boylelab.org/. The 

command line version and pipeline used for the application are available at 

https://github.com/Boyle-Lab/bulk_plasmid_seq_web and 

https://github.com/crmumm/bulkPlasmidSeq. All plasmid read data generated in this 

study has been submitted to the Zenodo database under accession number 

PRJNA123456. 
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CHAPTER IV 

Characterization of Cis-Regulatory Activity in the Regulatory Domain Containing 

PRDM1 and ATG5 in Human Cells 

 

4.1 Abstract 

 Studies characterizing single genomic domains in depth have been instrumental 

in illuminating the complex, multi-layer regulatory interactions that occur in a gene’s 

native genomic context. While high-throughput regulatory assays can provide statistical 

support to trends in activity and mechanisms, they necessarily focus on a single isolated 

aspect of regulatory function at a time, where low-throughput assays provide higher 

fidelity and their scale allows for the testing of multiple different functions. However, 

both low- and high-throughput regulatory assays in humans have largely focused on the 

functions of promoters and enhancers until very recently. Given our increasing 

understanding of the prevalence and importance of silencers and enhancer blockers in 

the human genome, studies are needed which incorporate negative regulatory element 

functions into our model of the dynamics of gene regulation. Here I use a region of the 

human genome containing the genes PRDM1 and ATG5, which have important, but 

differing roles in cellular biology and function, to investigate combinatorial regulatory 

interactions at the level of regulatory domains, genes and elements across two different 

cell lines. I test putative cis-regulatory elements in the region in an unbiased manner for 

positive or negative regulatory activity and contextualize this activity to genomic function 

using histone modification and transcription-factor binding data. I present a model for 

the differential regulation of the two genes where cell-type specific expression of one 

gene is modulated by a large number of weak enhancers, and the ubiquitous 

expression of the other is controlled by a small number of strong enhancers. I support 

the mechanisms of tissue-specific silencing of PRDM1 as being related to 

heterochromatin spreading due to loss of an enhancer blocker, rather than active 

silencer activity, and I reveal position-dependent patterns of CRE additivity and synergy 
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related to HS2 enhancer function. Finally, I characterize the internal regulatory logic of 

the strongest enhancer in the region, DHS 16, a candidate ATG5 enhancer. 

 

4.2 Background 

4.2.1 Low-Throughput Multi-Element Studies Elucidate Complex Regulatory 

Dynamics 

The majority of cis-regulatory element reporter assays, especially in humans, 

have focused primarily on mapping and characterizing a single class of CRE, usually 

enhancers or promoters [94]. Yet silencers and enhancer blockers are both known to 

play important roles in transcription regulation [34], are distributed throughout the 

human genome [85], and contribute to cell-type specific regulatory dynamics [83]. A 

gene’s regulatory state is a result of the contributions and interactions of multiple cis-

regulatory elements combined. Thus, in order to generate a complete and accurate 

model of a gene’s regulation, testing for the possibility of both positive and negative 

regulatory elements controlling expression is essential.  

Additionally, cis-regulatory element research is increasingly focusing on high-

throughput studies using massively parallel reporter assays (MPRA) [122,123,253]. 

These studies allow for the characterization of hundreds to thousands of elements 

simultaneously, which provides a number of advantages. For example, the cultivation of 

many putative elements allows for determination of statistically significant trends and 

similarities across each element type, which can contribute to a better understanding of 

mechanism [120]. They also allow for rapid characterization of elements across many 

cell and tissue types, supporting studies of differences in tissue-specific CRE behavior 

and evolutionary trends [254,255]. However, high-throughput approaches also have 

significant disadvantages. These assays often have higher false-positive or false-

negative rates and are more variable in replicability of effect strength than their low-

throughput counterparts, depending on assay design or readout [91]. The primary 

concern however, is that while high-throughput assays are excellent at testing many 

elements at once, they do not generally provide context for the elements’ activities. 

Without follow-up studies to relate a CRE element’s MPRA activity to a specific genomic 

context, tissue type and gene, related transcription factors, histone marks, and/or to 

https://paperpile.com/c/L7chdD/QkYZf
https://paperpile.com/c/L7chdD/OPAHr
https://paperpile.com/c/L7chdD/B7Db4
https://paperpile.com/c/L7chdD/BHgsU
https://paperpile.com/c/L7chdD/KcnSh+LSe0K+9JGex
https://paperpile.com/c/L7chdD/RCzLm
https://paperpile.com/c/L7chdD/2avME+LQ0zm
https://paperpile.com/c/L7chdD/7QO69
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coordinated activity of other elements in the region, namely without the addition of 

functional context, the utility of MPRA data is limited primarily to generalized genome-

wide pattern or mechanistic discovery.  

Low-throughput approaches allow for greater in-depth focus on a smaller number 

of regulatory elements and provide higher-fidelity results. Studies characterizing single 

genomic regions using low-throughput approaches have been powerful tools as models 

for many aspects of CRE activity, mechanism, and interaction in a genomic context. 

Examples include the ꞵ-globin locus [256], the H19/IGF2 region [257], and the SHH 

locus in Drosophila [258]. Once these models were established, successive studies 

were able to build upon initial discoveries to create working models of genomic 

regulatory activity and its complex dynamics. They are also better suited to the study of 

multiple element types due to the cost and effort limitations of building and analyzing 

data from high-throughput libraries for even a single element type. Low-throughput, 

multi-element studies, whether the elements are of the same or different classes, are 

both well-suited and crucial to answering a number of outstanding questions about the 

combinatorial dynamics of gene regulation, discussed below.  

 

4.2.2 CREs Coordinate to Determine Expression Patterns within a Cell and Across 

Cell Types 

Multi-element interaction and coordination is a well-established phenomenon 

among positive regulatory elements. A single enhancer can regulate multiple genes, 

promoters can regulate other promoters [259], and a promoter can be regulated by 

multiple enhancers [260]. Within the set of enhancers regulating a single gene, some 

may be redundant and drive similar expression patterns as others in the set [134,261]. 

In other cases, the activity of multiple enhancers may be additive, or they may behave 

synergistically and combine to produce expression greater than the sum of their 

individual enhancing activities [262,263]. Predicting which elements will behave 

redundantly, which additively, and when, is not yet possible as the precise mechanisms 

underlying these behaviors are not fully understood.  

When adding negative regulatory activity, the complexity and number of potential 

models for gene regulation increases. At the level of a single cell type and state, do 
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silencers and enhancers act additively to produce moderate levels of expression 

through simultaneous action on the same gene, as seems to be the case in episomal 

studies [89], or are silencer and enhancer activation mutually exclusive in the genome? 

During differentiation or in response to signaling, are genes inactivated by the loss of 

enhancer activity, the gain of silencer activity or both? A gene that is expressed in one 

cell state or type could be repressed in another, not only through inactivation of 

enhancers, but by activation of a silencer, or spreading of repressive chromatin marks 

through the inactivation of an insulator. Which of these mechanisms is used and what 

determines in which situations one mechanism is used or another is still unknown. 

These questions are additionally complicated by the preponderance of evidence for the 

existence of dual enhancer-silencer CREs [83,84]. This suggests that in some cases, 

conversion of an already active element through binding of a different class of 

transcription factors, not inactivation/activation of a different element, could be sufficient.  

 

4.2.3 Differential Regulation of Genes within the Same Regulatory Domain 

 To study the set of CRE interactions that regulate a gene, it is important to 

determine which elements comprise that set. This is accomplished using a number of 

different complementary approaches, including functional methods such as detection of 

CRE-gene co-accessibility [71], co-expression of eRNA and mRNA [72], genomic 

deletions paired with measures of expression changes, and localization methods such 

as CRE-gene proximity or presence within the same chromatin loop or insulator 

boundaries, corresponding with a topologically associating domain (TAD) [143]. TADs 

are regions with a higher level of physical contact between elements inside the region 

than with areas sequences outside the domain, as defined by interaction frequency 

measured by high-throughput chromatin capture (Hi-C) methods [264]. TAD boundaries 

are often enriched for CTCF and cohesin binding sites, supporting cohesin-mediated 

looping as the mechanism for their formation, which increases intra-TAD element 

proximity and decreases inter-TAD element contact [143,265].  

TADs are important for defining a gene or set of genes’ regulatory domain, as in 

many cases they correlate with boundaries of histone modifications [266,267], indicating 

they may represent the mechanism by which genomic structure and function are related 
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[268]. TADs also overlap with domains of transcriptional activity [146], so it is to be 

expected that genes within the same TAD would have similar expression levels or 

patterns. Genome-wide expression profiling across differentiating cells did in fact 

demonstrate expression correlation for genes within the same TAD [266,269]. 

Additionally, in enhancer trap assays, reporters that inserted within the same domain 

usually had similar expression patterns [270]. Yet this is not always the case, as in a 

number of studies, TAD deletion or rearrangement had small effects, no effect, or gene-

specific effects on expression within the TAD [271,272]. What mechanisms cause these 

differential patterns across genes when a TAD structure is disrupted, and in cases 

where genes are normally differentially expressed within a TAD, what mechanisms 

regulate this are important questions. Answering these questions also contributes to a 

better understanding of both the role of TADs and CTCF boundaries and the interaction 

of different regulatory processes in determining gene expression. Are these effects 

mediated by enhancer-promoter distance or specificity [113], or by the presence of 

additional enhancer blocker sites within a TAD? Or does this represent a potential role 

for silencers with gene-specific and cell-type-specific activity, which allows for TAD-level 

activation of multiple genes simultaneously across most cell types, except for those in 

which the silencer is active to down-regulate one particular gene? Additional low-

throughput single-domain multi-element studies are needed to address these questions.  

 

4.2.4 Transcription Factors Coordinate to Determine Expression Patterns of a 

Single CRE 

Within a single element, some of the same principles of modularity, synergy, 

redundancy and combinatorial activity can apply. The necessity of multiple transcription 

factors (TFs) for activation allows for modulation of an element’s activity using a more 

complex regulatory grammar, in order to precisely control timing, cell type and signal 

response-related expression. The grammar of a CRE is defined by the constraints of 

number, type, spacing, and orientation of the transcription factor binding sites that 

comprise the CRE [55,273]. Similar to regulatory units made of many CREs, there are 

examples that support a number of different models of how transcription factor 

regulatory logic works within a single element. In the billboard model, TFs bind relatively 

https://paperpile.com/c/L7chdD/tHs9U
https://paperpile.com/c/L7chdD/7AcHQ
https://paperpile.com/c/L7chdD/9lsaf+XqlF5
https://paperpile.com/c/L7chdD/2HYj1
https://paperpile.com/c/L7chdD/JMcLH+nE5Ql
https://paperpile.com/c/L7chdD/yBwzN
https://paperpile.com/c/L7chdD/aRHnN+sHE1k


95 

 

independently and behave additively, with few constraints on their relative positioning 

[274]. The TF collective model incorporates the possibility of more interdependence, 

and included both TF-DNA and TF-TF binding [275]. Finally, ‘enhanceosome’ 

enhancers have the most strict limitations, where specific TF order, spacing, and motifs 

are all necessary for proper function [50]. There are examples of enhancers which 

correspond to each of these models, however it has been suggested that the most 

accurate model for most enhancers reflects various combinations of these models to 

varying degrees [51]. Identifying which CREs fall into which classes based on these 

models could help bridge the gap in our understanding of the connection between 

enhancer sequence and function. Additionally, the models discussed above are based 

primarily on enhancer behavior. More examples need to be explored to determine 

whether the same principles apply to silencer activity. These models might also help 

distinguish CREs that behave as silencers exclusively from those that are dual 

enhancer-silencers, by determining whether the two classes have different TF binding 

logic.  

 

4.2.4 Integration of Regulatory Information Across Multiple Levels 

In order to study the mechanisms of combinatorial element activity as they relate 

to expression dynamics, a model is needed that combines these multiple layers and 

levels of regulation to characterize the interactions and dependencies at both the 

domain, gene, and element levels in the same context. Here I present a study of cis-

regulatory activity for a single regulatory domain in the human genome, in which I test 

for both positive and negative regulatory activity in an unbiased manner. I will present a 

model of the region which encompasses element activities, classes, positional 

dependencies, and additive potential. By studying these activities in two well-

characterized human cell lines from two different tissue types, I am able to add multiple 

additional layers of information on these regions from past studies. Using these 

available datasets I characterize transcription factor binding, histone modifications, 

conservation and chromatin accessibility, to improve the depth of the model. I identify 

tissue-specific patterns of enhancer activity, characterize associations between this 

activity and chromatin state across the cell lines to build a model for gene regulation, 
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discuss variation in positional and synergistic effects of the DHS, and show how 

combinatorial interactions and context-dependence apply at all levels of regulation, 

including at the level of the regulatory domain, the individual element, and the 

transcription factors that drive activity.  

 

4.3 Approach 

4.3.1 Cell Lines  

In order to be able to characterize not just individual regulatory elements, but 

changes in regulatory states of CREs as a result of differential regulation, I chose two 

cell lines which represent different tissue lineages for this study. K562 is a suspension 

lymphoblast cell line isolated from a female myelogenous leukemia patient. They are 

highly undifferentiated erythroleukemia cells which can be differentiated into 

erythrocytic, granulocytic and monocytic progenitors [276]. HepG2 is an epithelial liver 

cell line [277] isolated from a hepatocellular carcinoma of a male patient [278]. 

Importantly, both these cell lines are classified as ENCODE Tier 1 & 2 cell lines 

respectively, meaning that they were chosen by the ENCODE consortium to be 

prioritized for use in studies and so there exist many datasets which have already been 

generated for these cell lines. These include gene expression, transcription factor 

binding, histone modification, DNA accessibility, chromatin contact datasets and more. 

As a result, many additional layers of characterization were already available for the 

elements after they were classified through my regulatory assay testing. Additionally, 

these cell lines are both easily transfectable (K562 through electroporation and HepG2 

via lipid-mediated transfection).  

 

4.3.2 Regulatory Domain 

 The region of chromosome 6q21 in the human genome encompassing the genes 

PRDM1 and ATG5 (chr6:106,525,000-106,790,000) has multiple characteristics that 

make it an ideal model for the study of regulatory dynamics within a TAD and across 

cell lines. First, this 265kb region, encompassing both genes and +2kb upstream +15kb 

downstream of the gene ends, is contained within a single 1Mb TAD, as defined by HiC 

chromatin contact data, taken from Rao et. al 2014 [265], shown in Figure 4.1. In the 
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Figure, TADs are visualized as triangles of darker color, representing more frequent 

interactions between the regions under the triangle than between those regions and the 

adjacent genomic regions (outlined in black). The TAD encompasses a gene desert, 

containing only these two genes, which increases the likelihood that most of the CREs 

in the region regulate the genes in question. The genes are also 77kb apart, minimizing 

complexity compared to regions with multiple overlapping genes, and allowing me to 

interrogate whether or not proximity is a factor in which CREs regulate which gene. 

Reflecting past studies of TAD conservation [143], the larger TAD is conserved (present 

in multiple cell lines across diverse tissues, data not shown), but in K562 there is a sub-

TAD that encompasses the two genes (light blue triangle in Figure 4.1) which is less 

conserved and lost in HepG2. This sub-TAD corresponds to the 265kb region that I 

refer to as the PRDM1-ATG5 regulatory domain. 

Additionally, indicators of regulatory function show variation between the two cell 

lines and across the region within a cell line. chromHMM states (a tool which uses a 

Hidden Markov model for computationally predicting biological regulatory states based 

on histone modifications and ChIP data [279], show (multi-colored bars in Figure 4.1) 

more potential functional enhancer (yellow and orange) and transcribed (green) sites in 

K562 and more repressed (light/dark grey) regions across the region in HepG2 (Figure 

4.1). Using these, one can see that the regions containing ATG5 are very active in both 

cell lines, but the active region which encompasses PRDM1 in K562 is lost in HepG2 

(black boxes). chromHMM states are not sufficient for confirmation of activity but do 

suggest broader trends which indicate interesting regulatory dynamics for this region. 

These dynamics also correspond to differences in gene expression and chromatin 

accessibility (see Figures 4.2 and 4.6e).  
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Figure 4.1 Overview of PRDM1-ATG5 genomic regulatory structure 
HiC maps generated using the 3DGenome viewer (http://3dgenome.fsm.northwestern.edu/), using datasets from Rao et. al 2014 for K562 (left) and 
HepG2 (right) for chr6:105270000-106578000 in hg19. TAD calls for the region from the Rao data are shown by blue/yellow bars under the HiC 
maps, and relative gene positions are at the bottom. chromHMM calls for this region (ENCODE Genome Segments track in UCSC browser) are the 
multi-colored bars just above gene indicators, shown for respective cell lines. Extent of PRDM1/ATG5 active regions are indicated by black boxes. 
Signal key for HiC on left taken from 3DGenome viewer, darker red square indicates higher contact frequency. 
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4.3.3 PRDM1 and ATG5  

 This region is also interesting for its dynamic expression patterns. PRDM1 and 

ATG5, are both contained within the same TAD, but are differentially expressed within 

each cell line, and across the two cell lines (Figure 4.2a, b). This potentially allows us to 

address both the question of what regulatory mechanisms are responsible for 

generating differential expression levels within a TAD, and the question of what 

regulatory element dynamics are responsible for the differences in expression, and what 

the interplay or overlap is between the mechanisms driving intra-domain and inter-cell 

expression differences.  

The gene PRDM1 (Positive Regulatory Domain I-Binding Factor 1), the human 

homologue of mouse BLIMP1 [280], is named for its discovery as a factor bound to a 

regulatory domain in the beta-interferon IFNB1 promoter [281]. PRDM1 is a DNA-

binding transcriptional repressor containing a PR/SET domain and five zinc fingers 

which mediate DNA binding and recruit histone methyltransferases and deacetylases 

[282]. PRDM1 is a member of the PRDM family of genes, which have a number of 

different roles in animal development [283]. PRDM1 has a variety of functions across a 

range of tissues [284]. It is expressed in early heart development [285], and drives 

patterns of gene expression in epidermal (skin and hair) formation [286]. Studies in 

mouse show it is crucial to proper primordial germ cell specification [287] [288] and in 

zebrafish it is involved in neural crest specification [289].  

Outside development, PRDM1 plays a crucial role in innate and adaptive immune 

cell fate. PRDM1 regulates cell function, maturation and proliferation in natural killer 

(NK) cells [290] [291] and macrophages [292]. Its role in regulating B- and T- cell 

function and differentiation has been well-characterized and is an area of ongoing 

interest [293–295]. PRDM1 is also important for maintenance of resident NK- and T-cell 

populations in non-lymphoid tissues such as liver, kidney, skin and gut [296]. As 

expected from its various roles in immune cell development and regulation and its 

function as a negative regulator of p53 transcription [297], misregulation of PRDM1 has 

been linked to poor outcomes in cancers such as lung cancer [298], in B-cell, NK-cell 

and T-cell lymphomas [299,300], and in pancreatic duct adenocarcinoma [301].  
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Figure 4.2 PRDM1 and ATG5 expression in K562 and HepG2 cells 
a. Expression for PRDM1 and ATG5 in K562 (blue) and HepG2 (magenta) taken from the Human Protein 
Atlas database. Values represent TPM (transcripts per million) normalized by HPA for comparison across 
tissues (nTMP). b. RNA-seq paired 200bp signal for PRDM1 and ATG5 polyA-total cell RNA for HepG2 
and K562, shown under their respective gene structure diagrams (only 3’ end of ATG5 shown). 
Visualized using UCSC genome browser. RNA signal peak heights are displayed on the same scale for 
PRDM1 and ATG5. 
 

ATG5 (Autophagy-Related 5) is a member of the family of autophagy-related 

genes [302]. Autophagy is a highly conserved cellular process involving the degradation 

and recycling of organelles and proteins which occurs as part of normal physiological 

processes, or in cases of cellular starvation or infection [303], and ATG5 is a key protein 

in this pathway [304] [305]. ATG5 binds with ATG12 to form a complex essential for 

creation of an autophagic membrane [306]. As a result, ATG5 is an essential gene for 

cell function [307]. Mice which are ATG5-null only survive a day after birth [308], and 

ATG5-null mouse embryos fail to develop past the 4- to 8-cell stages (null oocytes 

fertilized with sperm wildtype for ATG5 can develop) [309]. Only one genetically 

inherited pathogenic mutation has been reported for any of the ATG genes in humans - 

in ATG5. The mutation resulted in a hypomorphic allele which reduced its binding 

affinity for ATG12, and was associated with autosomal recessive spinocerebellar ataxia-

25 [310]. The role of autophagy and ATG5 in neural function is also supported by 

studies in Drosophila, where loss of ATG5 causes motility defects and severe ataxia 

[310], and in mouse, where ATG5 deficiency in neurons creates motor function deficits 

and neurodegeneration [311].  

ATG5 is also involved in apoptosis through a cleaved form of the protein [312], 

and in regulation of lipid storage in hepatocytes [313]. Like PRDM1, it plays a role in 
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immune cell function in multiple ways, and is important for B- and T-cell development 

and proliferation [314] [315] and for MHC II presentation in dendritic cells [316]. More 

directly, the autophagic system itself can act as a part of the innate immune system 

[317]. Also similar to PRDM1, ATG5 is implicated in a number of cancers, however its 

role is more complicated. Normal autophagy can act as a cell death mechanism, or 

allow cancer cells through increased autophagic activity to survive [318,319]. ATG5 is 

downregulated in colorectal cancer [320], and has been studied in both K562 cells [321] 

[322] and HepG2 cells [323], in models of myelogenous leukemia and hepatocellular 

carcinoma, in both cases to study the role of autophagic processes in drug 

resistance/susceptibility. 

Genome-wide association studies (GWAS) have associated SNPs in the 

PRDM1-ATG5 region (between the two genes) with susceptibility to systemic lupus 

erythematosus (rs6568431, rs742108) [324] and rheumatoid arthritis (rs548234) [325]. 

Both of these diseases are auto-immune in nature, and as discussed, both ATG5 and 

PRDM1 have been linked to immune function.  

ATG5 is ubiquitously expressed at similar levels across many tissue types, 

consistent with its role in basic cellular process, but PRDM1 has a wider range of 

expression values and higher tissue-specificity, consistent with its roles in immune 

function and in development of specific tissue types. Given the importance of both of 

these genes for cellular function, it seems that mechanisms must be present in their 

genomic space which ensure precise, and separable, spatiotemporal control of 

expression in spite of their co-localization within a single domain of chromatin 

accessibility. Using these two genes as a model allows for interrogation of what those 

mechanisms are or are not.  

 

4.3.4 Element Choice 

 The goal for this study was to test for the presence of all possible CRE element 

types in as unbiased a manner as possible, so as to include the potential for discovery 

of silencers and enhancer blockers as well as enhancers. While some combinations of 

histone marks and transcription factor binding can be predictive of enhancer activity, 

these trends are not always correctly predictive and may bias studies to focus only on 
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enhancers that follow ‘model’ characteristics, excluding interesting edge cases. For 

silencers, there is not as of yet a predictive set of chromatin marks or factors available 

despite attempts to find such predictive factors across a number of high-throughput 

studies [84,85]. Studies of enhancer blockers often focus on CTCF-binding sites but 

may in the process be selecting against the detection of other enhancer blocker types 

[108].  

In order to choose regions with as little bias for element type as possible, I used 

only chromatin accessibility, across at least one of a number of cell lines (including but 

not exclusive to K562 and HepG2) as my metric for candidate region selection. 

Accessibility is an indicator of function, as active CREs are bound by various 

transcription factors which mediate their activity, and to bind DNA, these factors must 

displace nucleosomes to make binding sites accessible [97]. This results in regions of 

accessible chromatin which can be mapped using assays which leverage the 

inaccessibility of nuclease-wrapped chromatin to enzyme digestion or transposase 

activity. In DNase-seq, accessible DNA is digestible with DNaseI (DNaseI 

hypersensitive sites or DHS), while nucleosome-wrapped DNA is protected. Protected 

(non-cut) DNA fragments can be purified, sequenced, and mapped, then read pileup 

signal inverted to show where DNase was able to cut, creating peaks of signal [326]. I 

visualized existing DNase-seq datasets from ENCODE (Duke) for a number of cell lines 

using the UCSC Genome Browser to locate regions of chromatin accessibility within this 

region that fell outside gene promoters or exonic sequence.  

Twenty regions in total were chosen for testing, encompassing 16 elements, with 

three split into multiple fragments where the region had alternate adjacent accessibility 

peaks across the cell lines. The size of the DHS regions varied (from about 500bp to 

1100bp) as they were chosen to include at least the sequence underlying DNase-seq 

signal peak calls (shown as bars above peaks in figures, indicating regions with the 

most signal) and often a larger region to encompass the full accessible regions, which 

varied in size. Figure 4.6c and 4.7b show the genomic locations of the cloned regions, 

which were isolated from the genome using PCR (polymerase chain reaction) and 

cloned into an assay panel (Figure 4.3). The regions tested include a number of, but 

not all of, the peaks in K562 and HepG2 in this region, as some regions were resistant 
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to cloning even after multiple attempts. Regions were chosen from the region stretching 

from just upstream of PRDM1 to within the 3’ end of ATG5. A number of regions were 

also included which are not in accessible chromatin in K562 or HepG2 but which were 

accessible in a number of other cell lines. The tested regions are referred from here on 

forward as DHS 1-34.  

 

4.3.5 Assay Design 

 Each one of the DHS elements isolated by PCR was cloned into three different 

plasmid based CRE reporter assays, to be tested for enhancer, silencer, and enhancer 

blocker activity. This assay panel (shown in Figure 4.3) was built using a firefly 

luciferase gene for readout, an SV40 promoter (SV40p) [327], and for the silencer and 

enhancer blocker assays, the HS2 enhancer (HS2e), an erythroid-specific enhancer 

from the beta-globin locus (Tuan et al. 1989).  

 
Figure 4.3 Enhancer, silencer, and enhancer blocker assay panel 
a. Components of each assay e-enhancer, eb-enhancer blocker, si-silencer. Test element (or control r33 
neutral sequence) insertion site shown as dashed box. Spacer is 750bp neutral sequence. b. Expected 
impact of inserting each element type (columns) in each assay (rows), relative to control expression (up, 
down or no change). 
 

In this panel, DHS are classified as enhancers if they increase activity in the 

enhancer assay, silencers if they decrease expression in the enhancer or silencer assay 

alone or both the silencer and enhancer blocker assays, and enhancer blockers only if 

they decrease expression in the enhancer blocker position but not in the silencer 

position (Figure 4.3b). 

The assays also included a number of modifications beyond typical regulatory 

assay designs intended to control for potential confounding effects discussed in Chapter 

2. In order to prevent HS2e upstream or looping bypass of any tested enhancer 

blockers, a fixed F2/34 enhancer blocker element (four copies of the core CTCF-binding 
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footprints from cHS4 which have eb but not insulating activity) was added 3’ of the 

luciferase’s polyA tail. This means that any DHS inserted into the enhancer blocker 

position would lead to the HS2e being flanked with enhancer blockers, generating a 

stronger effect. 

Additionally, given the evidence for the potential impact of enhancer-promoter 

spacing on expression, and the wide range in length of my tested products, a 750bp 

(average size of my DHS regions) ‘neutral’ spacer sequence was inserted between the 

enhancer and promoter in the silencer assay. This element was tested functionally to 

establish that it did not alter expression upon addition to the assays in the panel (data 

not shown). This spacer is of importance primarily for enhancer blocker testing. Without 

the spacer, the HS2 enhancer is 50bp away from the SV40 promoter. Any element 

inserted in the enhancer blocker position would move the HS2e at least 500bp further 

away from the promoter (expression dropoff in my test and Davis et al. [137] showed a 

dropoff in expression starting around 150-250bp). This could result in a decrease in 

expression that mimics enhancer blocker activity as it would not be an effect present 

when the element was tested in the upstream position in the silencer assay, but would 

be unrelated to enhancer blocking activity. In order to be able to better compare 

expression and element activities across the assay panel, the fixed F2/34 enhancer 

blocker and the spacer sequence were added across all three assays, such that all 

assays have the exact same sequence content as much as possible.  

The dashed boxes that show test element insertion positions are receiver sites 

for Gateway cloning. As demonstrated in Chapter 2, base plasmids with these sites do 

not make good controls. For all three assays, a control neutral sequence, the 750bp 

random r33 sequence tested in Chapter 2, was cloned via Gateway reactions into the 

test site. In all following figures and experiments, the ‘e’ ‘si’ and ‘eb’ controls used are 

these base assays with this r33 sequence inserted. For si and eb assays, the e control 

represents the ‘low’ expression control and is shown in red (SV40p levels of 

expression), and the respective eb/si control plasmids are the ‘high’ expression controls 

and are shown in green (SV40p and HS2e expression). DHS regions were similarly first 

cloned into pEntr1a Gateway donor vectors then inserted into all three assays by 

Gateway. See section 4.6.1 in Methods for details.  
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4.4 Results 

4.4.1 Assay Panel Validation Using Positive Controls 

I first tested my assay panel using known functional regulatory elements to 

establish that each assay can detect regulatory activity as expected and establish the 

ranges of expression of the assay within a relevant biological context. Figure 4.4 shows 

the results of these tests in K562 cells. Two enhancers were tested in the enhancer 

assay: CMV (human cytomegalovirus), a ubiquitous strong enhancer [200], and HS2. 

The T39 silencer element, characterized in K562 by [81], shows 40% silencing activity 

in the silencer plasmid, but no change when placed downstream of the enhancer in the 

eb plasmid. This is consistent with previous reports of position-dependent silencer 

activity [89]. The F2/34 enhancer blocker shows strong activity reduction (69%) in the 

eb, but not the si assay, as expected.  

 

4.4.2 Enhancer Assay: DHS Activity in K562 and HepG2 Cells 

 Candidate DHS (locations shown in Figure 4.6c) were first tested in the 

enhancer assay in K562 and HepG2 cells (Figure 4.5 a & b). Interestingly, all tested 

regions increased expression to some degree in K562 cells except for DHS 9.2, and 

none showed silencing activity. In HepG2, only ten regions increased expression, and 

two showed potential silencing activity (DHS 11, 30 - patterned boxes). One reason for 

19/20 regions in K562 showing increased expression could be some undetermined, 

non-specific effect of inserting sequences causing increased expression independent of 

enhancer function. If this is the case, this effect does not seem to be the same between 

the two cell lines. Regardless, in order to account for this possibility, we consider only 

regions which have expression ≥ 200% as putative enhancers, shown as grey bars in 

Figure 4.5. Using this cutoff, 14 regions act as weak enhancers in K562, and 6 in 

HepG2. The strongest enhancers for each set (above 300% in K562 and above 200% in 

HepG2) include DHS 1, 3, 10, and 16 in both cell lines, but the HepG2 set additionally 

includes DHS 19 & 25.1. DHS 19 and 25.1 are also the only regions to have higher 

expression in HepG2 than K562 and only DHS 13, 15.1 and 16 show the same 

expression levels across both assays. 

https://paperpile.com/c/L7chdD/mTHPH
https://paperpile.com/c/L7chdD/MWHZL
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Figure 4.4 Validation of assay panel using positive controls 
Fold or percent change in expression vs control plasmids for E, SI, and EB assays. Diagram of assay 
used shown below diagrams, with insert site shown as dashed box and fixed spacer fragment as grey 
box, luciferase in yellow. Assay plasmid identity on top line of X-axis labels in capitals, inserted element 
shown on second line, with element class in *lowercase. a. Fold change in luciferase activity over E 
assay control shown in red (neutral r33 sequence in test site-SV40p) of HS2 and CMV enhancers 
inserted in test site. b. Percent change in expression relative to SI control plasmid (green) of T39 silencer 
and F2/34 eb controls. Same E control from panel a in red. c. Percent change in expression relative to EB 
control plasmid (green) of T39 silencer and F2/34 eb controls red E control same as in a and b. T-test vs 
respective controls p<0.05 indicated by *. 3 biological replicates shown as open circles, error bars 
represent +/- standard error. 
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Figure 4.5 DHS activity in enhancer assay for K562 and HepG2 
Top panel - K562, bottom - HepG2. Red bar is enhancer assay control, set as 100% expression (SV40p). Expression ≥ 200% shown as grey bar, 
100%-200% white, and <100% as hashed diagonal lines. Top panel, all DHS t-test p<0.05 for expression above control, except DHS 9.2 (n.s.). 
Bottom panel, p<0.05 indicated by *. Biological replicates (3 or more) shown as open circles, error bars represent +/- standard error.  
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Both DHS 11 and DHS 30 are potential examples of dual enhancer-silencer 

elements, showing increased expression in K562 (245% and 173%) and statistically 

significant activity below SV40p levels in HepG2 (78% and 79%). However these 

regions are not in accessible chromatin in either cell line and so this activity is 

considered episomal specific, not reflecting their native regulatory role, where they are 

inactive. 

 

4.4.3 Contextualizing Enhancer Assay Results 

In order to put these results into a meaningful context, we looked at activity 

alongside chromatin data (Figure 4.6) and transcription factor binding (Figure 4.7) for 

these regions. The smaller number of enhancers, overall lower activity, and presence of 

silencers in HepG2 but not K562, matches what is expected from looking at chromatin 

accessibility and chromHMM predictions for the region these DHS are part of (Figure 

4.6). K562 has many more chromatin accessibility peaks in this region, and has histone 

modifications associated with activity (green, yellow, red on chromHMM tracks). In 

HepG2, there are only four distinct accessible regions, and histone modifications 

indicate largely repressed chromatin all the way up to ATG5.  

 Looking at how genomic data supports episomal results, we see that in K562, all 

7 tested DHS with chromatin accessibility peaks (Figure 4.6) showed enhancer activity 

in the episomal assay, indicating consistency with episomal results. Of the 10 DHS not 

accessible in K562, 6 showed enhancer activity in the assay, but two of these have 

evidence of some TF binding, indicating that some of these results (4/20) are likely not 

relevant within a genomic context.  
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Figure 4.6 Map of DHS activity in chromatin context for K562 and HepG2 
a. Basewise evolutionary conservation across 100 vertebrates by phyloP. Conserved sites shown in blue, evolving in red, peak height is |-log(p-
value)| under null hypothesis of neutral evolution. b. PRDM1 (two isoforms) and ATG5 3’UTR and last exon locations. Exons are blue boxes, 
introns are lines. c. Locations of DHS tested and their genomic positions. DHS 9, 15, 25 were tested as two halves, shown as black and grey 
boxes. Red boxes are PRDM1 promoters. Open boxes a-d mark potentially functional sites that were not tested. d. Activity from Figure 4.5a-b for 
K562 and HepG2 mapped underneath respective DHS at the same scale. Peak heights are to scale. Green are enhancers, red are silencers. e. 
chromHMM genome segmentations, predictions based on histone modifications, CTCF, and RNA Pol II, are colored horizontal bars (see key for 
color codes). Open chromatin by DNaseI HS from ENCODE/Duke. Peaks shown in blue for K562 and magenta for HepG2. Peak calls for enriched 
DHS signal are black/grey boxes above peaks. Signal for both tracks uses the same scale and p<0.01 cutoff. PRDM1-ATG5 genomic region with 
DHS sizes, marks and locations kept to scale. Red vertical boxes mark PRDM1 promoters, dashed boxes highlight DHS active in HepG2. Peak 
views from UCSC genome browser, hg18.  
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TF binding data also supports enhancer activity for DHS. Figure 4.7 shows 

binding sites from ChIP-seq datasets for K562 and HepG2. TFs listed represent any 

that are bound at three or more DHS in K562, or at any DHS in HepG2. Other than 

PRDM1’s promoters (red boxes), there are seven total high TF-occupancy sites in this 

region in K562 cells (there are half as many available TF datasets for HepG2 as K562, 

so there are fewer bound TFs but also less data overall). Of these DHS 1, 3, 14, 15.3 & 

16 all behave as enhancers in the episomal assay (these regions also have supporting 

DHS peaks). Two other regions, marked as c and d, were not tested due to cloning 

limitations, but also have strong evidence of high TF binding and accessibility, 

supporting enhancer identity, as well as regions a and b. 

 Histone modifications in DHS also largely show consistency with assay activity 

(data not shown here, taken from ENCODE Broad histone datasets). Almost all of the 

same peaks with accessibility and high TF binding in K56 show enrichment of H3K4me1 

over H3K4me3 signal, and p300 binding. DHS 16 has all of these characteristics, and 

also H2K27ac signal, all strong correlative markers for enhancer activity [328]. The two 

strongest enhancers in HepG2, DHS 16 and 25.1, are in open chromatin, and are the 

only regions in HepG2 with any H3K4me1 signal (with higher K4me1 vs me3) other than 

promoters. Additionally, DHS 11, which is a silencer in HepG2, shows enrichment for 

H3K27me3 signal in HepG2, one of the few marks associated with a class of silencers 

[87]. 

https://paperpile.com/c/L7chdD/fAuMe
https://paperpile.com/c/L7chdD/pegl8
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Figure 4.7 Map of DHS TF binding and chromatin context for K562 and HepG2 
Red vertical boxes mark PRDM1 promoters, dashed boxes highlight DHS active in HepG2. a. PRDM1 (two isoforms) and ATG5 3’UTR and last 
exon locations. Exons are blue boxes, introns are lines. b. Locations of DHS tested and their genomic positions. DHS 9, 15, 25 were tested as two 
halves, shown as black and grey boxes. Red boxes are PRDM1 promoters. Open boxes a-d mark potentially functional sites that were not tested. 
c. chromHMM genome segmentations, predictions based on histone modifications, CTCF, and RNA Pol II, are colored horizontal bars (see key for 
color codes). Open chromatin by DNaseI HS from ENCODE/Duke. Peaks shown in blue for K562 and magenta for HepG2. Peak calls for enriched 
DHS signal are black/grey boxes above peaks. d. Transcription factor binding ChIP-seq data from ENCODE 3. On the left side, TFs which bind 
one or more DHS in HepG2, or at least 3 DHS in K562 are listed (TF name in blue means there is no data for that TF in HepG2). A bar under a 
DHS location indicates a ChIP signal for that factor in that DHS (not to scale with ChIP peak size). Blue box means the TF binds in K562, magenta 
in HepG2, lighter colors indicate a low signal or peak in only one replicate. ‘Other’ indicates at least one TF not listed here bound at the site. Open 
boxes indicate no evidence of any TF binding for that cell type at that DHS, in ENCODE 3. Coordinates are for hg18. 
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4.4.4 Silencer and Enhancer Blocker Assay Results 

 All DHS were also tested in the silencer and enhancer blocker assays in K562 

cells (Figure 4.8). None of the tested regions showed silencer activity in K562. This is 

consistent with enhancer results and the model for PRDM1 activity in K562 cells. 

Neither did any of these elements show enhancer blocker activity. Predicted enhancer 

blockers DHS 3 and 5 both show enhancer activity only, despite binding the known 

human enhancer blocker factor CTCF. While DHS 11 and 30 showed potential silencer 

activity in the enhancer assay in HepG2, they were not tested in the si and eb assays in 

HepG2.  

 Despite the lack of NRE activity for these elements, two interesting effects were 

revealed by the use of the si and eb assays and the use of an assay panel rather than a 

single assay type - positional effects and synergistic effects. These effects both relate to 

the presence of the HS2 enhancer in the si and eb plasmids. As the majority of the DHS 

tested as enhancers in K562, in the si and eb assays which contain HS2e, the 

combinatorial effects two enhancers can be assessed.  

 Positional effects are detectable at both an assay- and DHS-specific level 

(Figure 4.8). At the assay level, overall expression for DHS is higher in the silencer 

assay (DHS upstream of HS2e), and lower in the eb assay (DHS downstream of HS2e) 

- indicated as a blue + above the bar for that DHS. It seems that for most of these 

elements, the DHS has little contribution to expression when placed downstream of 

HS2e, but can impact expression when upstream of it. A potential explanation for this is 

discussed in Section 4.5.2 below. At the DHS level, the strength of this positional effect 

varies. DHS 12 doubles expression equally in either position (up-199% / down-222%). 

Bigger positional differences seem to be driven not by changes in activity across the 

enhancer blocker assay (DHS-down), but by increases in activity in the silencer assay 

(DHS-up).
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Figure 4.8 DHS activity in silencer and enhancer blocker assays 
Top panel - silencer assay (upstream DHS), bottom - enhancer blocker assay (downstream DHS) results. Red bar is enhancer assay with control 
in test position (ctrl-SV40p), green bar is si or eb assay with control (ctrl-HS2e-SV40p or HS2e-ctrl-SV40p), set to 100%. For both assays, grey 
bar = t-test p<0.05 for expression above control, white is p>0.05. Biological replicates (3 or more) shown as open circles, error bars represent +/- 
standard error. Blue + shows significantly increased normalized expression values for the element in si vs eb assay (- is decreased si vs eb). 
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4.4.5 Additive and Synergistic Activity of Multiple DHS Enhancers  

This positional effect is also connected to enhancer synergy, the second effect 

revealed through the use of these assay panels. Previous studies have characterized 

the effects of two combined enhancers on gene expression to be either additive (activity 

of both = sum of individual activities), sub-additive (activity of both is less than sum of 

parts), or synergistic (activity of both is more than sum of individual activities) [262]; 

[263]. In order to determine which of these effects may be present with the DHS-HS2e 

combinations in K562, I looked at fold change increases in expression across all three 

assays and compared them to the e control (SV40p only) set to 1x. Figure 4.9 shows 

the results. DHS activity was calculated as DHS activity in the enhancer assay (DHS-

SV40p) minus SV40p activity (1x, measured by the e control’s activity) and is shown in 

Figure 4.9 as red boxes. HS2e activity was calculated as activity in the si and eb control 

plasmids, 6x (HS2e-SV40p), minus the activity contributed by SV40p (1x) to give 5x. 

This 5x was added to the calculated DHS activity to give predicted additive DHS-HS2e 

activity, shown as grey boxes. This was plotted against observed data from SV40p-

subtracted si assay (DHS-e-p or DHS up, in green) and eb assay (e-DHS-p or DHS 

down in purple) data. Where observed (green, purple) boxes are higher than predicted 

(grey), that represents synergy, and where they overlap, additive behavior. 

These results show that there are both positional and synergistic effects of HS2e-

DHS combined activity. 15 DHS showed synergy and 5 were additive with HS2e in the 

DHS-up position (green vs grey). In the DHS-down position, 6 showed mild synergy, 9 

were roughly additive, and 5 did not increase expression above HS2e at all. All DHS 

that showed DHS-down synergy also showed DHS-up synergy, but not vice-versa. 

 Neither positionality nor synergy in either position correlated with DHS strength in 

the enhancer assay. Neither is there a clear trend across the DHS with the strongest 

genomic support for enhancer activity (DHS 1, 3, 14, 15.3 & 16). DHS 16 showed the 

strongest synergistic activity, with expression 3.3 times higher than predicted for 

additivity. Synergy/positionality in this model is likely driven by compatibility with the 

HS2 enhancer, not genomic function of a DHS, explaining why genomic markers may 

not be good predictors of combinatorial activity with HS2e (see Discussion). Additional 

testing is needed to determine what drives synergistic DHS-HS2e relationships.
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Figure 4.9 Predicted vs observed DHS-HS2e activities reveal additive and synergistic effects 
Y-axis is fold change in luciferase activity relative to an SV40 promoter set at 1x. Boxes show values for each condition. Red - DHS activity alone, 
Grey - predicted DHS+HS2e activity, Green- observed activity for si assay (DHS-up) Purple - observed activity for eb assay (DHS-down). 
Predicted/observed values are listed above boxes for DHS where observed values are at least double predicted values. Lines between boxes do 
not represent any relationship between boxes but are an aid to visualization. 
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4.4.6 TFBS Deletion and Insertion Series in DHS 16 

 Across all the data discussed here, DHS 16 stands out as a strong model of 

many of the characteristics discussed. It showed the strongest activity in the enhancer 

assay (a 4-fold increase in luciferase activity) (Figure 4.5), is expressed strongly and at 

has the same level in both K562 and HepG2, has the highest TF occupancy, is in a 

strong DHS peak in both cell lines, and has all three classic marks of enhancer identity - 

p300 binding, a high H3Kme1/me3 ratio, and H3K27ac. Additionally it shows a strong 

example of position-dependent synergy with HS2e. As the tested DHS 16 fragment was 

900bp, I wished to dissect the region to determine which sequences (TF binding sites or 

TFBS) are necessary and sufficient for its activity. Figure 4.10 shows a scale diagram 

of DHS 16 including the peak call from the DNase-seq accessibility data. It also shows 

the location and distribution of ChIP-seq peaks for TF binding in this region in K562, and 

TF footprint data (which uses TFBS motif and DNase-seq data to pinpoint TF binding 

sites [332]) as ChIP peak resolution is much larger than actual binding site size.  

 
Figure 4.10 TF binding structure of DHS 16 
DHS 16 in red, with three regions tested in deletion series below (green = up, red = core, aqua = down). 
DNase-seq data peak call for DHS 16 shown as a thick black line. Location in DHS 16 of ChIP-seq peaks 
for various TFs shown as horizontal lines with small vertical lines indicating ChIP peak position. TF with 
ChIP peaks in red are also supported by TF footprint data (small red box). All elements shown are in their 
correct positions and to scale. 
 

 Using these data, I determined that the majority of TF binding sites for this 

element fell within the 70bp red ‘core’ region shown below. However, given the potential 

complexity and sequence-context dependence of enhancer grammar, I decided to 

include testing of regions 220bp upstream and 146bp downstream of the core as well. I 

tested deletions of all three of these regions, and combination deletions, in the plasmid 

https://paperpile.com/c/L7chdD/l1Rni
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containing DHS 16 in the enhancer assay context, shown in Figure 4.11, with diagrams 

showing which deletions were made and the resulting structure on the left and 

expression on the right. Baseline expression of the DHS 16-enhancer plasmid without 

deletions is shown in dark grey. 

 Results from this deletion series reflect a TF binding structure for DHS 16 that 

most closely matches the ‘TF collective’ model for enhancer structure. Deletion of the 

‘core’ predicted region with the majority of TF binding reduces activity, however only by 

38%, indicating that this region contributes, but alone is not driving the full enhancer 

activity. Deletion of the upstream region also results in a loss of activity (this region 

contains the entire ChIP peak for ZEB2 binding), but the downstream increase 

expression when it is lost. Finally, deleting the entire up-core-down fragment does not 

significantly change expression (there is perhaps some reduction masked by higher 

error for that condition), indicating a non-additive relationship between these 

sequences. These results support the importance of the entire DHS 16 sequence for 

driving the element’s activity.  

 I next tested for sufficiency of the core/up/down regions to drive expression in an 

insertion series in my enhancer assay, shown in Figure 4.12. As a control for the effect 

of inserting a sequence, I inserted a random 70bp sequence taken from the r33 neutral 

control sequence used in these assays. This control had expression 15% over the 

assay backbone alone. Assuming this is representative of the effect of DNA insertion, 

the core TF binding region drives an additional 15% expression, and the up and down 

regions drive even more expression. Adding the (control-subtracted) up+down+core 

individual effects gives a predicted 83% of activity accounted for. Testing insertion of 

just the up-core-down region without flanking DHS sequence restores 60% of control-

subtracted activity, much less than predicted by individual element effects, supporting a 

potential non-additive effect of the combination of elements, consistent with the results 

from the deletion series. 
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Figure 4.11 DHS 16 TFBS enhancer assay deletion series  
Bottom shows base DHS 16 enhancer plasmid. Left panel shows regions of DHS 16 which were used for each condition (labeled up, core, and 
down). Deletions are shown as Xs, and resulting DHS 16 structure is shown to the right of the arrow. Expression values shown in right panel, 
normalized to full DHS 16 in enhancer assay (100%). t-test for expression vs e-DHS 16 control, p<0.05 indicated by *. Error bars represent +/- 
standard error. 
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Figure 4.12 DHS 16 TFBS enhancer assay insertion series  
Bottom shows base DHS 16-enhancer plasmid. Left panel shows regions of DHS 16 which were inserted for each condition, and their respective 
locations in DHS 16 in diagram at bottom left. Expression values shown on right panel, normalized to full DHS 16 in enhancer assay (100%). t-
test for expression vs e-DHS 16 control, p<0.05 indicated by *. Error bars represent +/- standard error.  
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4.4.7 TFBS Silencer and Enhancer Blocker Deletion Series 

In order to determine whether the presence of HS2e impacts the effects of 

deletions in DHS 16, and to isolate which regions of DHS 16 might be contributing to 

positional synergistic effects, I tested the same DHS 16 deletions as shown above in the 

silencer and enhancer blocker assays. Figures 4.13 and 4.14 show the results of this 

test, completed in the DHS 16-HS2e silencer (Figure 4.13) and HS2e-DHS 16 

enhancer blocker (Figure 4.14) assays. In order to focus on decreases in the 

expression contributed by DHS 16, the ‘high’ baseline in dark grey in these figures is the 

si/eb plasmid with DHS 16 (DHS16-HS2e-SV40p / HS2e-DHS16-SV40p) and the ‘low’ 

baseline (bar at bottom) is the expression driven from the si/eb control plasmid (ctrl-

HS2e-SV40p / HS2e-ctrl-SV40p). Percent decreases are measured on this scale and 

not over the scale of total expression overall to isolate the percent of DHS 16 activity 

impacted. 

Results from these two assays show opposing effects. In the silencer assay 

(DHS 16-up) where DHS 16 and HS2e showed strong synergy, no deletion or set of 

deletions significantly decreased expression of the overall construct. The exception is 

deletion of all three regions, which yielded only a 41% decrease in activity. In the 

enhancer blocker position, however, deletion of the core region depleted an amount of 

activity almost exactly equal to the entire effect of DHS 16, as was expected for the 

enhancer assay. This is consistent with a model where different sequences and factors 

contribute to DHS 16 synergy with HS2e than those that are responsible for driving its 

activity alone. A potential model for this effect is discussed in Section 4.5.2 below. 
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Figure 4.13 DHS 16 TFBS silencer assay deletion series  
Bottom shows silencer-DHS 16 plasmid components. Left panel shows regions of DHS 16 which were used for each condition (labeled up, core, 
and down). Deletions are shown as Xs, and resulting DHS 16 structure is shown to the right of the arrow. Expression values shown in right panel, 
normalized to full DHS 16 in silencer assay (100%). t-test for expression vs e-DHS 16 control, p<0.05 indicated by *. Error bars represent +/- 
standard error.  
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Figure 4.14 DHS 16 TFBS enhancer blocker assay deletion series  
Bottom shows enhancer blocker-DHS 16 plasmid components. Left panel shows regions of DHS 16 which were used for each condition (labeled 
up, core, and down). Deletions are shown as Xs, and resulting DHS 16 structure is shown to the right of the arrow. Expression values shown in 
right panel, normalized to full DHS 16 in enhancer blocker assay (100%). t-test for expression vs e-DHS 16 control, p<0.05 indicated by *. Error 
bars represent +/- standard error.  
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4.4.8 Models for Enhancer Activity and Expression in the PRDM1-ATG5 Region 

There are a number of interesting models for this region suggested/supported by 

results from episomal testing and existing datasets. First, regulation of this region 

seems to be mediated by a large number of relatively weak enhancers in K562 cells. 

PRDM1 is tissue-specific must be expressed at only specific developmental timepoints 

in some cell types - in B-cells, PRDM1 needs to be expressed at a specific time point in 

differentiation and premature expression can disrupt function [329], [330]. A likely 

hypothesis is that having a more complex system of weak enhancers which must 

coordinate to drive expression allows more fine-tuned control of spatiotemporal 

expression patterns. It allows for a more complex grammar of regulation given the suite 

of TFs expressed in each cell type. This is also supported by the way TF binding is 

distributed across the DHS. The TFs listed in Figure 4.7 are all bound in at least three 

DHS, and some bind at ten sites across the region, but the patterns of which DHS bind 

vary greatly for each TF. No two sites have identical sets of TFs bound, meaning they 

are all likely being regulated by slightly differing pathways.  

Second, DHS 16 remains strongly active as an enhancer in HepG2, unlike other 

regions tested, despite being surrounded by large regions of repressed chromatin. This 

indicates an ongoing, important role for these enhancers in HepG2. I propose that DHS 

16 is a likely candidate for an ATG5-specific enhancer. It may also regulate both genes 

in K562 and switch to enhancing just ATG5 in HepG2. The strong enhancer activity and 

classical enhancer characteristics of DHS 16, including p300 binding, H3K4me1 & 

H3K27ac peaks, and high TF occupancy, make it a likely candidate for driving 

expression of ATG5, which is expressed at much higher levels than PRDM1 in both 

lines, and is an essential gene. Conversely, the repression of all the other DHS 

enhancers in HepG2, where PRDM1 is repressed, also supports their role as PRDM1-

specific enhancers.  

It is also highly likely that the upstream PRDM1 promoter has a role in ATG5, as 

it, but not downstream PRDM1 promoter, is strongly accessible in every single one of 

the 25 tissue-diverse cell lines checked, supporting a ubiquitous activity. That this 

promoter remains so active but does not drive PRDM1 expression, indicates it may 

https://paperpile.com/c/L7chdD/QcTqj
https://paperpile.com/c/L7chdD/suNjw
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have an alternate role, perhaps as an enhancer, or some structural role in maintaining a 

DNA loop. 

Third, these results begin to provide some insight into which mechanisms are 

and are not responsible for the differential regulation of PRDM1 and ATG5 in these two 

cell lines. Surprisingly, only two of the twenty elements tested showed potential silencer 

activity in HepG2 and none in K562, but neither of these elements is accessible in either 

cell line. Given that we have not tested every DHS site in this region, or the handful 

upstream of PRDM1, it is possible that there are silencers present which may still be 

discovered - we will consider this one possibility. However the expected pattern in the 

case that silencer CRE activity is responsible for the repression of PRDM1 in HepG2, 

would be that a silencer region is in closed chromatin in K562 (inactive) and becomes 

accessible in HepG2. Looking at this region, including downstream through and past 

ATG5, there are only two genomic regions that follow that pattern: the small DHS peak 

to the right of DHS 12 (marked by a * in Figure 4.7), and a much stronger peak 

downstream, between the second- and third-to-last exons of ATG5 (not shown). The * 

region has no TF binding or histone modification support for activity. The upstream DHS 

seems to be an enhancer, as it has classic H3K4me1/3 ratios, p300 binding, high TF 

occupancy, and binding of FoxA1, a liver-specific activating TF. 

So how does differential regulation occur? From an overview of the region and its 

chromatin state (Figure 4.6e), it seems likely that it occurs primarily through the 

spreading of the region of heterochromatin, which is present in both K562 and HepG2 

upstream of PRDM1, into PRDM1 in HepG2 cells only. In HepG2, this heterochromatin 

domain, marked by a broad domain of histone K7me3 modifications and EZH2, 

continues up until about DHS 25.1, 17kb from the 3’ end of ATG5 (not shown, roughly 

corresponds with grey regions in chromHMM track for HepG2 in Figure 4.6e).  

The likely cause of this chromatin spreading is the inactivation of an element 

upstream of PRDM1 with chromatin barrier function in HepG2. DHS 3 is a candidate for 

this element, as it is CTCF-binding (ChIP-seq data), has reduced DHS signal and 

reduced CTCF signal in HepG2 compared to K562, and is located 1kb upstream of 

PRDM1’s upstream promoter. DHS 3’s CTCF binding is conserved across a number of 

cell lines, and looking at patterns of chromatin state and CTCF binding across five cell 
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lines (K562, HepG2, HeLa, GM12878, and HUVEC), consistent correlations can be 

seen between activity of the region downstream of DHS 3 (indicated by DHS peaks and 

chromHMM segmentations) and the strength of CTCF binding at DHS 3 (Figure 4.15). 

In the three cell lines where PRDM1 is in active chromatin and which have more DHS 

accessibility in and downstream of PRDM1 (K562, GM12878, HeLa), CTCF binding at 

DHS 3 is stronger. In HepG2 and HUVEC, where there is less accessibility and the 

region is in heterochromatin, CTCF binding is weaker. This supports a possible role for 

DHS 3 in acting as a chromatin barrier element which is inactivated, allowing spreading 

of heterochromatin downstream and repressing activity of PRDM1-specific enhancers. 

DHS 3 did not test as an enhancer blocker in my assay (discussed below), however it 

may have only chromatin barrier activity, which would not be detected in a plasmid-

based assay.  

 
Figure 4.15 CTCF signal strength vs PRDM1 region activity in five cell lines 
All peak tracks are set to the same max height within each datatype set so that respective sizes show 
respective peak strength across cell lines. Names of five ENCODE Tier 1/2 cell lines on left, color-coded 
to match signal. Cell lines are separated by PRDM1 region active (top three) or repressed (bottom two). 
Left panel shows CTCF ChIP-seq signal and peak calls for 5 cell lines at DHS 3 and 5 (dashed boxes). 
Right panel shows broader view of the same region, with chromHMM annotations (See Figure 4.6 for 
color key) on top and DHS accessibility signal and peaks below for the region around DHS 3 and 5. 
PRDM1 location shown at bottom for right panel. 
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This model must also encompass differential expression of PRDM1 and ATG5 - 

so heterochromatin spreading must be halted before reaching ATG5 and shutting off an 

essential gene. Repression, marked by chromHMM predictions, EZH2 binding and 

H3K27me3, do in fact all drop off before the 3’ end of ATG5 just after or around DHS 

25.1. This suggests a role for DHS 25.1 in acting to prevent this spreading. DHS 25.1 is 

the only tested DHS which is inaccessible in K562, and becomes active in HepG2. If it 

was important as an ATG5 enhancer, it would more likely be active and accessible 

across all lines. Like DHS 16. Also unlike DHS 16, it has few marks of enhancer identity, 

despite testing with relatively strong enhancer activity - low TF occupancy, no p300, no 

H3K27ac. Instead it is marked by H3K4me1 and H3K27me3. Neither does it have 

CTCF binding as expected for an enhancer blocker, however. DHS 25.1 represents an 

element with possible non-CTCF insulator function with enhancing activity. Further 

testing is needed to support this role and characterize this interesting behavior. This 

model of heterochromatin spreading for the PRDM1 region provides further support for 

DHS 16’s importance as it escapes this repression.  

 Finally, what is responsible for the increased expression of ATG5 in K562 cells 

over HepG2 (Figure 4.2)? A likely explanation is that the many weak DHS are tied to 

PRDM1 through enhancer-promoter specificity and proximity, but that some of them, or 

the creation of a more permissible chromatin structure in that region by the activation of 

the many enhancers, also contributes to increased ATG5 expression beyond the levels 

created by its dedicated ubiquitous enhancers, in K562 cells, and this excess 

expression is lost with their repression in HepG2, but ubiquitous enhancers maintained 

and ATG5 expression is kept at necessary levels. 

 

4.5 Discussion 

 Episomal reporter assays are powerful tools for isolation of a single element of 

effect and allow researchers to easily manipulate and control changes in sequence to 

determine function. Outside mechanistic studies however, it is important to relate these 

findings back to the larger context of the genome, where multiple layers of regulation 

are present at once and where combinatorial interactions are occurring at the level of 

the TF, the CRE, the gene, and the regulatory domain. Here I tested twenty sequences 
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from the PRDM1-ATG5 domain for CRE activity in three different plasmid assays, using 

a design informed by an understanding of the nuances of plasmid assay design 

discussed in Chapter 2 (Figure 4.3).  

 

4.5.1 Episomal vs Native Context 

 By running this test in well-characterized and annotated cell types, I was able to 

link element activity back to a larger model of gene regulation in the genome by looking 

at patterns of activity and cell-type specificity relative to genomic patterns of location 

and chromatin state. This revealed that 16/20 of the DHS which acted as enhancers in 

K562 cells in an episomal context (Figure 4.5) had corresponding supporting histone 

mark or transcription factor binding data for the region (Figures 4.6 & 4.7), showing that 

episomal data largely reflected evidence for native activity. This is consistent with a 

paper from Inoue et al., which showed correlation between genomic and episomal 

results for about 4/5 of elements [124]. The episomal results presented, in terms of both 

larger genomic activity trends for the region and specific element activity, are consistent 

with genomic evidence for activity in terms of strength and direction of effect. Where 

there are differences, the episomal assay seems biased toward ‘false’ positives, not 

false negatives, relevant to genomic function. 

 

4.5.2 Additive and Synergistic Activity with HS2e 

 Using an assay panel rather than a single assay type revealed interesting 

patterns of positional and synergistic activity with relation to the HS2 enhancer (Figure 

4.9). This DHS-HS2e synergy and positionality data may be best understood with a 

focus on the biology of the HS2 enhancer. HS2 comes from a locus classically studied 

for its multiple-element structure and has been shown to have synergistic activity with 

HS3, another enhancer in the beta-globin locus [331]. As discussed in Chapter 1, while 

DNA looping is the predominant model for an enhancer-promoter contact mechanism, 

evidence does exist for a tracking mechanism in some enhancers. The HS2 enhancer 

happens to be an example of this; it has well-characterized tracking activity. It has been 

shown to drive transcription from its genomic locus toward the target promoter, 

regardless of positioning [63]. Disruption of this transcription elongation between HS2 
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and the promoter also blocks its enhancer activity, indicating it is essential to enhancer 

function [64].  

 Given this information, I propose that when the HS2 enhancer is upstream of a 

DHS, binding of transcription factors at the DHS would disrupt RNA Pol II transit to the 

promoter. This results in two possible outcomes. In the first, HS2e strongly driving RNA 

Pol II transcription through the DHS is sufficient to prevent binding of the DHS’s 

transcription factors and it does not become active. This is consistent with the lack of 

significant increase in expression for DHS 2, 3, 14, 15.1 and 34 above HS2 levels 

(Figure 4.8, bottom, and purple boxes that fall below predicted additive levels in Figure 

4.9). In the second case, both enhancers can activate, but only alternately, as activation 

of one prevents activity of the other. So they both alternate driving expression, giving 

additive activity as they are functioning necessarily independently. However when the 

DHS is upstream, there is no interference of TF binding at the DHS by RNA Pol II 

transcription, or vice-versa, and so both enhancers activate freely and synergy is 

possible. This synergy then varies based on the compatibility of the TFs binding at the 

DHS with those of HS2e. A more detailed breakdown of TF binding across the DHS 

might reveal patterns of TF binding correlations with HS2e synergy, or perhaps degree 

of DHS enhancer transcription plays a role. 

 One study found that in native genomic contexts, synergy is almost entirely 

limited to enhancers driving genes with tissue-specific expression [262]. They posited a 

model where additivity represents enhancer independence, where any one enhancer 

can sufficiently drive expression, providing redundancy. In contrast, for genes with 

tissue-specific expression patterns, cooperative binding provides synergy to drive full 

expression, but also requires multiple specific enhancers to be active, creating a 

mechanism for precise spatiotemporal control as discussed previously. While I saw no 

strong trend of this type in my data, DHS 9.1 and 25.1 are more tissue specific and 

show much more synergy with HS2e, than their 9.2 and 25.2 counterparts. The lack of 

correlation with enhancer strength observed in my data also differs from another study, 

in Drosophila, where stronger enhancers were shown to behave sub-additively [263]. By 

contrast, DHS 16, the strongest enhancer in my set, has the most synergy with HS2e. 

However trends are harder to predict using a sample size of tens rather than hundreds. 
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4.5.3 NRE Activity 

 One goal of this project initially was to discover and characterize novel silencer 

and enhancer blocker elements, with regards to their interactions with other elements 

and their role in differential gene regulation. While two DHS regions, DHS 11 and 30 did 

show silencing activity in my assay in HepG2 cells (Figure 4.5), these regions are in 

inaccessible chromatin in HepG2 (see Figure 4.6) and so their episomal activity may 

not be reflective of their native role in gene regulation. However, separate from PRDM1-

ATG5 regulation, DHS 11 and 30 are useful additional examples of dual enhancer-

silencer elements, a recently identified class of element that is relatively poorly 

understood [83]; [84]; [85]. DHS 11 and 30 showed 245% and 173% activity in K562 

cells and 78% and 79% in HepG2, respectively. While this decrease is fairly moderate, 

weak silencer activity is consistent with previous work from the Hawkins lab. Their group 

used STARR-seq design combined with a strong SCP1 promoter to test for silencer 

elements in K562 cells [84]. A breakdown of their MPRA results shows that of the 3001 

elements with p<0.05 for silencer activity (of 7323 tested across the human genome), 

55% reduced activity only weakly, to between 75-90% of baseline activity. Only 275 

elements, less than 10%, reduced activity 50% or more. This could indicate that weaker 

activity is the norm for the majority of silencer elements. Whether silencers might have 

weaker activity than enhancers on average, and if so why, and how it relates to their 

respective mechanisms of action, are important and as yet unanswered questions in 

this field.  

 Additionally, none of the DHS tested as enhancer blockers in K562 cells. 

Predictions for enhancer blocker activity in humans are based on CTCF binding, as this 

is the best known TF which mediates enhancer blocking/insulator activity in humans. 

However DHS 3 and 5, which both have ChIP-seq evidence of CTCF binding in K562 

cells, behave instead as enhancers. This is not unprecedented, however, as CTCF is 

known to have a wide variety of activities [121], and as the assay panel here will not 

capture chromatin barrier (insulator) activity. 
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4.5.4 A Model for PRDM1-ATG5 Regulation 

 While I did not discover NRE activity of accessible DHS elements in this region, 

the lack of such activity itself was useful in informing which mechanisms were not active 

in directing differential gene expression. In this region which contains a tissue-specific 

and an ubiquitously expressed gene, regulation is especially crucial. In my model, 

PRDM1 is regulated by a large number of moderately active enhancers which are all 

contained within a region surrounding the gene, where ATG5 is controlled by a smaller 

number of stronger enhancers. Repression of PRDM1 in cell lines where it should not 

be expressed is managed by decreasing CTCF binding to allow for spreading of 

heterochromatin across PRDM1 and its enhancers. Further work, to determine and 

validate the mechanisms or elements that both initiate this heterochromatin spreading 

and constrain it from crossing ATG5, is needed. It is possible that DHS 11 and 30 may 

have a transient role in establishing this heterochromatin state, where the DHS are not 

accessible in the HepG2 cell line, but were once active during a transition or 

differentiation to the final cell heterochromatin state and become inactive once the more 

permanent state is established. This is consistent with one of the proposed roles for 

silencers [34], however more research is needed to determine whether this is the case 

for some, or all silencers. 

 

4.5.5 Deletion Series in DHS 16 Reveal Complex Interactions 

 I also used the generated assay panel to dissect the sequence of the strongest 

enhancer identified in this region, DHS 16. DHS 16 is a likely candidate regulator of 

ATG5, given its pattern of strong episomal activity and accessibility across both cell 

lines. It is unique in being the most strongly expressed in both cell lines in episomal 

tests (Figure 4.5), has H3K4me1 and H3K27ac histone modifications, and p300 binding 

and high transcription factor (TF) occupancy, all supportive of enhancer activity 

(Figures 4.6 and 4.7). Additionally, it exemplifies the strong position-dependent 

synergistic effects observed for many DHS with HS2e (Figure 4.9). Dissection of DHS 

16 via deletion (Figure 4.11) and insertion (Figure 4.12) series of the core transcription 

factor binding site, and sequences up- and down-stream showed that this region has 

complex and non-additive interdependencies between its sequences. The results shown 
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in those two figures support the potential for functional activity across the entire DHS 16 

element, not just the core TFBS region, as when that region was deleted activity was 

not completely ablated. DHS 16’s overall activity seems to be generated through 

complex non-additive interactions of many TFs across the whole region, which produce 

an activity that dependent on all the sequences together for proper expression, as is 

consistent with the previously discussed ‘TF collective’ model for multi-TF binding in an 

enhancer.  

 Finally, the results of a similar deletion series in DHS 16 in the si and eb assay 

contexts clearly demonstrates the importance and power of modeling multi-element 

interactions in studies of CREs. The results from Figures 4.13 and 4.14 show that the 

relative strength and roles of each component sequence in DHS 16 differ in the context 

of another enhancer (HS2e). Unlike in the DHS 16-only plasmid, deletion of the DHS 16 

core sequences does fully reduce the activity of DHS 16 in the enhancer-blocker assay, 

and has no effect at all in the silencer assay. As these are both inconsistent with the e-

DHS 16 results, it is likely that the reduction in activity is due to the impact of those 

sequences on DHS 16-HS2e synergy. In the enhancer blocker core-deletion case, it is 

possible that the drop in activity is coming from HS2e and not DHS 16. The combination 

of the up and down sequences when the core is deleted might create a novel TFBS 

which interferes with HS2e’s function or creates secondary structure which interferes 

with RNA Pol II procession, as discussed above for the model of HS2 enhancer activity.  

 DHS 16 binds NF-E2, an erythroid-specific pioneer factor that is well-studied as 

an important factor in driving HS2 enhancer activity [333]. In fact, every named TF listed 

in Figure 4.7 as binding DHS 16 (all strongly) also binds HS2 strongly in its native locus 

(NFE2, p300, MAFF, JUND, ZEB2 etc.). One might expect DHS 16 and HS2e to 

compete for these factors, but it appears that in fact they behave either additively or 

synergistically, but not sub-additively in this context. A comparison of the TFs that bind 

differentially between the two enhancers might reveal what factor is responsible for the 

loss of this synergy when HS2e is the upstream enhancer. This might also help 

determine why DHS 16 seems to behave as a TF collective (an additive collection of 

individual units) in the downstream context of HS2e but not when by itself, and why its 

core parts seem to have no functional effect on expression when upstream. 
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If this region reflected the TF billboard model for TF binding in enhancers, activity of the 

regions would be additive and independent, however that is not the case, as the multi-

element deletions do not show a loss of activity matching the summed effects of the 

individual deletions. In an enhanceosome model, they would be highly interdependent, 

so deletion of the core would be expected to fully ablate expression, but it does not. 

 Rather, these data support a complex arrangement of sequences, where each 

contributes to function but when combined, they produce activity that is more (or less) 

than the sum of the parts, neatly mirroring the activity of the element as a whole and of 

the genomic region. Fitting this with my hypothesis that DHS 16 is a regulator of ATG5, 

a gene which is essential and expressed across almost every tissue type, it would make 

sense for DHS 16 to have redundancy within its TF binding patterns. This would allow it 

to be activated by a variety of factors expressed in different cell lines, and prevent loss 

of any one TFBS from ablating its activity and affecting ATG5 expression. 

 

4.6 Methods 

4.6.1 Plasmids and Cloning 

The Renilla co-transfection control plasmid used is a 3705bp pRL-SV40P 

containing Renilla reniformis luciferase under control of the SV40 enhancer and SV40 

promoter (and a same-orientation AmpR and ori). Firefly plasmids all used the same 

EMMA receptor vector [161] backbone containing ori, AmpR for selection. All SV40 

promoter, CMV enhancer, and Gateway sites, and Firefly luciferase genes are the same 

sequence, rearranged by restriction-digest and ligation, Gateway recombination (attR -> 

attB), or EMMA assembly. Firefly luciferase and SV40 promoter originated from a pGL3 

vector.  

DHS regions were isolated by PCR from K562 gDNA, following protocol for 

Qiagen gDNA extraction kits (#51304). PCR was done using Phusion High-Fidelity 

polymerase (NEB #M0530S), using 100ng gDNA per 50uL reaction, following kit 

instructions (1uL 10mM dNTP, 2.5uL each 10uM fw and rv primer, 10uL 5x HF buffer 

and 0.5uL polymerase to 50uL in nuclease-free H2O), -/+ 3% DMSO, at different 

temperatures depending on the optimal region conditions. Initial denature 98°C 2min, 

denature 98°C 10 sec, anneal 30 sec, with extension at 33sec/kb. Final extension 5min. 

https://paperpile.com/c/L7chdD/2Mjog
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PCR was cleaned up using QIAquick PCR Purification Kit (Qiagen #28104). DNA 

measured by qubit on run on a gel for fragment size analysis. Successful PCR products 

were phosphorylated using PNK and blunt ligated (using 1uL high concentration T4 

Ligase (#M0202M NEB) and 1uL T4 buffer, 1:10 backbone:insert, 10uL reaction, 100ng 

backbone, incubated 16°C overnight) into CIP’d pEntr1a Gateway backbone (Kan 

selection marker on backbone) between attL sites. Plasmids were transformed into 

Stbl3 E. coli and restriction-digest screened. Successful clones were also screened via 

Sanger, and fw orientation chosen.  

pE-DHS vectors were then combined with reporter assay constructs containing 

Gateway attR sites with an internal bacterially-expressed RFP for screening (and AmpR 

selection marker on backbone), using Gateway™ LR Clonase™ II Enzyme mix 

(ThermoFisher #11791020). Gateway reactions: 50ng attR plasmid, 1:10 molar pE-DHS 

plasmid, 1uL Gateway LR Clonase mix, to 5uL in H2O. Incubated 1hr-2hr or overnight 

at RT, stopped with 0.5uL Proteinase K for 10min 37°C, and transformed into 50uL E. 

coli, and selected on Amp. White colonies were selected and screened by digest, and 

insert site screened by Sanger or using OnRamp. 

TF deletion series was created in existing DHS 16-assay plasmids, using 

fortuitous restriction digest sites within DH16 (BamHI-DraIII for ‘up’, DraIII-PvuII for 

‘core’, and PvuII-PciI for ‘down), treated with klenow to fill in sticky ends, and re-ligated 

without cleanup at high dilution (1uL T4 Ligase as above, in 100uL reaction) to optimize 

for backbone self-ligation. Ligations were transformed at 1uL/25uL Stbl3 E. coli. 

Products were screened by digest, or Sanger/OnRamp nanopore sequencing as 

needed. TF insertions were performed using NEB HiFi assembly protocol for single-

stranded small products (NEB #E5520 - see manual for details) into the e-DHS 16 

plasmid backbone (with the entire DHS 16 removed by AfeI-SacII restriction digest, 

blunted by Klenow, and gel extracted) and transformed at 2uL per 50uL cells, and 

screened similarly. 

 

4.6.2 Cell Culture 

All transfections listed in this chapter were done in the human myelogenous 

leukemia cell line K562 (ATCC CCL-243TM) or adherent hepatocellular carcinoma line 
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HepG2 (ATCC HB-8065TM). Cells were grown at 37oC and 5% CO2. K562 were cultured 

in RPMI-1640+L-glutamate media (ThermoFisher, 11875093) containing 10% heat-

inactivated FBS (ThermoFisher, 10437028) and 1x antibiotic/antimycotic 

(ThermoFisher, 15240112) (K562 complete media). HepG2 were cultured in EMEM 

(Corning #10-009) with 10% Non-heat inactivated FBS (Corning 35-015-CV) and 1x 

antibiotic/antimycotic (ThermoFisher, 15240112) (HepG2 complete media). Cells were 

passed every 2-3 days depending on confluence (4-6 days for HepG2, with fresh media 

added as needed) and were sacked after passage 10. HepG2 required trypsinization for 

passage. Supernatant was removed and 1.5mL per 25mL culture of 0.25% Trypsin-

EDTA (ThermoFisher 25200056) added, then incubated for 10 min at 37°C. At least 10x 

(vol Trypsin) media was added to inactivate, and cells split to new flask. Cells were 

incubated for 48 hours 37°C and 5% CO2 and then collected for readout (see 4.6.5).  

 

4.6.3 Transfections 

HepG2 transfections were done using Lipofectamine 3000 (ThermoFisher 

L3000015). 0.4x10^6 cells were plated in 12-well plates in 1mL HepG2 complete media 

24 hours prior to transfection. Biological replicate DNA mixes were made as pools 

prepped at 1.1x excess. Per biological replicate: 1ug DNA (or molar equivalent, using E 

control plasmid as standard), 2uL P3000, 2uL Lipofectamine 3000, and Opti-MEM 

Reduced Serum Medium (ThermoFisher, 31985062) to 100uL. DNA-Lipo mixes were 

incubated 15 min at RT and then 100uL was added dropwise to each well. No DNA 

controls were prepared with reagent and no DNA for measurement of background 

signal. Cells  

All transfections of K562 were done via electroporation using a NEPA21 

Electroporator (Nepagene). Cells were checked for minimum 75% viability and 50% 

confluence prior to electroporation. Cells were collected by centrifugation at room 

temperature (RT) at 100xg for 10min. Supernatant was removed and cell pellets 

resuspended in 15mL per initial 50mL conical of cell culture of RT Opti-MEM. 500uL 

was removed and set aside for a cell count and viability check. Remaining cells were 

spun again at 100xg for 10min at RT and the 500uL aliquot counted during this time. 

After spin, supernatant was again removed and cells were resuspended with fresh Opti-
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MEM to a final concentration of 1x10^6 cells/90uL, measured for accuracy by pipette. 

For each condition biological replicate, 99uL of cells was added to 1.5mL 

microcentrifuge tubes containing 11uL pre-aliquoted DNA (see 2.6.3 below). Cell-DNA 

mixtures were mixed by pipette, then 100uL of mixture (90uL cells, 10uL DNA) was 

pipetted to each of three 2mM cuvettes (Bulldog Bio,12358-346). Cuvettes were 

electroporated using poring pulse: 275V, 5ms length, 50ms interval, 1 pulse, 10% D 

rate, + polarity. Transfer pulse: 20V, 50ms pulse length, 50ms pulse interval, 5 pulses, 

40% D rate, +/- polarity. Immediately following electroporation of each cuvette, 900uL 

RPMI 1640 complete media pre-warmed to 37oC. Cells were transferred to 24-well 

tissue culture plates by pipette and incubated (as listed above in Cell Culture) for 48 

hours.  

 

4.6.4 Preparation of DNA for Electroporation 

All data in this chapter were generated using Firefly luciferase expression. For 

K562, DNA amount per cuvette was set at 1.5ug of a 5416bp pGL3 plasmid, per 1x10^6 

cells, and all other plasmids were transfected in molar-equivalent amounts. All were co-

transfected with a pRL plasmid containing Renilla luciferase at a 1:25 molar ratio. DNA 

concentrations were measured by Qubit 4 Fluorometer (ThermoFisher) using the 

dsDNA BR Assay Kit. All DNA to be used in a transfection was measured at the same 

time, using the same Qubit dye & buffer mastermix to account for measurement 

fluctuation due to mastermix preparation and room temperature. DNA mixes for each 

condition and replicate were made in a 1.5mL microcentrifuge tube containing firefly 

DNA and renilla DNA in molecular-grade H2O, at a 1.1 scale to account for pipetting 

error. These were made prior to electroporation to minimize cell time at RT.  

 

4.6.5 Readout of Luciferase Signal 

Luciferase readouts used Promega’s Dual-Glo Luciferase Assay System 

(Promega, E2920). Readout was done using a GloMax-Multi+ Detection System 

(Promega, E7081) plate reader. At 48 hours (+/- 4 hours) post-electroporation, all cells 

from each well were collected by pipette into individual 1.5mL microcentrifuge tubes. 

For HepG2, supernatant was collected to tubes, and 400uL 0.25% Trypsin-EDTA added 
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per well, and incubated 37°C for 10min. Supernatant from respective tubes was used to 

quench Trypsin for each well, and entire sup-Trypsin mix was collected back to the tube 

to ensure collection of entire well contents. 

Cells (HepG2 or K562) were spun in a centrifuge at 500xg for 5 minutes. 

Supernatant was removed by either pipette or vacuum except for ~50uL to avoid 

disrupting the cell pellet. 450uL RT 1x PBS (Phosphate-buffered saline, Invitrogen, 

10010023) was added and cells resuspended by vortexing. Immediately before loading 

onto luciferase readout plates, cells were vortexed again to ensure even suspension. 

For each biological replicate, 3 wells of a white, flat-bottomed 96-well plate were each 

loaded with 50uL of cell-PBS suspension. After a full plate was loaded with sample, 

50uL of Dual-Glo Luciferase reagent was added and mixed by multichannel pipette. The 

plate was incubated for a minimum of 10 minutes prior to readout (maximum 30min). 

Plates were read for Firefly signal at 10 reads per well, removed, and 50uL of Stop & 

Glo reagent added and mixed by multichannel pipette. Plates were again incubated for 

a minimum of 10 minutes, and Renilla signal read at 10 reads per well.  

 

4.6.6 Analysis of Luciferase Expression Data 

The 10 reads taken per well were averaged separately for Firefly and Renilla 

signal to get well values. Background signal was calculated by averaging reads across 

6 wells (2 biological replicates) of untransfected cell controls. Background Firefly signal 

was subtracted from each Firefly technical replicate to get background-adjusted values. 

This was repeated for Renilla signal. Adjusted Firefly technical replicates were then 

divided by the corresponding adjusted Renilla value for that well. A low-expression 

control condition was chosen for value normalization (typically a promoter-only plasmid), 

which varied depending on the experiment. Background adjusted F/R tech rep values 

were individually divided by this control (average of all of its F/R biological replicate 

values). This gave a final fold-change value.  

Normalized F/R = [(F - F cell background)/(R - R cell background)] 

Fold change = (normalized F/R for tech rep) / (bio rep average of normalized F/R for 

control condition) 
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Technical replicates were then averaged to get biological replicate values. Biological 

replicates were averaged and final fold change values plotted on graphs. Where 

multiple reads for a condition were taken across different plates or days, or where 

values are represented as % instead of fold change, values were normalized to correct 

for variation and in order to be able to compare replicates. Normalization was done by 

dividing all values by the ‘high’ control readout for that plate - the same high-expressing 

control plasmid used on every plate within an experiment (for example CMVe-SV40p).  

 

4.6.7 Statistical Testing  

Error of biological replicates is given as the standard error for all graphs 

[standard deviation(bio reps)/square root(# bio reps)]. T-testing was done comparing 

biological replicates using a one-sided, heteroscedastic model and significance 

indicated for that comparison by * if the test showed p<0.05. Unless otherwise indicated, 

on bar charts showing fold changes in luciferase act: error bars represent standard error 

of three or more biological replicates, circles show individual biological replicate values, 

and the number above each bar is the average value of the three biological replicates. 

Where there were replicates from multiple plates/days of the same condition, and 

normalization to the high-expressing control was done, t-testing was done pre- and 

post-normalization and if either one of these t-tests gave ≥0.05, the conditions were 

listed as not significant. Percent change in expression for si and eb assays was 

determined by dividing all fold change values by the fold change of the ‘high’ expression 

control for that plate (si or eb control), to give values relative to that control as 100%.  
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CHAPTER V 

Conclusions and Future Directions 

 

5.1 Reporter Assay Design: Modeling Enhancer-Promoter Spacing 

In Chapter 2 of this thesis, I addressed the ways that the complexities of 

sequence- and context-dependencies and interactions of CREs can complicate reporter 

assay design, and addressed ways to account for these interactions, using supporting 

data from my work. These results also emphasized the ways that plasmid-based assays 

can be useful models for CRE activity which are consistent with the elements’ genomic 

behavior. The goal of Chapter 2 is to more thoroughly address the different design 

components of plasmid-based reporter assays. While I touch on many effects in this 

chapter, the most important for follow-up studies is the effect of enhancer-promoter 

spacing.  

While the effects of enhancer-promoter spacing are evident in a handful of 

studies going back decades, the focus of these studies was often other aspects, and 

this distance effect is mentioned only in passing. Additionally, the context of its impact 

on reporter assay design particularly in studies of enhancer blockers has not been 

investigated thoroughly. Two recent studies supporting this effect combine with my data 

to demonstrate that decreased expression with increased enhancer-promoter distance 

occurs: at the level of a hundred bases with a minimal paired TFBS [137], at a couple 

hundred base pairs distance in a full enhancer element (my data), and across a 

megabase genomic scale with a full enhancer element in a genomic context [138].  

These results not only have implications for assay design (discussed in Chapter 

2) but may represent a crucial development in our understanding of enhancer function. 

Many models of enhancer mechanism focus on the importance of enhancer looping for 

promoter contact, or they treat proximal enhancers as already close enough for contact. 

However, there might be an intermediate space, where proximity of an enhancer to its 

target promoter affects action, on a scale where there is not enough distance for looping 
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to be an efficient method of contact (perhaps due to topological constraints to DNA 

folding). On a more distal scale, looping can occur, but might occur slightly more rapidly 

if there is less DNA to loop out due to the enhancer being closer, increasing burst 

frequency due to more frequent enhancer contact. 

Future testing of this phenomenon should leverage both episomal and native 

systems to interrogate the dynamics of enhancer-promoter (e-p) distance-dependence. 

One primary gap to address regarding this effect is the precise distance-dependencies 

of expression for full enhancer elements. While the Davis et al. paper thoroughly tested 

e-p distances, they did not use an enhancer but rather a pair of single TF binding sites, 

and only tested up to 190bp from the promoter [137]. They did, however, establish a 

very robust model system, iterating single base pair distances, across different 

sequence backgrounds, and testing in both an episomal and genomic contexts. By 

comparison, Zuin et al. tested greater distances, but due to the random integration 

nature of their assay they could not control precise e-p distances. Additionally they 

tested distances on the kilobase to megabase scale [138].  

Future work on this topic should leverage the Davis et al. system but test full 

enhancer elements with e-p distances ranging from 0bp-2kb to fill this intermediate 

range gap, which is also the distance most relevant to reporter assays. This would 

expand on my initial test, but include more robust controls and iterate more fine 

distances rather than the 250bp I initially used. One important control is using multiple 

alternate sequence backgrounds to control for sequence-context-specific effects that 

could influence expression. These would also be tested episomally and integrated 

genomically to determine whether this e-p distance effect on expression is impacted by 

chromatin state. One reason this crucial distance gap may not have been covered is 

that library-scale oligo synthesis is limited to ~200bp. In order to iterate over 2kb 

distances, plasmids must be created without using library synthesis, limiting iteration of 

distance to every 50bp, rather than every 1bp, requiring 40 plasmids per background. 

This can be achieved most elegantly by inserting the chosen enhancer into the test 

plasmid containing the target promoter at the initial 50bp distance, with a fixed 

restriction insertion site between the two elements. The spacing sequence can then be 

serially copied via PCR to generate larger and larger fragments increasing by 50bp, 
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which is then cloned into place between the enhancer and promoter. To account for 

spacer-specific effects, a library with the spacer fragments upstream of the promoter, 

but no enhancer, can be used to normalize expression for matched e-p versions. This 

can be done using barcoded plasmids such that while initial cloning might be laborious, 

readout can be done in bulk via mRNA expression from the gene used for readout.  

These results, in combination with the results from Zuin et al. and Davis et al. 

have the potential to advance our understanding of the mechanisms by which 

enhancers contact and activate promoters. Comparing genomic vs episomal results will 

help determine whether the differences between chromatinized vs plasmid DNA effect 

distance-dependent effects. A lack of difference could indicate that the effect is solely 

based on the relationship between DNA folding and conformational likelihoods and 

kinetics of the frequency of e-p contact is driven by the frequency at which certain DNA 

loops can occur.  

Another crucial test that could be done using this system is to distinguish whether 

enhancer-promoter contact occurs through a mixed tracking looping mechanism, with 

tracking occurring at sub-kb distances and looping occurring after some specific 

distance cutoff (discussed in Chapter 2). Using the genomically integrated version of the 

plasmids generated for this assay, a set of LacO sites can also be integrated between 

the enhancer and promoter sequences (during plasmid cloning, prior to genomic 

integration). Use of LacO in mammalian cells precludes the possibility of a CTCF-based 

enhancer blocker loop forming to isolate the enhancer from the promoter, as LacO is 

not native to mammalian cells. We would then express LacI, which would bind to the 

LacO sites and physically obstruct progression of RNA Pol II should a tracking 

mechanism occur. However, at distances where looping occurs, the enhancer and 

promoter should be able to loop in such a way as to establish contact at the base of the 

loop, with the LacO obstructing element looped out. The use of LacO/I system to test 

enhancer tracking has previously been established to test tracking of HS2e [64].  

Depending on results for the cutoff distance in these tests where expression 

dropoff occurs (observed in the Davis et al. paper and my data), further testing could be 

done on a limited subset of the conditions representing the distances just before and 

after the cutoff. This would allow for inclusion of different spacer sequences to control 
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for spacer-specific effects, and importantly different enhancer-promoter combinations. 

Thus far, whether this effect or its location or strength is universal or CRE-specific has 

not been established.  

More broadly, these studies represent an important direction for the study of 

CREs. Through the use of high-throughput scaled episomal and genomic assays, CRE 

mechanisms can be interrogated on a scale not previously available. These assays 

have often been applied to discovery of new enhancers in different cell types, which is 

crucial work, but should not be overlooked for their ability to provide robust results when 

applied to single mechanisms. Chapter 2 demonstrates that the complexity of 

sequence-dependent interactions in plasmids makes them an excellent tool for 

characterizing these effects, in spite of some differences between episomal and 

chromatin contexts. Their malleability and the ease of producing sequences at scale 

provide a powerful tool to go back and re-examine more thoroughly some phenomenon 

hinted at in earlier literature, where investigators were first establishing the way plasmid 

sequences behaved but did not have the ability to clone at scale available to us today. 

 

5.2 Using OnRamp to Improve Replicability in Plasmid-Based Research  

The results from Chapter 2 showed the potential for functional impact that every 

piece and sequence of a plasmid can have, making the current standard of spot-

checking 1kb sequences of plasmids using Sanger sequencing insufficient to ensure full 

validation. In chapter three I addressed this gap, by presenting a nanopore-based 

method for plasmid sequencing which generates full plasmid sequences, PCR-free, with 

timing and costs similar to that of Sanger sequencing. This protocol and the associated 

analysis pipeline built into a web tool, are built to make nanopore plasmid sequencing 

rapid and widely accessible. 

Plasmid validation using nanopore seems to be increasingly recognized as an 

important advancement, as it is being addressed by a number of groups. However, 

while our method, OnRamp, and these other methods will allow for full-plasmid 

sequencing in labs with high levels of plasmid cloning where investment in a nanopore 

system is justified, for other labs this may not be feasible. Companies and university 

cores providing nanopore plasmid sequencing in a parallel manner to the way Sanger 
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sequencing cores and companies currently function will hopefully fill this gap, allowing 

for broader adoption of full-plasmid sequencing as standard practice for any lab running 

regular plasmid cloning. For labs where adoption of the nanopore platform is feasible for 

plasmid validation, but who otherwise are not invested in learning the programming 

necessary to run the analysis, or for labs who run data through a device shared with 

another lab, OnRamp provides a solution for rapid, user-friendly analysis centered on 

reference-based plasmid sequencing.  

An increased awareness of the importance of full plasmid validation will also be 

an important factor in adoption of this method for validation. This has recently been 

addressed in part by the group which originally published the STARR-seq assay, one of 

the cornerstone MPRAs in the field [185]. However this group only addressed the 

potential functional impact of one element in one plasmid system in that paper. Klein et 

al. more recently published a paper attempting to iterate various commonly used 

plasmid designs and test their impact on readout of expression by testing the use of 

different element (insert element, gene, barcode) arrangements [183]. They did find that 

element arrangement impacted reproducibility, supporting how variation in plasmid 

design across different labs and different assays can impact interpretation. They did not 

however address a second cause of variation between results across labs: how 

undetected variation in these plasmid sequences can impact function. 

I believe an important next step is to more broadly characterize the range of 

previously undetected natural variation that occurs across plasmid systems within and 

across labs. This is important to establish a few key things; at what rate this effect 

actually occurs, how often it actually impacts function, and what the likely cause of 

variation is. Answering these questions could be a huge step toward determining how 

much of a problem inter-plasmid variation due to cloning is, and depending on whether 

it impacts function and in what specific patterns it occurs, what can be done to address 

this issue. OnRamp and nanopore-based full-plasmid sequencing provide an 

opportunity to address these questions and greatly improve the reproducibility of 

research within the field of regulatory study.  

I propose two experiments to attempt to establish rates of plasmid variation. The 

first would include a sequencing survey of plasmid sequences across labs. I propose to 

https://paperpile.com/c/L7chdD/FJO8p
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collect multiple plasmids from across multiple labs within the University of Michigan and 

across the country, where labs are willing to participate. Labs would provide multiple 

plasmids, both multiples with similar backbones and where possible with differing 

backbones. Information on the lab’s predicted sequences for the plasmids as well as 

validation method used to generate the clones would be collected for comparison. 

Plasmids would not be collected that had were directly obtained, and not manipulated, 

from distributors that complete sequence validation. Plasmids would then be directly 

sequenced using OnRamp, and the expected sequences provided by the labs 

compared to OnRamp’s consensus sequences. Variant locations and types could then 

be mapped. Degree of discrepancy could be compared to validation methods used by 

the lab to determine which validation methods may contribute to the least and most 

undetected variation.  For the subset of plasmids where variation did occur, and where 

the plasmid contains an expression system that can be used, a paired version of the 

plasmid would be generated that removes the novel variant and restores the expected 

sequence. The variant and non-variant plasmid versions would then be transfected to 

test whether the variation impacts expression as read by mRNA levels.  

For this project, a key limitation would be willingness of labs to participate. To 

mitigate this, lab or contributor names would not be associated directly with sequences 

in any publications except in aggregate, such that we would not be publishing which 

labs had the best versus poorest sequence quality. Additionally, plasmid ownership and 

distribution limitations would have to be addressed. Finally, it is unlikely labs would want 

plasmid sequences to reveal novel design innovations, so plasmids sequences would 

need to be only partially published/made available. While this work does not directly 

answer a specific question regarding CRE biology, it could have a large impact on 

improving the quality of CRE research and address once source for well-established 

issues with reproducibility. It would also help address whether full-plasmid sequencing 

is crucial to implement for universities and labs, or whether these variations are less 

frequent or impactful than previously thought, improving confidence in our current 

methods. 

A second, complimentary project would involve characterizing the rate of clonal 

error within a lab. Within our lab, we would insert a cloned sequence using 5 different 
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cloning methods to a plasmid backbone. These would include: blunt and sticky 

restriction digest and ligation, Gateway cloning, Gibson cloning, and PCR-based 

insertion using tailed primers. This would be repeated in triplicate for each plasmid and 

method. 10 clones would be picked for each plasmid-method combination, grown, 

barcoded, analyzed by restriction digest and gel, and sequenced using OnRamp. This 

would allow us to directly establish the rates of unwanted variation induced by each 

method. Additionally, by comparing variant sizes and gel vs OnRamp results, we could 

determine also the rate at which variation would be missed by this method. Finally, by 

looking across all 150 plasmid clones, we could determine the frequency of bacterial-

replication-induced variation, as measured by variants which occurred outside the 

region -/+50bp from the cloning insertion site. Establishing variant frequency and 

detection rates by gel and diagnostic digest would also complementarily support the 

degree to which full-plasmid sequencing is or is not necessary during cloning. It would 

also for the first time establish the rate at which diagnostic gel digest can miss variation.  

Finally, looking at variation rates for bacterial replication errors outside of cloned 

regions would strongly impact our understanding of the reproducibility of results from 

high-throughput regulatory assays (MPRAs). This is because typical MPRA readouts 

make use of Illumina sequencing, which uses short fragment reads. Consequently, 

backbone variation cannot be uniquely mapped and results for that plasmid discarded, 

as backbone sequence cannot be uniquely mapped when the entire library contains 

identical backbone sequence. Determining the rate of bacterial-induced backbone 

errors can help determine whether steps need to be taken to improve backbone 

validation of MPRA libraries subsequent to cloning. 

 

5.3 Further Characterizing the PRDM1-ATG5 Domain 

 In Chapter 4 of this thesis I characterize the activities, combinatorial interactions, 

and regulatory state of CREs in the PRDM1-ATG5 region of the human genome. I 

identify a tissue-conserved strong enhancer, DHS 16 which is a candidate enhancer for 

ATG5, characterize its TF binding, chromatin state, and establish relative functional 

contributions of its component sequences. I also identify patterns of position-dependent 

enhancer-enhancer synergy with the HS2 enhancer.  
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 My goals in studying the PRDM1-ATG5 region were multifaceted. I initially hoped 

to characterize novel examples of silencer elements which were at the time very limited. 

Additionally, I hoped not just to study these elements in isolation, but to answer two 

larger questions that could not be answered just using a high-throughput silencer assay. 

First, regarding how silencers behave in the context of a larger regulatory unit, and 

second how they fit into the logic structure of gene regulation - are they active alongside 

enhancers? Do they actively mediate cell-type specific differences in expression, or are 

they active on a much more transient scale, establishing a repressive chromatin state 

and then becoming inactive? Characterizing multiple CREs using a low-throughput 

assay across a single domain seemed an optimal way to interrogate the combinatorial 

interactions and contributions of CREs. The region was chosen for its interesting 

expression dynamics, where the two genes were differentially expressed within and 

across the two cell lines studies, and where differential sub-TAD and chromatin 

structure was involved. It was also chosen to contribute to our understanding of the 

regulation of ATG5 and PRDM1, both of which play important roles in immune function, 

development and disease. While K562 and HepG2 cell lines are not the most pertinent 

lines for the study of PRDM1 function in a particular disease (ATG5 functions broadly 

and is relevant to almost any tissue type), they are tractable and highly-characterized 

lines. I did not expect to see, but did find, that the larger organizing principles of this 

region actually apply across many different, and more relevant cell lines. TAD structure, 

CTCF binding sites, and a number of DHS regions had conserved accessibility and TF 

binding across a number of lines. By establishing this initial model, in future CRE 

function could be tested across other cell lines, and through comparison, functional 

inferences drawn.  

 The two regions identified as having potential silencer for this function acted as 

silencers in HepG2, as expected given its more repressed state, however they were not 

genomically active. Further study of these regions is warranted, in a model cell system 

where the PRDM1 region is in the process of undergoing heterochromatinization, in 

order to determine whether these elements are transiently active. Additionally, 

remaining DNase-seq accessibility regions should be tested, as it is possible other 

silencers were missed. However, it seems that the lack of active silencer elements in 
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this region does provide information regarding the silencing mechanisms. This region 

provides an example where silencing appears to be mediated through heterochromatin 

spreading, possibly through the loss of CTCF binding at an element which behaves as 

an enhancer.  

 Having established and begun to characterize this region, there are many 

experiments which could be completed to build upon this foundation. 4C contact data 

for PRDM1 and ATG5 promoters in these cell lines should be generated to determine 

which enhancers contact which promoters. Additionally, CRISPR-Cas9 mediated 

genomic deletion of DHS 16 to determine effect on ATG5 and PRDM1 expression 

measured by RNAseq (which could be complicated by cell death, if ATG5 is affected 

strongly enough) would help determine which genes it regulates. Similar deletions of 

single or combined DHS with contact evidence for PRDM1 could help tease out whether 

there is multi-enhancer synergy and redundancy in the region, and to what degree each 

DHS is necessary for proper PRDM1 expression. To support the potential roles of DHS 

3 and DHS 25.1 in preventing the spread of heterochromatin in K562 and HepG2 

respectively, I would measure heterochromatin and expression of PRDM1 and ATG5 

after deletion of these elements.  

 Silencer and enhancer blocker testing was not completed in HepG2 cells, as the 

HS2 enhancer used for these assays is not active in HepG2 cells. However in the 

enhancer assay, DHS 11 and 30 both showed putative silencer activity. It would be 

interesting to confirm this activity in the si and eb assays using a HepG2-active 

enhancer. Given the positioning of DHS 11 in the middle of the heterochromatin domain 

in HepG2, perhaps it is active at a transitory point during cell differentiation and is 

responsible for establishing a silenced state in the region, but then becomes inactive 

once it is established. DHS 11 is accessible in GM12878, CD4+ and CLL cell lines, 

supporting a lymphocyte-related function, and is bound by YY1, a transcription factor 

with both repressing activating functions, in GM12878 and K562 cells. 

 In an episomal context, I would selectively test the remaining few DHS from K562 

and HepG2 that were not tested here, from further up- and down-stream. I would also 

further interrogate the combinatorial and synergistic activity of the enhancer DHS in 

K562 in a manner more relevant to the regions biology by testing the activity of the other 
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DHS alongside DHS 16 or each other, rather than HS2e, in an episomal context, 

perhaps in conjunction with the PRDM1 promoter in place of the SV40 promoter. (The 

PRDM1 promoter was tested, but was not used as a constitutive promoter in the 

plasmid assays as its activity is very low in K562 (data now shown) and so might make 

detection and differentiation of DHS effects challenging). 

 Follow-up studies which build on the foundation established in this region have 

the potential to address many interesting current questions in the field of gene 

regulation, and to model how the different principles and layers of gene regulation 

(chromatin states, redundancy, cell-type specificity, synergy, CRE-CRE contacts) 

combine for a single domain to regulate expression.  

 

5.4 Characterizing Cis-Regulatory Elements: Limitations of Contact Data 

 Outside of the specific mechanisms of PRDM1 and ATG5 regulation, the results 

in Chapter 4 reveal important areas for ongoing research in cis-regulatory element 

biology in general. One of the primary limitations of the episomal approach used in 

Chapter 4 is not the potential differences between episomal and chromatin context. In 

fact, as discussed, for 4/5 of the regions tested, the classification assigned by episomal 

testing is supported by native indicators including TF binding and histone modifications. 

However, a primary limitation of the episomal approach is the inability to link a particular 

DHS to regulation of its target gene. This data can only be obtained through testing the 

native sequences. CRE-gene linking is essential both to improving our understanding of 

CRE-gene networks and how and when inter-element coordination occurs, and to 

linking non-coding genetic variation in humans to specific disease mechanisms. 

 This is also one of the primary limitations of data in the field of CRE biology. Past 

studies have relied on enhancer or silencer proximity to a promoter as a proxy for 

regulation, however this is not direct evidence and is not always accurate. This also 

limits assignment of enhancers located more distally to target promoters. A more 

promising technique used co-expression of enhancer RNAs with the timing of mRNA 

expression subsequent to activation of the cells using a cell signal [71]; [77]. Again 

however, this evidence provides correlation, not direct evidence of regulation. The best 

methods available to date are chromatin conformation capture methods, including 3C, 
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4C, and HiC [68]. These methods link enhancers and silencers to promoters by using 

physical proximity of the DNA sequences of the elements in a cell population. However 

a limitation to these methods is resolution of these results. More recently, Hsieh et al. 

improved chromatin capture resolution with MicroC [339], however this new method has 

not been yet applied to the many commonly studied cell lines and tissues and so data 

availability is limited, and mapping these contacts requires not insignificant investment 

of resources to obtain the high-throughput data. For smaller-scale studies (such as that 

presented here on PRDM1 and ATG5), 3C or 4C are needed to link CREs to their 

cognate promoters, but these must be repeated for each specific gene or region as they 

require selection of a target or ‘bait’ sequence for which contacts are identified. Future 

work in the field of regulation is significantly limited by the lack of 1kb-resolution contact 

data across many cell lines. However work is in progress to address this and the 

number of cell lines and tissue types with available contact data is increasing.  

 Another key tool, which would be a primary next assay to use for the PRDM1-

ATG5 regulatory domain characterization, is CRISPR-mediated deletions and 

disruptions. This also mirrors the state of larger field in general, as while it has emerged 

for use in studying CRE activity, there are still limitations of time and scale. Use of 

CRISPR/Cas9 facilitates necessity testing in native genomic contexts. Using sgRNAs 

Cas9 protein can be directed to target specific sequences for deletion, if sgRNAs are 

designed to target sequences flanking the region of interest, as Cas9 makes double-

stranded DNA breaks. Setting aside known limitations of off-target cutting and the 

availability of genomic sgRNA target sites near the region of interest, larger 

methodological limitations remain. The key readout to link deletion of a CRE to changes 

in gene expression is either qPCR or RNA-seq. RNA-seq captures aggregate RNA 

expression data, and samples would be compared to detect gene expression changes 

pre- vs post- deletion. This allows for unbiased detection of expression changes in any 

gene, potentially allowing detection of genes which are distally located and regulated by 

the CRE. However bulk RNA-seq is often overpowered and resource-intensive for the 

study of a single gene. However with qPCR, target genes must be chosen for readout 

using specific primers, which pre-limits detection of changes to the chosen genes and 

precludes detection of other regulated genes. This is potentially additionally confounded 
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by enhancer redundancy, where deletion of one enhancer may not have a detectable 

impact if other enhancers up-regulate or activate to compensate.  

 In summary, while both chromatin conformation capture and CRISPR deletion 

methods are crucial for directly linking CREs to their target genes, both have limitations 

linked to either scale or resolution. Additionally, they are both needed together to 

complement each other alongside episomal results in order to improve confidence of 

gene-CRE links. However this becomes limiting at a certain scale for medium-

throughput studies like the one in Chapter 4. They are more suited to the study of single 

elements or on a genome-wide scale but can be limiting on the level of a TAD. They 

are, however, crucial to mapping and characterizing CRE-gene interactions. 

Improvements to these methods that increase resolution, for HiC, improve scale 

limitations, for CRISPR, and allow for capture of data on a single-cell rather than 

population-level scale, will be important advances for the future of the field.  

 

5.5 Concluding Remarks 

 The work in this thesis provides a methodical overview of many of the core 

functional aspects of reporter assay design, and addresses the importance of these 

aspects to correct interpretation of assay results as well as tools to address potential 

pitfalls. It also presents novel data on the complete set of paired position- and 

orientation-dependencies of the cHS4 core CTCF-binding enhancer blocker element in 

a plasmid context, and data supporting the impact of enhancer-promoter distance on 

gene expression in episomal assays. It presents a novel tool for barcode-free 

preparation, sequencing, and analysis of full plasmid sequences for validation using 

nanopore sequencing and demonstrates the tool’s function using real and simulated 

plasmid data. Finally, it contributes to the mapping and characterization of CRE activity 

in the regulatory space of the PRDM1-ATG5-containing domain of the human genome.  

 Despite the adoption of high-throughput regulatory assays, much of the human 

genome remains uncharacterized, despite non-coding sequences increasingly being 

understood to play an important role in human development and disease. This work 

attempted to address aspects of two primary limitations to this characterization. The 

reliance on plasmid-based assays for characterization is reasonable given their 
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flexibility and the ease of cloning, however a full understanding of the regulatory logic of 

any plasmid constructs as well as the ability to fully validate plasmid sequences is 

essential to the ability to obtain useful results. Additionally, once these well-designed 

and validated assays are applied, individual studies are needed to layer the results from 

across the many high-throughput assays, combine them together, and ground them in 

genomic context for a particular location. Without this, the assays will continue to be 

useful for establishing general principles and patterns of activity, a very important goal, 

but without other groups focused on contextualizing and interpreting the data, loci in the 

human genome will remain largely uncharacterized.   
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