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ABSTRACT

Due to their limited sensing horizon, robots construct trajectories in a receding-horizon
fashion, where a trajectory defined over a finite time horizon is computed while the robot
tracks a previously planned trajectory. This trajectory is constructed by applying an op-
timization or sampling based method wherein collision checking is performed against
obstacles at discrete time instances. Unfortunately this presents an undesirable tradeoff
between real-time performance and safety. Reachability-based Trajectory Design (RTD)
circumvents this tradeoff by leveraging offline pre-computation of parameterized over-
approximations of the robot behavior using Forward Reachable Sets (FRS) thereby achiev-
ing safety and real-time operation.

To accomplish this objective, RTD represents the full order dynamics of the robot using
a reduced-order model, which enables it to apply polynomial-based reachability analysis
offline to the reduced-order model while conservatively bounding the difference between
the two models. The result is a parameterized over-approximation of the full order robot
behavior which can then be used for real-time trajectory design without sacrificing safety.
However, RTD suffers from a pair of shortcomings: first, representing the full order dynam-
ics using a reduced order model can introduce undue conservatism that makes it challenging
to construct safe, dynamic motion; and second, RTD deals with probabilistic models of the
surrounding environment by requiring that any possible behavior (even one with exceed-
ingly small probability) is safe thereby introducing more conservatism. This thesis focuses
on illustrating RTD on a walking robot model and addressing the two issues of RTD.

The first contribution of this thesis generalizes the RTD framework to bipedal robots
for flat ground walking using the idea of templates and anchors, where ‘templates’ are
simplified descriptions of the behavior of the full-order models as ‘anchors’. Reachability
analysis is performed on the template model under the assumption that the difference be-
tween the template and anchor can be bounded. Offline-computed polynomial reachable
sets are then incorporated into a Model Predictive Control framework to select controllers
that result in safe walking on the biped in an online fashion. This method is validated in
simulation on a 5-link planar model and in the real-world on Cassie and Digit.

The second contribution of this thesis improves the RTD framework for autonomous ve-
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hicles by designing a novel robust, partial feedback linearization controller and performing
zonotope-based reachability analysis on the closed-loop system. Because only the full-
order model is involved in the computation of the reachable set, the outer approximation
of the FRS using zonotopes is much tighter than the original polynomial-based RTD ap-
proaches. The proposed method is implemented on a full-size vehicle model in simulation,
and on a 1/10th race car model in real experiments.

The third contribution of this thesis extends the RTD framework to deal with uncer-
tainty. Consider the challenge of performing motion planning where one is given a Proba-
bility Density Function (PDF) description of an obstacle’s state. The problem of bounding
the risk of collision while performing motion planning can be cast as a chance-constrained
program. To address this challenge, this portion of the thesis develops a numerical scheme
that conservatively approximates the integral of a PDF over FRS and its gradient with
respect to a control parameterization. Using this information, one can formulate a chance-
constrained RTD approach to real-time risk-averse motion planning. The proposed method
is evaluated on a full-size vehicle model with uncertain obstacle observations in simulation.

xiv



CHAPTER 1

Introduction

Real-time, safe motion planning is of great interest in robotics because any practical de-
ployment of robots in the real-world must deal with real-time updates regarding the status
of the environment. Because of the limited horizon of sensors deployed on robots, real-time
motion planning algorithm usually operate in a receding-horizon fashion. Although roboti-
cists have made tremendous strides in developing algorithms for receding horizon robot
motion planning, ensuring that these algorithms can operate in real-time in uncertain envi-
ronments while providing meaningful safety guarantees remains challenging because of the
difficulties in robot behavior prediction, robot safety ensuring and real-time performance.
And this is particularly challenging as perception algorithms are imperfect.

The remainder of this section gives an overview of state-of-arts methods to ensure safety
during motion planning. Depending on how perception information is incorporated, mo-
tion planning algorithms can be divided into two categories: deterministic and stochastic.
Deterministic motion planning algorithms either assume the knowledge of the environment
is perfect or conservatively treat all possible area in which a crash might happen as unsafe
region. On the other hand, stochastic methods model perception in a probabilistic fash-
ion while trying to minimize the risk of a crash. We begin by describing several types of
deterministic motion planning algorithms and then summarize how stochastic approaches
balance robot safety with uncertain environments.

To generate safe motion plan in real-time while satisfying the robot dynamics, it is help-
ful to have accurate predictions of robot behavior over the time horizon in which planning is
occurring. Because robot dynamics are typically nonlinear, closed-form solutions of robot
trajectories are usually not computable; thus, planning methods utilize approximations to
the solutions of robot’s equations of motion. For instance, sampling-based planning meth-
ods compute approximate solutions to the robot dynamic model by applying different forms
of discretization to try to construct collision-free paths [46, 60]. Sampling-based method
generate approximate solutions to a robot’s equations of motion by numerically integrating
the robot dynamics or an approximation to them. To account for the inaccurate integration,
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obstacles are usually buffered by some small amount [25, 59]. However, selecting the cor-
rect amount to buffer by to account exactly for integration error can be challenging. As
a result, most users of such sampling-based motion planning algorithms typically rely on
heuristics to achieve real-time performance.

The idea of discretizing robot dynamics to generate an approximate solution is also
utilized in Nonlinear Model Predictive Control (NMPC). In this instance, collision-free
trajectories are numerically constructed through optimization algorithms that enforce safety
at discrete time instances rather than continuous time intervals [27, 103]. Solving this
optimization problem in real-time for high-dimensional robot models can be challenging
as the required number of decision variables within the optimization problem to construct
accurate representations of the solution to the equations of motion may be large. As a
result, applying NMPC can require that the user make an undesirable trade between real-
time performance and robot safety [125].

To account for inaccuracies that may arise due to following a trajectory generating by
applying NMPC or a sampling-based motion planning algorithm, researchers have pro-
posed the idea of applying robust feedback control algorithms. One particularly popular
approach in recent years utilizes a Control Barrier Function (CBF) to modify a controller
built to track a trajectory in real-time to ensure that the robot stays within a safe set. Be-
cause this can be done by solving a quadratic program, such methods have been success-
fully applied to ensure the safety of pre-computed trajectories for autonomous vehicles
and walking robots [2, 4, 10, 74]. However, this pre-computation can make the CBF-based
method scenario-specific; thus, the performance can be limited in real applications when
environment information is collected at run-time [21, 77, 96].

To address some of these challenges, researchers have proposed to pre-compute over-
approximations to a set of solutions of a robot’s equations of motion, which is called a For-

ward Reachable Set (FRS) [34,56,92,120]. These FRS-es can be represented as level sets of
polynomials or zonotopes and can be constructed offline by applying convex optimization
techniques [67] or linearizing the robot dynamics while accounting for linearization error
and computing the reachable set of a linear system under a disturbance [6]. During on-
line planning, robot safety can then be enforced directly using the offline-computed FRS.
Unfortunately constructing such FRS representations that are overapproximative but not
overly conservative for high dimensional robotic systems can be numerically challenging.

The aforementioned methodologies are deterministic because they each assume perfect
of the environment. However in real applications, it may be impossible to perfectly know
the state of the system being controlled or the state of the surrounding environment. Be-
cause deterministic approaches deal with this challenge by bounding the estimation error
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and requiring the robot to avoid much more conservative unsafe area, such conservatism
may render the online planning infeasible which can result in a large decline in the per-
formance of the robot [91]. To balance the tradeoff between safety and maneuverability in
uncertain environments, stochastic methods for risk-aware motion planning have been pro-
posed [19, 86]. In this instance, instead of guaranteeing that an obstacle is avoided, these
stochastic methods impose safety by restricting the probability of the risk that an unsafe
event occurs. This is usually done by utilizing chance constraints [112, 121], Conditional
Value-at-Risk (CVaR) constraints [38] or Entropic Value-at-Risk (EVaR) constraints [24].
In particular, a chance constraint directly limits the probability of risk within an online op-
timization problem, while constraints involving CVaR and its tightest upper bound, EVaR,
regulate safety by limiting the expectation of the distance to the safe region by using a
worst-case quantile representation of a distribution. Experiments have shown stochastic
methods can regulate the risk of unsafe performance and maintain a balance between robot
safety and maneuverability [105]. However evaluating chance constraints usually require
strong assumptions on probability distributions that are difficult to meet in real applica-
tion (i.e., assuming the cumulative probability distribution function is available and can be
evaluated at run-time). Meanwhile, CVaR and EVaR constraints potentially make real-time
planning challenging because they require applying sampling techniques or mixed integer
optimization.

1.1 Reachability-based Trajectory Design

The Reachability-based Trajectory Design (RTD) framework [52] is a deterministic plan-
ning strategy for real-time safe motion planning that circumvents the undesirable tradeoff
between real-time performance and safety. As a reachability-based planning method, RTD
achieves safe real-time motion planning by first performing offline reachability analysis on
a reduced-order model of the full-order robot dynamics with the difference between the
two bounded conservatively. At run-time, the parameterized polynomial reachable sets are
optimized over to ensure robot safety. Although RTD has been applied to autonomous
vehicles, drones, and manipulators [43, 51, 106], there are two challenges that restrict the
broad applicability of RTD.

1. Because a simplified model with bounded error is used to bound the potential behav-
ior of the full-order robot model, the introduced conservatism can make it challenging
to construct safe dynamic motions.

2. Because RTD is a deterministic method, it requires that any possible behavior of the
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robot is safe in uncertain environment.

1.2 Contributions and Outlines

This thesis focuses on illustrating the generality of the RTD framework and addressing its
aforementioned two issues. In particular, this thesis develops a real-time motion planning
in the deterministic and chance-constrained setting. It begins by describing how classical
RTD can be extended to a planar bipedal robot for flat ground walking without falling using
the idea of template and anchor [30] in Chapter 21. This is done by defining a set of outputs
which are functions of the robot state and can be used to determine whether a gait can
be safely tracked. These outputs enable the construction of a simplified (template) model
whose behavior can be used to guarantee the safety of the full-order (anchor) robot model.
Offline polynomial reachable sets are constructed for these outputs using the simplified
model. Such reachable sets are then used online in a Model Predictive Control framework
to achieve safe walking. The method is validated in simulation on a 5-link planar walking
robot model named RABBIT and in the real-world on Cassie and Digit.

Chapter 32 presents a controller-oriented planning strategy named REFINE which ex-
tends the reachability-based approach developed in [52] using Feedback Linearization and
Zonotopes on autonomous vehicles. REFINE drastically improves the tightness of reach-
able set computation by designing a robust partial feedback linearization controller that is
able to deal with model inaccuracy. This controller makes offline reachability analysis over
the closed loop dynamics of the full-order vehicle model possible using zonotopes. Because
the full-order dynamic model is used for reachability analysis, conservatism introduced by
model simplification as in classic RTD or as described in Chapter 2 is explicitly avoided.
During online planning, control synthesis is performed in a receding horizon fashion by
solving optimizations in which zonotope reachable sets are used to check against colli-
sions. Experimental results on a full-size vehicle model and a 1/10th race car robot show
that the proposed REFINE framework drastically improves the tightness of reachable sets
and thereby enables far more maneuverability during online operation.

In Chapter 4, a probabilistic framework named Risk-RTD is provided to achieve real-
time risk-aware motion planning. As the probabilistic extension of the traditional RTD
method [52], Risk-RTD shares the same offline reachability analysis with REFINE and
benefit from the tightness of zonotope reachable sets, but enforces robot safety by bound-
ing the probability of any collision from above as chance constraints at all time during

1This chapter was previously published in ICRA 2020 [62].
2This chapter is under review at TRO [61].
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online planning. To avoid making strong assumptions on probability estimation of the en-
vironment for chance constraint evaluation as in [105], a closed-form over-approximation
on the probability of a collision is derived given the obstacle estimation satisfying arbitrary
and twice-differentiable probabilistic distribution from an exponential family. Such over-
approximation of collision probability is constructed in a way that ensures the existence
of its analytical derivative which can improve the computation speed of online optimiza-
tion. In addition, the proposed computations of both probability over-approximation and
its derivative are parallelizable. As a result, Risk-RTD is able to perform real-time, chance-
constrained motion planning. The tightness of proposed probability over-approximation
is validated through numerical experiments, and simulation on a full-size vehicle model
shows that the proposed Risk-RTD framework allows the ego vehicle to travel through
crowded traffic more aggressively with a higher success rate when compared with deter-
ministic motion planning methods.

In Chapter 5, the thesis contributions are summarized and potential future directions
are provided.
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CHAPTER 2

Real-Time Safe Control for Bipedal Robots

2.1 Introduction
1 Legged robots are an ideal system to perform locomotion on unstructured terrains. Un-
fortunately designing controllers for legged systems to operate safely in such situations
has proven challenging. To robustly traverse such environments, an ideal control synthesis
technique for legged robotic systems should satisfy several requirements.

First, since uncertainties and disturbances may appear during operation, any algorithm
for control synthesis should run in real-time. Second, since modeling contact can be chal-
lenging, any control synthesis technique should be able to accommodate model uncertainty.
Third, since the most appropriate controller may be a function of the environment and given
task, a control synthesis algorithm should optimize over as rich a family of control inputs at
run-time as possible. Finally, since falling can be costly both in time and expense, a control
synthesis technique should be able to guarantee the satisfactory behavior of any constructed
controller. As illustrated in Fig. 2.1, this chapter presents an optimization-based algorithm
to design gaits for legged robotic systems while satisfying each of these requirements.

We begin by summarizing related work with an emphasis on techniques that are able to
make guarantees on the safety of the designed controller. For instance, the Zero-Moment
Point approach [109] characterizes the stability of a legged robot with planar feet by defin-
ing the notion of the Zero-Moment Point and requiring that it remains within the robot’s
base of support. Though this requirement can be used to design a controller that can avoid
falling at run-time, the gaits designed by the ZMP approach are static and energetically
expensive [55] [114, Section 10.8].

In contrast, the Hybrid Zero Dynamics approach, which relies upon feedback lineariza-
tion to drive the actuated degrees of freedom of a robot towards a lower dimensional mani-

1This chapter was previously published in 2020 IEEE International Conference on Robotics and Automa-
tion (ICRA) [62].
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Figure 2.1: This chapter proposes a method to design gaits that are certified to be tracked by a full-order
robot model (bottom row sub-figures) for N -steps without falling over. To construct this method, this chapter
defines a set of outputs that are functions of the state of the robot and a chosen gait (middle row sub-figures).
If the outputs associated with a particular gait satisfy a set of inequality constraints (depicted as the safe
region drawn in light gray in the middle row sub-figures), then the gait is proven to be safely tracked by the
legged system without falling. Due to the high-dimensionality of the robot’s dynamics, forward propagating
these outputs via the robot’s dynamics for N -steps to design a gait that is certified to be tracked safely is
intractable. To address this challenge, this chapter constructs a template model (top row sub-figures) whose
outputs are sufficient to predict the behavior of the anchor’s outputs. In particular, if all of the points in a
bounded neighborhood of the forward reachable set of the outputs of the template model remain within the
safe region, then the anchor is certified to behave safely. This chapter illustrates how this can be incorporated
into a MPC framework to design safe gaits in real-time.

fold, is able to synthesize a controller which generates gaits that are more dynamic. Though
this approach can generate safety preserving controllers for legged systems in real-time
in the presence of model uncertainty [9, 45, 73, 75, 76], it is only able to prove that the
gait associated with a synthesized control is locally stable. As a result, it is non-trivial
to switch between multiple constructed controllers while preserving any safety guarantee.
Recent work has extended the ability of the hybrid zero dynamic approach beyond a sin-
gle neighborhood of any synthesized gait [11, 71, 94, 108]. These extensions either assume
full-actuation [11] or ignore the behavior of the legged system off the lower dimensional
manifold [71, 94, 108].

Rather than designing controllers for legged systems, other techniques have focused
on characterizing the limits of safe performance by using Sums-of-Squares (SOS) opti-
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mization [80]. These approaches use semi-definite programming to identify the limits
of safety in the state space of a system as well as associated controllers for hybrid sys-
tems [85, 93]. These safe sets can take the form of reachable sets [50, 93] or invariant sets

in state space [84, 85, 115]. However, the representation of each of these sets in state space
restricts the size of the problem that can be tackled by these approaches and as a result,
these SOS-based approaches have been primarily applied to reduced models of walking
robots: ranging from spring mass models [127], to inverted pendulum models [50, 101]
and to inverted pendulum models with an offset torso mass [84]. Unfortunately the dif-
ferences between these simple models and real robots makes it challenging to extend the
safety guarantees to more realistic real-world models.

This chapter addresses the shortcomings of prior work by making the following four
contributions. First, in Section 2.3.1, we describe a set of outputs that are functions of
the state of the robot, which can be used to determine whether a particular gait can be
safely tracked by a legged system without falling. In particular, if a particular gait’s outputs
satisfy a set of inequality constraints that we define, then we show that the gait can be
safely tracked by the legged system without falling. To design gaits over N -steps that
do not fall over, one could begin by forward propagating these outputs via the robot’s
dynamics for N -steps. Unfortunately performing this computation can be intractable due
to the high-dimensionality of the robot’s dynamics. To address this challenge, our second
contribution, in Section 2.3.2, leverages the anchor and template framework to construct
a simple model (template) whose outputs are sufficient to predict the behavior of the full
model’s (anchor’s) outputs [30] under the assumption that the modeling error between the
anchor and template can be bounded. Third, in Section 2.4.1, we develop an offline method
to compute a gait parameterized forward reachable set that describes the evolution of the
outputs of the simple model.

Similar to recently developed work on motion planning for ground and aerial vehicles
[40, 51, 52, 66], one can then require that all possible outputs in the forward reachable set
satisfy a family of conditions that we define to ensure that the robot does not fall over during
the N -steps. Finally, in Section 2.4.2, we describe how to incorporate these conditions in
a Model Predictive Control (MPC) framework that are sufficient to ensure N -step walking
safely. Note, to simplify exposition, this chapter focuses on an example implementation
on a 14-dimensional model of the robot RABBIT that is described in Section 2.2. The
remainder of this chapter is organized as follows. Section 2.5 demonstrates the performance
of the proposed approach on walking examples in simulation and on hardware. Section 2.6
concludes the chapter.
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Robot Model: Recall
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A 17-dimensional hybrid nonlinear system. 

Hard to do multi-step prediction.

We need a simplified model!

Figure 2.2: Illustration of the RABBIT model. Stance leg and swing leg are shown in red and blue respec-
tively.

2.2 Preliminaries

This section introduces the notation, the dynamic model of the RABBIT robot, and a Sim-
plified Biped Model (SBM) that are used throughout the remainder of this paper. The
following notation is adopted in this manuscript. All sets are denoted using calligraphic
capital letters. Let R denote the set of real numbers, and let N+ denote the collection of all
non-negative integers. Give a set A ⊂ Rn for some n ∈ N+, let C1(A) denote the set of all
differentiable continuous functions from A to R whose derivative is continuous and let λA
denote the Lebesgue measure which is supported on A.

2.2.1 RABBIT Model (Anchor)

This chapter considers the walking motion of a planar 5-link model of RABBIT [20] as
shown in Figure 2.2. The walking motion of the RABBIT model consists of alternating
phases of single stance (one leg in contact with the ground) and double stance (both legs in
contact with the ground). While in single stance, the leg in contact with the ground is called
the stance leg, and the non-stance leg is called the swing leg. The double stance phase is
instantaneous. The configuration of the robot at time t is

q(t) ∶= [qh(t), qv(t), q1(t), q2(t), q3(t), q4(t), q5(t)]⊺ ∈ Q ⊂ R7 (2.1)

where (qh(t), qv(t)) are Cartesian position of the robot hip; q1(t) is the torso angle relative
to the upright direction; q2(t) and q4(t) are the hip angles relative to stance and swing leg,
respectively; and q3(t) and q5(t) are the knee angles. The joints (q2, q3, q4, q5) are actuated,
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and q1 is an underactuated degree of freedom. Let θ(q) ∶= q1+q2+q3/2 denote the stance leg

angle, and let ϕ(q) ∶= q1+q4+q5/2 denote the swing leg angle. We refer to the configuration
when the robot hip is right above the stance foot, i.e. θ = π, as mid-stance. We refer to the
motion between the i-th and (i + 1)-st swing leg foot touch down with the ground as the
i-th step.

Using the method of Lagrange, we can obtain a continuous dynamic model of the robot
during swing phase:

ȧ(t) = f(a(t), u(t)) (2.2)

where a(t) = [q⊺(t), q̇⊺(t)]⊺ ∈ TQ ⊂ R14 denotes the tangent bundle of Q, u(t) ∈ U , U de-
scribes the permitted inputs to the system, and t denotes time. We model the RABBIT as a
hybrid system and describe the instantaneous change using the notation of a guard and a re-

set map. That is, suppose (θ(q(t)), cfoot(q(t))) denotes the stance leg angle and the vertical
position of the swing foot relative to the stance foot, respectively, given a configuration q(t)
at time t. The guard G is {(b, b′) ∈ TQ ∣ π/2 < θ(b) < 3π/2, cfoot(b) = 0 and ċfoot(b, b′) < 0}.
Notice the force of the ground contact imposes a holonomic constraint on stance foot posi-
tion, which enables one to obtain a reset map: [114, Section 3.4.2]:

q̇+(t) =∆(q̇−(t)), (2.3)

where ∆ describes the relationship between the pre-impact and post impact velocities.
More details about the definition and derivation of this hybrid model can be found in [114,
Section 3.4].

To simplify exposition, this chapter at run-time optimizes over a family of reference
gaits that are characterized by their average velocity and step length. These reference gaits
are described by a vector of control parameters P (i) = (p1(i), p2(i)) ∈ P for all i ∈ N,
where p1(i) denotes the average horizontal velocity and p2(i) denotes the step length be-
tween the i-th and (i+ 1)-st mid-stance position. Note P is compact. These reference gaits
are generated by solving a finite family of nonlinear optimization problems using FROST
in which we incorporate p1(i), p2(i), and periodicity as constraints, and minimize the av-
erage torque squared over the gait period [41]. Each of these problems yields a reference
trajectory parameterized by P (i) and interpolation is applied over these generated gaits to
generate a continuum of gaits. Given a control parameter, a control input into the RABBIT
model is generated by tracking the corresponding reference trajectories using a classical
PD controller.

Next, we define a solution to the hybrid model as a pair (I, a), where I = {Ii}Ni=0 is
a hybrid time set with Ii being intervals in R, and a = {ai(⋅)}Ni=0 is a finite sequence of
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functions with each element ai(⋅) ∶ Ii → TQ satisfying the dynamics (2.2) over Ii where
N ∈ N [64, Definitions 3.3, 3.4, 3.5]. Denote each Ii ∶= [τ+i , τ−i+1] for all i < N . τi corre-
sponds to the time of the transition between (i − 1)-th to i-th step. We let τ−i correspond to
the time just before the transition and and τ+i correspond to the time just after the transition.
Since transitions are assumed to be instantaneous, τi = τ−i = τ+i if all values exist. When a
transition never happens during the i-th step, we denote τ−i−1 = +∞. Note when τi+1 < ∞,
ai(τ−i+1) ∈ G and ai+1(τ+i+1) ∈∆(ai(τ−i+1)).

2.2.2 Simplified Biped Model (Template)

As we show in Section 2.5, performing online optimization with the full RABBIT model
is intractable due to the size of its state space. In contrast, performing online optimiza-
tion with the Simplified Biped Model (SBM) adopted from [116] is tractable. This model
consists of a point-mass M and two mass-less legs each with a constant length l. The con-
figuration of the SBM at time t is described by the stance leg angle, θ̂, and the swing leg
angle, ϕ̂. The guard is the set of configurations when θ̂ + ϕ̂ = 2π. The swing leg swings
immediately to a specified step length. During the swing phase, one can use the method of
Lagrange to describe the evolution of the configuration as a function of the current config-
uration and the input. Subsequent to the instantaneous double stance phase, an impact with
the ground happens with a coefficient of restitution of 0. We denote a hybrid execution of
the SBM as a pair (Î, â) where Î = {Îi}Ni=0 is a hybrid time set with Îi ∶= [τ̂+i , τ̂−i+1] and
â = {âi(⋅)}Ni=0 is a finite sequence of solutions to the SBM’s equations of motion.

2.3 Outputs to Describe Successful Walking

During online optimization, we want to optimize over the space of parameterized inputs
while introducing a constraint to guarantee that the robot does not fall over. This section
first formalizes what it means for the RABBIT model to walk successfully without falling
over. Unfortunately due to the high-dimensionality of the RABBIT model, implementing
this definition directly as a constraint during online optimization is intractable. To address
this problem, Section 2.3.1 defines a set of outputs that are functions of the state of RAB-
BIT and proves that the value of these outputs can determine whether RABBIT is able to
walk successfully. Subsequently in Section 2.3.2 we define a corresponding set of outputs
that are functions of the state of the SBM and illustrate how their values can be used to
determine whether RABBIT is able to walk successfully.

To define successful walking on RABBIT, we begin by defining the time during step i
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at which mid-stance occurs (i.e., the largest time t at which θ(q(t)) = π during Ii) as

tMS
i ∶=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

+∞, if θ(q(t)) < π ∀t ∈ Ii,
−∞, if θ(q(t)) > π ∀t ∈ Ii,
max{t ∈ Ii ∣ θ(q(t)) = π}, otherwise.

(2.4)

Note if mid-stance is never reached during step i, then the mid-stance time is defined as
plus or minus infinity depending upon if the hip-angle remains less than π or greater than
π during step i, respectively. Using this definition, we formally define successful walking
for the RABBIT model as:

Definition 1. The RABBIT model walks successfully in step i ∈ N if

1. tMS
i ≠ ±∞,

2. π/2 < θ(q(t)) < 3π/2 for all t ∈ Ii, and

3. τ−i+1 < +∞.

To understand this definition, note that the first requirement ensures that mid-stance
is reached, the second requirement ensures that the hip remains above the ground, and
the final requirement ensures that the swing leg actually makes contact with the ground.
Though satisfying this definition ensures that RABBIT takes a step, enforcing this condi-
tion directly during optimization can be cumbersome due to the high dimensionality of the
RABBIT dynamics.

2.3.1 Outputs to Describe Successful RABBIT Walking

This subsection defines a set of discrete outputs that are functions of the state of RABBIT
model and illustrates how they can be used to predict failure. We begin by defining another
time variable t0i :

t0i ∶=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

τ+i , if θ̇(q(t), q̇(t)) < 0 ∀t ∈ Ii,
τ−i+1, if θ̇(q(t), q̇(t)) > 0 ∀t ∈ Ii,
max{t ∈ Ii ∣ θ̇(q(t), q̇(t)) = 0}, otherwise.

(2.5)

Note t0i is defined to be the last time in Ii when a sign change of θ̇ occurs; when a sign
change does not occur, t0i is defined as an endpoint of Ii associated with the sign of θ̇.
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Figure 2.3: An illustration of how the values of the outputs can be used to determine whether the robot walks
safely. To ensure that the robot does not fall backwards, one can require that y1(i) ≥ 0 (left column). In
particular if y1(i) < 0, then tMS

i = +∞ which implies that the robot is falling backwards. To ensure that the
robot does not fall forward, one can require that y2(i) ≤ π (right column).

We first define an output, y1 ∶ N→ R that can be used to ensure that tMS
i ≠ +∞:

y1(i) ∶=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

θ̇(q(tMS
i ), q̇(tMS

i )), if tMS
i ≠ ±∞,

−
√
2g(lst(t0i ) − qv(t0i ))/lst(t0i ), if tMS

i = +∞,

1 if tMS
i = −∞,

(2.6)

where g is gravity and lst(t0i ) is the stance leg length at time t0i . Note that y1(i) is the
hip angular velocity when the mid-stance position is reached during the i-th step. When
the mid-stance position is not reached, −y1(i) represents the additional hip angular velocity
needed to reach the mid-stance position. In particular, notice tMS

i ≠ +∞whenever y1(i) ≥ 0
.

Next, we define an output y2 ∶ N→ R that can be used to ensure that tMS
i ≠ −∞:

y2(i) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ϕ(q(τ−i+1)), if τ−i+1 < +∞,

2π, otherwise.
(2.7)

Note, y2(i) is the swing leg angle at touch-down at the end of the i-th step; if touch-down
does not occur, y2(i) is defined as 2π. Recall ϕ(q(τ−i+1)) = θ(q(τ+i+1)), so if y2(i) ≤ π, it
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then follows from (2.4) and (2.7) that tMS
i+1 ≠ −∞ and τ−i+1 < +∞. Fig. 2.3 illustrates the

behavior of y1 and y2.
We now define our last two outputs y3, y4 ∶ N → R ∪ {−∞,+∞} that can be used to

ensure that the hip stays above the ground:

y3(i) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

inf{θ(q(t)) ∣ t ∈ [tMS
i , tMS

i+1 ]}, if tMS
i+1 , t

MS
i ∈ R,

−∞, otherwise.
(2.8)

y4(i) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

sup{θ(q(t)) ∣ t ∈ [tMS
i , tMS

i+1 ]}, if tMS
i+1 , t

MS
i ∈ R,

+∞, otherwise.
(2.9)

Finally, we let Y ∶= R ×R × (R ∪ {−∞,+∞}) ×R.
The outputs are defined based on the observation that the hip usually has forward speed

(e.g. moving forward, rather than falling backwards) at mid-stance and appears between
thee two legs at touch-down when the RABBIT model walks safely. Specifically, y1 rep-
resents the hip angular velocity at mid-stances and y2 represents the swing leg angle at
touch-downs. y3 and y4 are defined as the maximum and minimum stance leg angles be-
tween adjacent mid-stances, which are used to indicate whether the hip hits the ground.

Using these definitions, we can prove the following theorem that constructs a sufficient
condition to ensure successful walking by RABBIT.

Theorem 2. Suppose that the 0-th step can be successfully completed (i.e. τ+0 and tMS
0

are finite, inf{θ(q(t)) ∣ t ∈ [τ+0 , tMS
0 ]} > π/2, and sup{θ(q(t)) ∣ t ∈ [τ+0 , tMS

0 ]} < 3π/2)).

Suppose y1(i) ≥ 0, y2(i) ≤ π, y3(i) > π/2 and y4(i) < 3π/2 for each i ∈ {0,⋯,N}, then the

robot walks successfully at the i-th step for each i ∈ {0,⋯,N}.

Proof. Notice y1(i) ≥ 0⇒ tMS
i ≠ +∞ and y2(i) ≤ π ⇒ tMS

i+1 ≠ −∞ for each i ∈ {1,⋯,N}.
By induction we have tMS

i is finite ∀i ∈ {1,⋯,N}. y2(i) ≤ π < 2π implies that τ−i+1 < +∞.
By using the definitions of y3 and y4, one has that the robot walks successfully in the i-th
step based on Definition 1.

2.3.2 Approximating Outputs Using the SBM

Finding an analytical expression describing the evolution of each of the outputs can be
challenging. Instead we define corresponding outputs

ŷ(i) ∶= (ŷ1(i), ŷ2(i), ŷ3(i), ŷ4(i)) ∈ Y (2.10)
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for SBM. Importantly, the dynamics of each of these corresponding outputs can be suc-
cinctly described.

As we did for the RABBIT model, consider the following set of definitions for the
SBM:

t̂MS
i ∶=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

+∞, if θ̂(t) < π ∀t ∈ Îi,
−∞, if θ̂(t) > π ∀t ∈ Îi,
max{t ∈ Îi ∣ θ̂(t) = π}, otherwise.

(2.11)

t̂0i ∶=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

τ̂+i , if ˙̂
θ(t) < 0 ∀t ∈ Îi,

τ̂−i+1, if ˙̂
θ(t) > 0 ∀t ∈ Îi,

max{t ∈ Îi ∣ ˙̂θ(t) = 0}, otherwise.

(2.12)

ŷ1(i) ∶=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

˙̂
θ(t̂MS

i ), if t̂MS
i ≠ ±∞

−
√
2g(l(1 + cos(θ̂(t̂0i ))))/l, if t̂MS

i = +∞
1 if t̂MS

i = −∞,

(2.13)

ŷ2(i) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ϕ̂(τ̂−i+1), if τ̂−i+1 < +∞,

2π, otherwise.
(2.14)

ŷ3(i) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

inf{θ̂(t) ∣ t ∈ [t̂MS
i , t̂MS

i+1 ]}, if t̂MS
i+1 , t̂

MS
i ∈ R,

−∞, otherwise.
(2.15)

ŷ4(i) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

sup{θ̂(t) ∣ t ∈ [t̂MS
i , t̂MS

i+1 ]}, if t̂MS
i+1 , t̂

MS
i ∈ R,

+∞, otherwise.
(2.16)

The discrete-time dynamics of each of these outputs of SBM can be described by the fol-
lowing difference equations:

ŷ1(i + 1) = fŷ1(ŷ1(i), P (i))
ŷ2(i) = fŷ2(P (i))
ŷ3(i) = fŷ3(ŷ1(i), P (i))
ŷ4(i) = fŷ4(ŷ1(i), P (i))

(2.17)

for each i ∈ N, ŷ(i) ∈ Y , and P (i) ∈ P . Such functions fŷ1 , fŷ2 , fŷ3 and fŷ4 can be generated
using elementary mechanics 2.

2A derivation can be found in appendix.

15



To describe the gap between the discrete signals y and ŷ we make the following as-
sumption:

Assumption 3. For any sequence of control parameters, {P (i)}i∈N , and corresponding

sequences of outputs, {y1(i), y2(i), y3(i), y4(i)}i∈N and {ŷ1(i), ŷ2(i), ŷ3(i), ŷ4(i)}i∈N, gen-

erated by the RABBIT dynamics and (2.17), respectively, there exists bounding functions
B1, B1 ∶ R × P → R, B2 ∶ P ×R × P → R, and B3, B4 ∶ R × P → R satisfying

B1(y1(i), P (i)) ≤ y1(i + 1) − ŷ1(i + 1) ≤ B1(y1(i), P (i)) (2.18)

y2(i) − ŷ2(i) ≤ B2(P (i − 1), y1(i), P (i)) (2.19)

y3(i) − ŷ3(i) ≥ B3(y1(i), P (i)) (2.20)

y4(i) − ŷ4(i) ≤ B4(y1(i), P (i)). (2.21)

In other words, if y1(i) = ŷ1(i), then B1, B1, B2, B3, and B4 bound the maximum pos-
sible difference between (y1(i + 1), y2(i), y3(i), y4(i)) and (ŷ1(i + 1), ŷ2(i), ŷ3(i), ŷ4(i)).
Though we do not describe how to construct these bounding functions here due to space
limitations, one could apply SOS optimization to generate them [95] or bound the dynam-
ics of the system [51]. Note, constructing such a bound precisely using SOS optimization
can be challenging due to the high-dimensionality of the full-order model. However, sev-
eral papers have proposed techniques that have begun to address these scaling challenges
while applying SOS optimization [3, 54, 79, 99]. To simplify further exposition, we define
the following:

B(y1(i), P (i)) ∶= [fŷ1(y1(i), P (i)) +B1(y1(i), P (i)),
fŷ1(y1(i), P (i)) +B1(y1(i), P (i))]

(2.22)

for all (y1(i), P (i)) ∈ R × P . In particular, it follows from (2.18) that for any sequence of
control parameters, {P (i)}i∈N , and corresponding sequences of outputs, {y1(i)}i∈N gener-
ated by the RABBIT dynamics, y1(i + 1) ∈ B(y1(i), P (i)) for all i ∈ N.

2.4 Enforcing N-Step Safe Walking

This section proposes an online MPC framework to design a controller for the RABBIT
model that can ensure successful walking for N -step. In fact, when N = 1 one can directly
apply Theorem 2 and Assumption 3 to generate the following inequality constraints over
y1(i), P (i − 1) and P (i) to guarantee walking successfully from the i-th to the (i + 1)-th
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mid-stance:

fŷ1(y1(i), P (i)) +B1(y1(i), P (i)) ≥ 0, (2.23)

fŷ2(P (i)) +B2(P (i − 1), y1(i), P (i)) ≤ π, (2.24)

fŷ3(y1(i), P (i)) +B3(y1(i), P (i)) > π/2, (2.25)

fŷ4(y1(i), P (i)) +B4(y1(i), P (i)) < 3π/2. (2.26)

Unfortunately, to construct a similar set of constraints when N > 1, one has to either
compute (y1(i +M), y2(i +M), y3(i +M), y4(i +M)) for each 1 ≤ M ≤ N , which can
be computationally taxing, or one can apply (2.18) recursively to generate an outer approx-
imation to y1(i +M) for each 1 ≤ M ≤ N and then apply the remainder of Assumption
3 to generate an outer approximation to y2(i +M), y3(i +M), and y4(i +M) for each
1 ≤M ≤ N . In the latter instance, one would need the entire set of possible values for the
outputs to satisfy conditions in Theorem 2 from the i-th step to the (i+N)-th step to ensure
N -step safe walking. This requires introducing set inclusion constraints that can be cum-
bersome to enforce at run-time. To address these challenges, Section 2.4.1 describes how
to compute in an offline fashion, an N -step Forward Reachable Set (FRS) that captures all
possible outcomes for the output y1 from a given initial state and set of control parameters
for up to N steps. Subsequently, Section 2.4.2 illustrates how to write down N -step suc-
cessful walking conditions on outputs (y2, y3, y4) and set up an MPC framework to update
gait parameters for RABBIT using nonlinear program with set inclusion constraints.

2.4.1 Forward Reachable Set

Letting Y1 ⊂ R be compact, we define the N -step FRS of the output y1:

Definition 4. The N -step FRS of the output beginning from (y1(i), P (i)) ∈ Y1×P for i ∈ N
and for N ∈ N is defined as

WN(y1(i), P (i)) ∶=
i+N
⋃

n=i+1
{y1(n) ∈ Y1 ∣ ∃P (i + 1), . . . ,

P (n − 1) ∈ P such that ∀j ∈ {i, . . . , i + n − 1},
y1(j + 1) is generated by the RABBIT

dynamics from y1(j) under P (j) } (2.27)

In other words, given a fixed output y1(i) and the current control parameter P (i), the
FRS WN captures all the outputs y1(j) that can be reached within N steps, provided that
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all subsequent control parameters are contained in a set P . Since WN is the union of all
possible y1 within the next N steps, it follows that:

Lemma 5.
WM(y1(i), P (i)) ⊆ WN(y1(i), P (i)) ∀1 ≤M ≤ N (2.28)

As a result of Lemma 5, to predict the behavior of RABBIT system over N steps, it
is unnecessary to compute distinct FRS-es for each of the next N steps. Instead one only
needs to compute a single FRS.

To compute an outer approximation of the FRS, inspired by [39], one can solve the
following infinite-dimensional linear problem over the space of functions:

inf
wN ,v1,⋯,vN ∫Y1×P×Y1

wN(x1, x2, x3)dλY1×P×Y1 (FRSopt)

s.t. v1(x1, x2, x3) ≥ 0, ∀x3 ∈ B(x1, x2)
∀(x1, x2) ∈ Y1 × P

vζ+1(x1, x2, x4) ≥ vζ(x1, x2, x3), ∀ζ ∈ {1,2,⋯,N − 1}
∀x4 ∈ B(x3, x5)
∀(x1, x2, x5) ∈ Y1 × P × P

wN(x1, x2, x3) ≥ 0, ∀(x1, x2, x3) ∈ Y1 × P × Y1
wN(x1, x2, x3) ≥ vζ(x1, x2, x3) + 1, ∀ζ = 1,2,⋯,N

∀(x1, x2, x3) ∈ Y1 × P × Y1

where the sets Y1 and P are given, and the infimum is taken over an (N + 1)-tuple of con-
tinuous functions (wN , v1,⋯, vN) ∈ (C1(Y1 × P × Y1;R))N+1. Note that only the SBM’s
dynamics appear in this program via B(⋅, ⋅).

Next, we prove that the FRS is contained in the 1-superlevel set of all feasible w’s in
(FRSopt):

Lemma 6. Let (wN , v1,⋯, vN) be feasible functions to (FRSopt), then the following con-

dition is true for all (y1(i), P (i)) ∈ Y1 × P:

WN(y1(i), P (i)) ⊆ {x3 ∈ Y1 ∣ wN(y1(i), P (i), x3) ≥ 1} . (2.29)

Proof. Let (wN , v1,⋯, vN) be feasible functions to the optimization (FRSopt). Substi-
tute an arbitrary y1(i) ∈ Y1 and P (i) ∈ P into x1 and x2, respectively. Suppose µ ∈
WN(y(i), P (i)), then there exists a natural number n ∈ [i + 1, i + N] and a sequence of
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control parameters P (i + 1),⋯, P (n − 1) ∈ P , such that y1(j + 1) ∈ B(y1(j), P (j)) for all
i ≤ j ≤ n − 1 and µ = y1(n).

We prove the result by induction. Let x3 = y1(i + 1) ∈ B(y1(i), P (i)). It then
follows from the first constraint of (FRSopt) that v1(y1(i), P (i), y1(i + 1)) ≥ 0. Now,
suppose vζ(y1(i), P (i), y1(i + ζ)) ≥ 0 for some 1 < ζ ≤ n − i − 1. In the second con-
straint of (FRSopt), let x3 = y1(i + ζ), x4 = y1(i + ζ + 1) ∈ B(y1(i + ζ), P (i + ζ)), and
x5 = P (i + ζ) ∈ P ′, then vζ+1(y1(i), P (i), y1(i + ζ + 1)) ≥ 0. By induction, we know
vN(y1(i), P (i), y1(n)) ≥ 0. Using the fourth constraint of (FRSopt), let x3 = µ = y1(n),
and we get wN(y1(i), P (i), µ) ≥ 1. Therefore µ ∈ {x3 ∈ Y1 ∣ wN(y1(i), P (i), x3) ≥ 1}.

Though we do not describe it here due to space restrictions, a feasible polynomial so-
lution to (FRSopt) can be computed offline by making compact approximation of Y1 and
applying Sums-of-Squares programming [70, 126].

2.4.2 N-step Successful Walking and MPC

To ensure safe walking through N -steps beginning at step i, we require several set inclu-
sions to be satisfied during online optimization based on Theorem 2. First, we require that
WN(y1(i), P (i)) ⊆ [0,∞), which sufficiently guarantee y1(i) ≥ 0 for each i ≤ N . Since
we cannot compute WN(y1(i), P (i)) exactly, from Lemma 6 we instead can require that
the 1-superlevel set of wN is a subset of [0,∞).

With the help of the FRS, N -step successful walking conditions on (y2, y3, y4) can be
guaranteed in a fashion similar to (2.24), (2.25), (2.26) if

fŷ2(P (i +M)) +B2(P (i +M − 1), y1(i +M), P (i +M)) ≤ π, (2.30)

fŷ3(y1(i +M), P (i +M)) +B3(y1(i +M), P (i +M)) > π/2, (2.31)

fŷ4(y1(i +M), P (i +M)) +B4(y1(i +M), P (i +M)) < 3π/2. (2.32)

hold for all y1(i+M) ∈ WM(y1(i), P (i)), 1 ≤M ≤ N . Applying Lemma 5, one can instead
enforce (2.30), (2.31), (2.32) for all y1(i +M) ∈ WN(y1(i), P (i)) to avoid computing
WM(y1(i), P (i)) for each 1 ≤M < N .

We then use a MPC framework to select gait parameter for RABBIT by solving the
following nonlinear program:
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min
P (i)
⋮

P (i+N−1)

r (y(i), P (i), P (i + 1),⋯, P (i +N − 1)) (OL)

s.t. P (i), P (i + 1),⋯, P (i +N − 1) ∈ P
fŷ2(P (i)) +B2(P (i − 1), y1(i), P (i)) ≤ π
fŷ3(y1(i), P (i)) +B3(y1(i), P (i)) > π/2
fŷ4(y1(i), P (i)) +B4(y1(i), P (i)) < 3π/2
WN(y1(i), P (i)) ⊆ [0,∞)
fŷ2(P (i +M)) +B2(P (i +M − 1), y1(i +M), P (i +M)) ≤ π,

if y1(i +M) ∈ WN(y1(i), P (i)), 1 ≤M ≤ N − 1
fŷ3(y1(i +M), P (i +M)) +B3(y1(i +M), P (i +M)) > π/2,

if y1(i +M) ∈ WN(y1(i), P (i)), 1 ≤M ≤ N − 1
fŷ4(y1(i +M), P (i +M)) +B4(y1(i +M), P (i +M)) < 3π/2,

if y1(i +M) ∈ WN(y1(i), P (i)), 1 ≤M ≤ N − 1

where r ∈ C1(Y × PN ;R) is any user specified cost function. Note that the last four con-
straints in (OL) are set inclusion constraints. These can be difficult to implement these
directly. Howeveer, one can conservatively represent these set inclusion constraints by the
0-super level set of a set of polynomials by using the generalized S-procedure described in
Section 2.6.3 of [16] and SOS optimization [70,126]. Note that this set of polynomial func-
tions to conservatively represent these set inclusion constraints can be generated offline.

Notice that (OL) is solved at the i-th mid-stance and only the optimal P (i) is applied
to the RABBIT and the problem is then solved again for the (i+ 1)-st step. The constraints
of (OL) lead to the following theorem:

Theorem 7. Suppose that RABBIT is at the i-th mid-stance, then tracking the gait pa-

rameters associated with any feasible solution to (OL) ensures that RABBIT can walk

successfully for the next N -steps.

2.5 Results

To illustrate that the proposed method is able to guarantee safe walking performance online,
we test the proposed method in simulation on RABBIT and in the real-world on Cassie and
Digit.
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2.5.1 Simulation

We evaluate the performance of our method when it is tasked with tracking a randomly
generated speed sequence. In each trial, the RABBIT model is required to track a randomly
generated speed sequence that holds still for the first 4 steps and changes to a different value
starting from the 5th step, i.e. a step function. The speed sequence is restricted to be in a
range [0.2,2]. We repeat this experiment on 300 randomly generated speed sequences. The
space of control parameter is restricted to be P = [0.25,2] × [0.15,0.7] on which the gait
library is generated. The RABBIT model is initialized with the gait whose speed is closest
to the initial value of the desired speed sequence in each trial. The control parameter can
only be updated at the mid-stance of each step. Our MATLAB implementation of the
experiments can be found online 3.

In the proposed method, the cost function of (FRSopt) is set to be the weighted Eu-
clidean norm of the difference between the predicted speeds and the desired speeds within
the next 3 steps. Note N = 3. We compute an outer approximation to the (FRSopt) using
the commercial solver MOSEK on a machine with 144 64-bit 2.40GHz Intel Xeon CPUs
and 1 Terabyte memory. To create the bounding functions that satisfy Assumption 3, we
employ simulation. In particular, we initialized the RABBIT model randomly twenty thou-
sand times and varied the control parameter randomly for 5 steps and observed the output.
We repeated the process with the SBM model using the same control parameter sequence
and calculated the difference of the output between the two models on each of the twenty
thousand trials. Finally, we applied SOS optimization to bound the difference from above
and below to generate the error bounding polynomial that satisfied the conditions in As-
sumption 3.

We compare our method with a naı̈ve method and the direct method using the same
speed tracking sequences. The naı̈ve method uses the SBM model to update gaits in an
MPC framework without enforcing walking successful conditions. The direct method uses
the full-order dynamics of the RABBIT model to design a controller by solving an optimal
control problem via FROST [41].

Fig. 2.4 illustrates the performance of the naı̈ve method and the method proposed in
this chapter on one of the 300 trials. Note in particular that the gait generated by the naı̈ve
method is unable to be followed by the full-order RABBIT model. On the other hand, as
shown in Fig. 2.4, the method proposed in this chapter is able to generate a gait that can
satisfy the safety requirements described in Theorem 2. This results in a controller which
can track the synthesized gait without falling over.

3https://github.com/pczhao/TA_GaitDesign.git
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Figure 2.4: An illustration of the performance of the method proposed in this chapter (top) and the naı̈ve
method (second from top). Note that the rapid change in the desired speed (third from top) results in a
gait which cannot be tracked by just considering a SBM model without successful walking constraints. By
ensuring that the outputs satisfy the inequality constraints proposed in Theorem 2 (bottom two sub-figures),
the proposed method is able to safely track the synthesized gaits. Note the naı̈ve method violates the y2
constraint proposed in Theorem 2 on Step 5.

Fig. 2.5 compares the speed tracking performance of another trial, where both methods
generate gaits that can be followed by the RABBIT model. Notice naı̈ve method achieves
a lower speed tracking error of 0.3681 in Euclidean norm, while the proposed method
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Figure 2.5: A comparison of speed tracking performance of the proposed method and the naı̈ve method.
Although both methods generate gaits that can be followed by the RABBIT model without falling over, the
tracking error of naı̈ve method is lower (0.3681) compared to the proposed method (0.3912).

achieves a slightly higher tracking error of 0.3912. This is because the additional safety
constraints in the MPC prevents rapid transition from a low-speed gait to a high-speed gait,
therefore generating higher costs.

Across all 300 trials the computation time of the naı̈ve method is 0.01 seconds, the
direct method is 93.12 seconds, and the proposed method is 0.11 seconds. Moreover, the
RABBIT model falls 2% of the time with the naı̈ve method, but never falls with the pro-
posed method or the direct method. Therefore the proposed method is able to guarantee
walking performance online. The average speed tracking error (computed in Euclidean
norm) of the naı̈ve method is 0.8719, and the proposed method is 0.9808.

2.5.2 Real-World Experiments

The proposed method is tested in real-world experiments on bipedal robots Cassie and Digit
to achieve no-falling and collision-free walking. Safety of both bipedal robots in the sagittal
plane are enforced using the proposed method, while obstacle avoidance in the horizontal
plan is achieved by using techniques in [52] with a differential drive robot model [68] as
its simplified model.

Because Cassie doesn’t have on-board sensors to detect the environment, we use the
motion capture system to specify the locations of Cassie itself and surrounding white card-
board boxes as obstacles. On the other hand, because Digit comes with a VLP-16 lidar, it
runs A-LOAM as an advanced implementation of LOAM [124] to perform simultaneous
localization and mapping in real-time, thus fully autonomy is achieved. As shown in Fig-
ure 2.6 and 2.7, the proposed method is able to prevent Cassie and Digit from falling while
they are tasked to navigate themselves through obstacles without any collision.
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Figure 2.6: An illustration of proposed method on Cassie.

Figure 2.7: An illustration of proposed method on Digit.

2.6 Conclusion

This chapter develops a method to generate safety-preserving controllers for full-order
(anchor) models by performing reachability analysis on simpler (template) models while
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bounding the modeling error. The method is illustrated on a 5-link, 14-dimenstional RAB-
BIT model, and is shown to allow the robot to walk safely while utilizing controllers de-
signed in a real-time fashion. Real-world experiments on Cassie and Digit show the pro-
posed method is able to prevent robots from falling during walking. Though this method
enables real-time motion planning, it still suffers from the same conservatism of using a
simplified model as the original RTD framework. Thus in the next chapter, we aim for
computing tighter forward reachable sets using the full-order robot model.
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CHAPTER 3

REFINE: Reachability-based Trajectory Design
Using Robust Feedback Linearization and

Zonotopes

3.1 Introduction
1 Autonomous vehicles are expected to operate safely in unknown environments with lim-
ited sensing horizons. Because new sensor information is received while the autonomous
vehicle is moving, it is vital to plan trajectories using a receding-horizon strategy in which
the vehicle plans a new trajectory while executing the trajectory computed in the previous
planning iteration. It is desirable for such motion planning frameworks to satisfy three
properties: First, they should ensure that any computed trajectory is dynamically realizable
by the vehicle. Second, they should operate in real time so that they can react to newly ac-
quired environmental information collected. Finally, they should verify that any computed
trajectory when realized by the vehicle does not give rise to collisions. This paper develops
an algorithm to satisfy these three requirements by designing a robust, partial feedback lin-
earization controller and performing zonotope-based reachability analysis on a full-order
vehicle model.

We begin by summarizing related works on trajectory planning and discuss their poten-
tial abilities to ensure safe performance of the vehicle in real-time. To generate safe motion
plan in real-time while satisfying vehicle dynamics, it is critical to have accurate predictions
of vehicle behavior over the time horizon in which planning is occurring. Because vehi-
cle dynamics are nonlinear, closed-form solutions of vehicle trajectories are incomputable
and approximations to the vehicle dynamics are utilized. For example, sampling-based
methods typically discretize the system dynamic model or state space to explore the envi-
ronment and find a path, which reaches the goal location and is optimal with respect to a

1This chapter is under review at TRO [61].
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user-specified cost function [46,60]. To model vehicle dynamics during real-time planning,
sampling-based methods apply online numerical integration and buffer obstacles to com-
pensate for numerical integration error [25, 57, 59]. Ensuring that a numerically integrated
trajectory can be dynamically realized and be collision-free can require applying fine time
discretization. This typically results in an undesirable trade-off between these two proper-
ties and real-time operation. Similarly, Nonlinear Model Predictive Control (NMPC) uses
time discretization to generate an approximation of solution to the vehicle dynamics that
is embedded in optimization program to compute a control input that is dynamically re-
alizable while avoiding obstacles [27, 44, 103, 118]. Just as in the case of sampling-based
methods, NMPC also suffers from the undesirable trade-off between safety and real-time
operation.

To avoid this undesirable trade-off, researchers have begun to apply reachability-based
analysis. Traditionally reachability analysis was applied to verify that a pre-computed tra-
jectory could be executed safely [8, 82]. More recent techniques apply offline reachable
set analysis to compute an over-approximation of the Forward Reachable Set (FRS), which
collects all possible behaviors of the vehicle dynamics over a fixed-time horizon. Un-
fortunately computing this FRS is challenging for systems that are nonlinear or high di-
mensional. To address this challenge, these reachability-based techniques have focused on
pre-specifying a set of maneuvers and simplifying the dynamics under consideration. For
instance, the funnel library method [66] computes a finite library of funnels for different
maneuvers and over approximates the FRS of the corresponding maneuver by applying
Sums-of-Squares (SOS) Programming. Computing a rich enough library of maneuvers and
FRS to operate in complex environments can be challenging and result in high memory
consumption. To avoid using a finite number of maneuvers, a more recent method called
Reachability-based Trajectory Design (RTD) was proposed [52] that considers a contin-
uum of trajectories and applies SOS programming to represent the FRS of a dynamical
system as a polynomial level set. This polynomial level set representation can be formu-
lated as functions of time for collision checking [53, 106, 107]. Although such polynomial
approximation of the FRS ensures strict vehicle safety guarantees while maintaining online
computational efficiency, SOS optimization still struggles with high dimensional systems.
As a result, RTD still relies on using a simplified, low-dimensional nonlinear model that
is assumed to bound the behavior of a full-order vehicle model. Unfortunately it is dif-
ficult to ensure that this assumption is satisfied. More troublingly, this assumption can
make the computed FRS overly conservative because the high dimensional properties of
the full-order model are treated as disturbances within the simplified model.

These aforementioned reachability-based approaches still pre-specify a set of trajecto-
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Control Parameter Space

Control Parameter Space

Figure 3.1: REFINE first designs a robust controller to track parameterized reference trajectories by feedback
linearizing a subset of vehicle states. REFINE then performs offline reachability analysis using a closed-loop
full-order vehicle dynamics to construct a control-parameterized, zonotope reachable sets (shown as grey
boxes) that over-approximate all possible behaviors of the vehicle model over the planning horizon. During
online planning, REFINE computes a parameterized controller that can be safely applied to the vehicle by
solving an optimization problem, which selects subsets of pre-computed zonotope reachable sets that are
guaranteed to be collision free. In this figure, subsets of grey zonotope reachable sets corresponding to the
control parameter shown in green ensures a collision-free path while the other two control parameters shown
magenta might lead to collisions with white obstacles.

ries for the offline reachability analysis. To overcome this issue, recent work has applied a
Hamilton-Jacobi-Bellman based-approach [15] to pose the offline reachability analysis as
a differential game between a full-order model and a simplified planning model [40]. The
reachability analysis computes the tracking error between the full-order and planning mod-
els, and an associated controller to keep the error within the computed bound at run-time.
At run-time, one buffers obstacles by this bound, then ensures that the planning model can
only plan outside of the buffered obstacles. This approach can be too conservative in prac-
tice because the planning model is treated as if it is trying to escape from the high-fidelity
model.

To address the limitations of existing approaches, this paper proposes a real-time,
receding-horizon motion planning algorithm named REchability-based trajectory design
using robust Feedback lInearization and zoNotopEs (REFINE) depicted in Figure 3.1 that
builds on the reachability-based approach developed in [52] by using feedback lineariza-
tion and zonotopes. This papers contributions are three-fold: First, a novel parameterized
robust controller that partially linearizes the vehicle dynamics even in the presence of mod-
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eling error. Second, a method to perform zonotope-based reachability analysis on a closed-
loop, full-order vehicle dynamics to compute a control-parameterized, over-approximate
Forward Reachable Sets (FRS) that describes the vehicle behavior. Because reachability
analysis is applied to the full-order model, potential conservativeness introduced by us-
ing a simplified model is avoided. Finally, an online planning framework that performs
control synthesis in a receding horizon fashion by solving optimization problems in which
the offline computed FRS approximation is used to check against collisions. This con-
trol synthesis framework applies to All-Wheel, Front-Wheel, or Rear-Wheel-Drive vehicle
models.

The rest of this chapter is organized as follows: Section 3.2 describes necessary pre-
liminaries and Section 3.3 describes the dynamics of Front-Wheel-Drive vehicles. Section
3.4 explains the trajectory design and vehicle safety in considered dynamic environments.
Section 3.5 formulates the robust partial feedback linearization controller. Section 3.6 de-
scribes Reachability-based Trajectory Design and how to perform offline reachability anal-
ysis using zonotopes. Section 3.7 formulates the online planning using an optimization
program, and in Section 3.8 the proposed method is extended to various perspectives in-
cluding All-Wheel-Drive and Rear-Wheel-Drive vehicle models. Section 3.9 describes how
the proposed method is evaluated and compared to other state of the art methods in simu-
lation and in hardware demo on a 1/10th race car model. And Section 3.10 concludes the
chapter.

3.2 Preliminaries

This section defines notations and set representations that are used throughout the remain-
der of this manuscript. Sets and subspaces are typeset using calligraphic font. Subscripts
are primarily used as an index or to describe an particular coordinate of a vector.

Let R, R+ and N denote the spaces of real numbers, real positive numbers, and natural
numbers, respectively. Let 0n1×n2 denote the n1-by-n2 zero matrix. The Minkowski sum
between two sets A and A′ is A ⊕ A′ = {a + a′ ∣ a ∈ A, a′ ∈ A′}. The power set of a
set A is denoted by P (A). Given vectors α,β ∈ Rn, let [α]i denote the i-th element of α,
let sum(α) denote the summation of all elements of α, let ∥α∥ denote the Euclidean norm
of α, let diag(α) denote the diagonal matrix with α on the diagonal, and let int(α,β)
denote the n-dimensional box {γ ∈ Rn ∣ [α]i ≤ [γ]i ≤ [β]i, ∀i = 1, . . . , n}. Given α ∈ Rn

and ϵ > 0, let B(α, ϵ) denote the n-dimensional closed ball with center α and radius ϵ under
the Euclidean norm. Given arbitrary matrix A ∈ Rn1×n2 , let A⊺ be the transpose of A, let
[A]i∶ and [A]∶i denote the i-th row and column of A for any i respectively, and let ∣A∣ be
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the matrix computed by taking the absolute value of every element in A.
Next, we introduce a subclass of polytopes, called zonotopes, that are used throughout

this work:

Definition 8. A zonotope Z is a subset of Rn defined as

Z = {x ∈ Rn ∣ x = c +
ℓ

∑
k=1

βkgk, βk ∈ [−1,1]} (3.1)

with center c ∈ Rn and ℓ generators g1, . . . , gℓ ∈ Rn. For convenience, we denote Z as

<c, G> where G = [g1, g2, . . . , gℓ] ∈ Rn×ℓ.

Note that an n-dimensional box is a zonotope because

int(α,β) = <1

2
(α + β), 1

2
diag(β − α)>. (3.2)

By definition the Minkowski sum of two arbitrary zonotopes Z1 = <c1, G1> and Z2 =
<c2, G2> is still a zonotope as Z1⊕Z2 = <c1 + c2, [G1,G2]>. Finally, one can define the
multiplication of a matrix A of appropriate size with a zonotope Z = <c, G> as

AZ = {x ∈ Rn ∣ x = Ac +
ℓ

∑
k=1

βkAgk, βk ∈ [−1,1]} . (3.3)

Note in particular that AZ is equal to the zonotope <Ac, AG>.

3.3 Vehicle Dynamics

This section describes the vehicle models that we used in both high-speed and low-speed
scenarios throughout this manuscript for autonomous navigation with safety concerns.

3.3.1 Vehicle Model

The approach described in this chapter can be applied to a front-wheel-drive (FWD),
rear-wheel drive (RWD), or all-wheel drive (AWD) vehicle models. However, to sim-
plify exposition, we focus on how the approach applies to FWD vehicles and describe
how to extend the approach to AWD or RWD vehicles in Section 3.8.3. To simplify ex-
position, we attach a body-fixed coordinate frame in the horizontal plane to the vehicle
as shown in Fig. 3.2. This body frame’s origin is the center of mass of the vehicle,
and its axes are aligned with the longitudinal and lateral directions of the vehicle. Let
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zhi(t) = [x(t), y(t), h(t), u(t), v(t), r(t)]⊺ ∈ R6 be the states of the vehicle model at time
t, where x(t) and y(t) are the position of vehicle’s center of mass in the world frame, h(t)
is the heading of the vehicle in the world frame, u(t) and v(t) are the longitudinal and
lateral speeds of the vehicle in its body frame, r(t) is the yaw rate of the vehicle center of
mass, and δ(t) is the steering angle of the front tire. To simplify exposition, we assume
vehicle weight is uniformly distributed and ignore the aerodynamic effect while modeling
the flat ground motion of the vehicles by the following dynamics [48, Chapter 10.4]:

żhi(t) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ẋ(t)
ẏ(t)
ḣ(t)
u̇(t)
v̇(t)
ṙ(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u(t) cosh(t) − v(t) sinh(t)
u(t) sinh(t) + v(t) cosh(t)

r(t)
1
m
(Fxf(t) + Fxr(t)) + v(t)r(t)

1
m
(Fyf(t) + Fyr(t)) − u(t)r(t)

1
Izz
(lfFyf(t) − lrFyr(t))

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3.4)

where lf and lr are the distances from center of mass to the front and back of the vehicle,
Izz is the vehicle’s moment of inertia, and m is the vehicle’s mass. Note: lf, lr, Izz and m

are all constants and are assumed to be known. The tire forces along the longitudinal and
lateral directions of the vehicle at time t are Fxi(t) and Fyi(t) respectively, where the ‘i’
subscript can be replaced by ‘f’ for the front wheels or ‘r’ for the rear wheels. Note the
ignored aerodynamic effect is accounted for as dynamics computational error later in this
section.

To describe the tire forces along the longitudinal and lateral directions, we first define
the wheel slip ratio as

λi(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

rwωi(t) − u(t)
u(t) during braking

rwωi(t) − u(t)
rwωi(t)

during acceleration

(3.5)

where the ‘i’ subscript can be replaced as described above by ’f’ for the front wheels or ’r’
for the rear wheels, rw is the wheel radius, ωi(t) is the tire-rotational speed at time t, braking
corresponds to whenever rwωi(t) − u(t) < 0, and acceleration corresponds to whenever
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Figure 3.2: Vehicle model with the global frame shown in black and body frame in gray.

rwωi(t) − u(t) ≥ 0. Then the longitudinal tire forces [102, Chapter 4] are computed as

Fxf(t) =
mglr
l

µ(λf(t)), (3.6)

Fxr(t) =
mglf
l

µ(λr(t)), (3.7)

where g is the gravitational acceleration constant, l = lf + lr, and µ(λi(t)) gives the surface-
adhesion coefficient and is a function of the surface being driven on [102, Chapter 13.1].
Note that in FWD vehicles, the longitudinal rear wheel tire force has a much simpler ex-
pression:

Remark 9 ( [48]). In a FWD vehicle, Fxr(t) = 0 for all t.

For the lateral direction, define slip angles of front and rear tires as

αf(t) = δ(t) −
v(t) + lfr(t)

u(t) , (3.8)

αr(t) = −
v(t) − lrr(t)

u(t) , (3.9)
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then the lateral tire forces [102, Chapter 4] are real-valued functions of the slip angles:

Fyf(t) = cαf(αf(t)), (3.10)

Fyr(t) = cαr(αr(t)). (3.11)

Note µ, cαf and cαr are all nonlinear functions, but share similar characteristics. In
particular, they behave linearly when the slip ratio and slip angle are close to zero, but
saturate when the magnitudes of the slip ratio and slip angle reach some critical values
of λcri and αcri, respectively, then decrease slowly [102, Chapter 4, Chapter 13]. As we
describe in Section 3.8.2, during trajectory optimization we are able to guarantee that µ, cαf

and cαr operate in the linear regime. As a result, to simplify exposition until we reach
Section 3.8.2, we make the following assumption:

Assumption 10. The absolute values of the the slip ratio and angle are bounded below

their critical values (i.e., ∣λf(t)∣, ∣λr(t)∣ < λcri and ∣αf(t)∣, ∣αr(t)∣ < αcri hold for all time).

Assumption 10 ensures that the longitudinal tire forces can be described as

Fxf(t) =
mglr
l

µ̄λf(t),

Fxr(t) =
mglf
l

µ̄λr(t),
(3.12)

and the lateral tire forces can be described as

Fyf(t) = c̄αfαf(t),
Fyr(t) = c̄αrαr(t),

(3.13)

with constants µ̄, c̄αf, c̄αr ∈ R. Note c̄αf and c̄αr are referred to as cornering stiffnesses.
Note that the steering angle of the front wheel, δ, and the tire rotational speed, ωi, are

the inputs that one is able to control. In particular for an AWD vehicle, both ωf and ωr are
inputs; whereas, in a FWD vehicle only ωf is an input. When we formulate our controller
in Section 3.5 for a FWD vehicle we begin by assuming that we can directly control the
front tire forces, Fxf and Fyf. We then illustrate how to compute δ and ωf when given Fxf

and Fyf. For an AWD vehicle, we describe in Section 3.8.3, how to compute δ, ωf, and ωr.
In fact, as we describe in Section 3.5, our approach to perform control relies upon

estimating the rear tire forces and controlling the front tire forces by applying appropriate
tire speed and steering angle. Unfortunately, in the real-world our state estimation and
models for front and rear tire forces may be inaccurate and aerodynamic-drag force could
also affect vehicle dynamics [102, Section 4.2]. To account for the inaccuracy, we extend
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the vehicle dynamic model in (3.4) by introducing a time-varying affine modeling error
∆u,∆v,∆r into the dynamics of u, v, and r:

żhi(t) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u(t) cosh(t) − v(t) sinh(t)
u(t) sinh(t) + v(t) cosh(t)

r(t)
1
m
(Fxf(t) + Fxr(t)) + v(t)r(t) +∆u(t)

1
m
(Fyf(t) + Fyr(t)) − u(t)r(t) +∆v(t)

1
Izz
(lfFyf(t) − lrFyr(t)) +∆r(t)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3.14)

Note, we have abused notation and redefined żhi which was originally defined in (3.4). For
the remainder of this paper, we assume that the dynamics żhi evolves according to (3.14).
To ensure that this definition is well-posed (i.e. their solution exists and is unique) and to
aid in the development of our controller as described in Section 3.5, we make the following
assumption:

Assumption 11. ∆u,∆v,∆r are all square integrable functions and are bounded (i.e.,

there exist real numbers Mu,Mv,Mr ∈ [0,+∞) such that ∥∆u(t)∥∞ ≤ Mu, ∥∆v(t)∥∞ ≤
Mv, ∥∆r(t)∥∞ ≤Mr for all t).

Note in Section 3.9.3.3, we explain how to compute ∆u,∆v,∆r using real-world data.

3.3.2 Low-Speed Vehicle Model

When the vehicle speed lowers below some critical value ucri > 0, the denominator of
the wheel slip ratio (3.5) and tire slip angles (3.8) and (3.9) approach zero which makes
applying the model described in (3.4) intractable. As a result, in this work when u(t) ≤ ucri

the dynamics of a vehicle are modeled using a steady-state cornering model [33, Chapter
6], [14, Chapter 5], [22, Chapter 10]. Note that the critical velocity ucri can be found
according to [49, (5) and (18)].

The steady-state cornering model or low-speed vehicle model is described using four
states, zlo(t) = [x(t), y(t), h(t), u(t)]⊺ ∈ R4 at time t. This model ignores transients on
lateral velocity and yaw rate. Note that the dynamics of x, y, h and u are the same as in the
high speed model (3.14); however, the steady-state corning model describes the yaw rate
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and lateral speed as

vlo(t) =lrrlo(t) − mlf
c̄αrl

u(t)2rlo(t) (3.15)

rlo(t) = δ(t)u(t)
l +Cusu(t)2

(3.16)

with understeer coefficient
Cus =

m

l
( lr
c̄αf
− lf
c̄αr
) . (3.17)

As a result, żlo satisfies the dynamics of the first four states in (3.4) except with rlo taking
the role of r and vlo taking the role of v.

Notice when u(t) = v(t) = r(t) = 0 and the longitudinal tire forces are zero, u̇(t) could
still be nonzero due to a nonzero ∆u(t). To avoid this issue, we make a tighter assumption
on ∆u(t) without violating Assumption 11:

Assumption 12. For all t such that u(t) ∈ [0, ucri], ∣∆u(t)∣ is bounded from above by a

linear function of u(t) (i.e.,

∣∆u(t)∣ ≤ bpro
u ⋅ u(t) + boff

u , if u(t) ∈ [0, ucri], (3.18)

where bpro
u and boff

u are constants satisfying bpro
u ⋅ ucri + boff

u ≤ Mu). In addition, ∆u(t) = 0 if

u(t) = 0.

As we describe in detail in Section 3.5.3, the high-speed and low-speed models can
be combined together as a hybrid system to describe the behavior of the vehicle across all
longitudinal speeds. In short, when u transitions past the critical speed ucri from above at
time t, the low speed model’s states are initialized as:

zlo(t) = π1∶4(zhi(t)) (3.19)

where π1∶4 ∶ R6 → R4 is the projection operator that projects zhi(t) onto its first four dimen-
sions via the identity relation. If u transitions past the critical speed from below at time t,
the high speed model’s states are initialized as

zhi(t) = [zlo(t)⊺, vlo(t), rlo(t)]⊺. (3.20)
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3.4 Trajectory Design and Safety

This section describes the space of trajectories that are optimized over at run-time within
REFINE, how this chapter defines safety during motion planning via the notion of not-at-
fault behavior, and what assumptions this chapter makes about the environment surround-
ing the ego-vehicle.

3.4.1 Trajectory Parameterization

Each trajectory plan is specified over a compact time interval. Without loss of generality,
we let this compact time interval have a fixed duration tf. Because REFINE performs
receding-horizon planning, we make the following assumption about the time available to
construct a new plan:

Assumption 13. During each planning iteration starting from time t0, the ego vehicle has

tplan seconds to find a control input. This control input is applied during the time interval

[t0 + tplan, t0 + tplan + tf] where tf ≥ 0 is a user-specified constant. In addition, the state of

the vehicle at time t0 + tplan is known at time t0.

In each planning iteration, REFINE chooses a trajectory to be followed by the ego
vehicle. These trajectories are chosen from a pre-specified continuum of trajectories, with
each uniquely determined by a trajectory parameter p ∈ P . Let P ⊂ Rnp , np ∈ N be a
n-dimensional box int(p, p) where p, p ∈ Rnp indicate the element-wise lower and upper
bounds of p, respectively. We define these desired trajectories as follows:

Definition 14. For each p ∈ P , a desired trajectory is a function for the longitudinal speed,

udes(⋅, p) ∶ [t0 + tplan, t0 + tplan + tf] → R, a function for the heading, hdes(⋅, p) ∶ [t0 + tplan, t0 +
tplan + tf] → R, and a function for the yaw rate, rdes(⋅, p) ∶ [t0 + tplan, t0 + tplan + tf] → R, that

satisfy the following properties.

1. For all p ∈ P , there exists a time instant tm ∈ [t0 + tplan, t0 + tplan + tf) after which

the desired trajectory begins to brake (i.e., ∣udes(t, p)∣, ∣hdes(t, p)∣ and ∣rdes(t, p)∣ are

non-increasing for all t ∈ [tm, t0 + tplan + tf]).

2. The desired trajectory eventually comes to and remains stopped (i.e., there exists a

tstop ∈ [t0 + tplan, t0 + tplan + tf] such that udes(t, p) = hdes(t, p) = rdes(t, p) = 0 for all

t ≥ tstop).

3. udes and hdes are piecewise continuously differentiable [88, Chapter 6, §1.1] with

respect to t and p.
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4. The time derivative of the heading function is equal to the yaw rate function (i.e.,

rdes(t, p) = ∂
∂th

des(t, p) over all regions that hdes(t, p) is continuously differentiable

with respect to t).

The first two properties ensure that a fail safe contingency braking maneuver is always
available and the latter two properties ensure that the tracking controller described in Sec-
tion 3.5 is well-defined. Note that sometimes we abuse notation and evaluate a desired
trajectory for t > t0 + tplan + tf. In this instance, the value of the desired trajectory is equal
to its value at t0 + tplan + tf.

3.4.2 Not-At-Fault

In dynamic environments, avoiding collision may not always be possible (e.g. a parked car
can be run into). As a result, we instead develop a trajectory synthesis technique which
ensures that the ego vehicle is not-at-fault [91]:

Definition 15. The ego vehicle is not-at-fault if it is stopped, or if it is never in collision

with any obstacles while it is moving.

In other words, the ego vehicle is not responsible for a collision if it has stopped and another
vehicle collides with it. One could use a variant of not-at-fault and require that when the
ego-vehicle comes to a stop it leave enough time for all surrounding vehicles to come
safely to a stop as well. The remainder of the paper can be generalized to accommodate
this variant of not-at-fault; however, in the interest of simplicity we use the aforementioned
definition.

Remark 16. Under Assumption 10, neither longitudinal nor lateral tire forces saturate

(i.e., drifting cannot occur). As a result, if the ego vehicle has zero longitudinal speed, it

also has zero lateral speed and yaw rate. Therefore in Definition 15, the ego vehicle being

stopped is equivalent to its longitudinal speed being 0.

3.4.3 Environment and Sensing

To provide guarantees about vehicle behavior in a receding horizon planning framework
and inspired by [107, Section 3], we define the ego vehicle’s footprint as:

Definition 17. GivenW ⊂ R2 as the world space, the ego vehicle is a rigid body that lies in

a rectangle Oego ∶= int([−0.5L,−0.5W ]T , [0.5L,0.5W ]T ) ⊂ W with width W > 0, length

L > 0 at time t = 0. Such Oego is called the footprint of the ego vehicle.
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In addition, we define the dynamic environment in which the ego vehicle is operating
within as:

Definition 18. An obstacle is a set Oi(t) ⊂ W that the ego vehicle cannot intersect with at

time t, where i ∈ I is the index of the obstacle and I contains finitely many elements.

The dependency on t in the definition of an obstacle allows the obstacle to move as t varies.
However if the i-th obstacle is static, then Oi(t) remains constant at all time. Assuming
that the ego vehicle has a maximum speed νego and all obstacles have a maximum speed
νobs for all time, we then make the following assumption on planning and sensing horizon.

Assumption 19. The ego vehicle senses all obstacles within a sensor radius S > (tf+tplan)⋅
(νego + νobs) + 0.5

√
L2 +W 2 around its center of mass.

Assumption 19 ensures that any obstacle that can cause a collision between times t ∈ [t0 +
tplan, t0 + tplan + tf] can be detected by the vehicle [107, Theorem 15]. Note one could treat
sensor occlusions as a obstacles that travel at the maximum obstacle speed [122, 123].

3.5 Controller Design and Hybrid System Vehicle Model

This section describes the control inputs that we use to follow the desired trajectories and
describes the closed-loop hybrid system vehicle model. Recall that the control inputs to the
vehicle dynamics model are the steering angle of the front wheel, δ, and the tire rotational
speed, ωi. Section 3.5.1 describes how to select front tire forces to follow a desired trajec-
tory and Section 3.5.2 describes how to compute a steering angle and tire rotational speed
input from these computed front tire forces. Section 3.5.3 describes the closed-loop hybrid
system model of the vehicle under the chosen control input. Note that this section focuses
on the FWD vehicle model.

3.5.1 Robust Controller

Because applying reachability analysis to linear systems generates tighter approximations
of the system behavior when compared to nonlinear systems, we propose to develop a feed-
back controller that linearizes the dynamics. Unfortunately, because both the high-speed
and low-speed models introduced in Section 3.3 are under-actuated (i.e., the dimension of
control inputs is smaller than that of system state), our controller is only able to partially
feedback linearize the vehicle dynamics. Such controller is also expected to be robust such
that it can account for computational errors as described in Assumptions 11 and 12.
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We start by introducing the controller on longitudinal speed whose dynamics appears
in both high-speed and low-speed models. Recall ∥∆u(t)∥∞ ≤ Mu in Assumption 11.
Inspired by the controller developed in [35], we set the longitudinal front tire force to be

Fxf(t) = −mKu(u(t) − udes(t, p)) +mu̇des(t, p)+
−Fxr(t) −mv(t)r(t) +mτu(t, p),

(3.21)

where

τu(t, p) = − (κu(t, p)Mu + ϕu(t, p))eu(t, p), (3.22)

κu(t, p) =κ1,u + κ2,u∫
t

t0
∥u(s) − udes(s, p)∥2ds, (3.23)

ϕu(t, p) =ϕ1,u + ϕ2,u∫
t

t0
∥u(s) − udes(s, p)∥2ds, (3.24)

eu(t, p) =u(t) − udes(t, p), (3.25)

with user-chosen constants κ1,u, κ2,u, ϕ1,u, ϕ2,u ∈ R+. Note in (3.21) we have suppressed
the dependence on p in Fxf(t) for notational convenience. Using (3.21), the closed-loop
dynamics of u become:

u̇(t) = τu(t, p) +∆u(t) + u̇des(t, p)+
−Ku (u(t) − udes(t, p)) .

(3.26)

The same control strategy can be applied to vehicle yaw rate whose dynamics only
appear in the high-speed vehicle model. Let the lateral front tire force be

Fyf(t) = −
IzzKr

lf
(r(t) − rdes(t, p)) + Izz

lf
ṙdes(t, p)+

−IzzKh

lf
(h(t) − h(0) − hdes(t, p)) + lr

lf
Fyr(t) +

Izz

lf
τr(t, p),

(3.27)
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where

τr(t, p) = − (κr(t, p)Mr + ϕr(t, p))er(t, p) (3.28)

κr(t, p) =κ1,r + κ2,r ∫
t

t0

XXXXXXXXXXXX

⎡⎢⎢⎢⎢⎣

r(s)
h(s)

⎤⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎣

rdes(s, p)
hdes(s, p)

⎤⎥⎥⎥⎥⎦

XXXXXXXXXXXX

2

ds (3.29)

ϕr(t, p) =ϕ1,r + ϕ2,r ∫
t

t0

XXXXXXXXXXXX

⎡⎢⎢⎢⎢⎣

r(s)
h(s)

⎤⎥⎥⎥⎥⎦
−
⎡⎢⎢⎢⎢⎣

rdes(s, p)
hdes(s, p)

⎤⎥⎥⎥⎥⎦

XXXXXXXXXXXX

2

ds (3.30)

er(t, p) = [Kr Kh]
⎡⎢⎢⎢⎢⎣

r(t) − rdes(t, p)
h(t) − hdes(t, p)

⎤⎥⎥⎥⎥⎦
(3.31)

with user-chosen constants κ1,r, κ2,r, ϕ1,r, ϕ2,r ∈ R+. Note in (3.27) we have again sup-
pressed the dependence on p in Fyf(t) for notational convenience. Using (3.27), the closed-
loop dynamics of r become:

ṙ(t) =τr(t, p) +∆r(t) + ṙdes(t, p)+
−Kr(r(t) − rdes(t, p))+
−Kh(h(t) − hdes(t, p)).

(3.32)

Using (3.27), the closed-loop dynamics of v become:

v̇(t) = 1

m

⎛
⎝
l

lf
Fyr(t) +

Izz

lf
(τr(t, p) + ṙdes(t, p)+

−u(t)r(t) +∆v(t) −Kr(r(t) − rdes(t, p))+

−Kh(h(t) − hdes(t, p)))
⎞
⎠
.

(3.33)

Because udes, rdes, and hdes depend on trajectory parameter p, one can rewrite the closed
loop high-speed and low-speed vehicle models as

żhi(t) = f hi(t, zhi(t), p), (3.34)

żlo(t) = f lo(t, zlo(t), p), (3.35)

where dynamics of x, y and h are stated as the first three dimensions in (3.4), closed-loop
dynamics of u is described in (3.26), and closed-loop dynamics of v and r in the high-
speed model are presented in (3.33) and (3.32). Note that the lateral tire force could be
defined to simplify the dynamics on v instead of r, but the resulting closed loop system
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may differ. Controlling the yaw rate may be easier in real applications, because r can be
directly measured by an IMU unit.

3.5.2 Extracting Wheel Speed and Steering Inputs

Because we are unable to directly control tire forces, it is vital to compute wheel speed and
steering angle such that the proposed controller described in (3.21) and (3.27) is viable.
Under Assumption 10, wheel speed and steering inputs can be directly computed in closed
form. The wheel speed to realize longitudinal front tire force (3.21) can be derived from
(3.5) and (3.12) as

ωf(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

( lFxf(t)
µ̄mglr

+ 1) u(t)
rw

during braking,

u(t)
(1 − lFxf(t)

µ̄mglr
) rw

during acceleration.

(3.36)

Similarly according to (3.8) and (3.13), the steering input

δ(t) = Fyf(t)
c̄αf

+ v(t) + lfr(t)
u(t) (3.37)

achieves the lateral front tire force in (3.27) when u(t) > ucri.
Notice lateral tire forces does not appear in the low-speed dynamics, but one is still

able to control the lateral behavior of the ego vehicle. Based on (3.15) and (3.16), yaw rate
during low-speed motion is directly controlled by steering input δ(t) and lateral velocity
depends on yaw rate. Thus to achieve desired behavior on the lateral direction, one can set
the steering input to be

δ(t) = rdes(t)(l +Cusu(t)2)
u(t) . (3.38)

3.5.3 Augmented State and Hybrid Vehicle Model

To simplify the presentation throughout the remainder of the paper, we define a hybrid sys-
tem model of the vehicle dynamics that switches between the high and low speed vehicle
models when passing through the critical longitudinal velocity. In addition, for computa-
tional reasons that are described in subsequent sections, we augment the initial condition
of the system to the state vector while describing the vehicle dynamics. In particular,
denote z0 = [(zpos

0 )⊺, (zvel
0 )⊺]⊺ ∈ Z0 ⊂ R6 the initial condition of the ego vehicle where

zpos
0 = [x0, y0, h0]⊺ ∈ R3 gives the value of [x(t), y(t), h(t)]⊺ and zvel

0 = [u0, v0, r0]⊺ ∈ R3
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gives the value of [u(t), v(t), r(t)]⊺ at time t = 0. Then we augment the initial veloc-
ity condition zvel

0 ∈ R3 of the vehicle model and trajectory parameter p into the vehicle
state vector as zaug(t) = [x(t), y(t), h(t), u(t), v(t), r(t), (zvel

0 )⊺, p⊺]⊺ ∈ R9 × P ⊂ R9+np .
Note the last 3 + np states are static with respect to time. As a result, the dynamics of the
augmented vehicle state during high-speed and low-speed scenarios can be written as

żaug(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎣

f hi(t, zhi(t), p)
0(3+np)×1

⎤⎥⎥⎥⎥⎥⎦
, if u(t) > ucri,

⎡⎢⎢⎢⎢⎢⎣

f lo(t, zlo(t), p)
0(5+np)×1

⎤⎥⎥⎥⎥⎥⎦
, if u(t) ≤ ucri,

(3.39)

which we refer to as the hybrid vehicle dynamics model. Notice when u(t) ≤ ucri, assigning
zero dynamics to v and r in (3.39) does not affect the evolution of the vehicle’s dynamics
because the lateral speed and yaw rate are directly computed via longitudinal speed as in
(3.15) and (3.16).

Because the vehicle’s dynamics changes depending on u, it is natural to model the
ego vehicle as a hybrid system HS [63, Section 1.2]. The hybrid system has zaug as its
state and consists of a high-speed mode and a low-speed mode with dynamics in (3.39).
Instantaneous transition between the high and low speed models within HS are described
using the notion of a guard and reset map. The guard triggers a transition and is defined as
{zaug(t) ∈ R9 ×P ∣ u(t) = ucri}. Once a transition happens, the reset map maintains the last
3 + np dimensions of zaug(t), but resets the first 6 dimensions of zaug(t) via (3.19) if u(t)
approaches ucri from above and via (3.20) if u(t) approaches ucri from below.

We next prove that for desired trajectory defined as in Definition 14 under the con-
trollers defined in Section 3.5, the vehicle model eventually comes to a stop. To begin
note that experimentally, we observed that the vehicle quickly comes to a stop during brak-
ing once its longitudinal speed becomes u(t) ≤ 0.15[m/s]. Thus we make the following
assumption:

Assumption 20. Suppose u(t) = 0.15 for some t ≥ tstop. Then under the control inputs

(3.21) and (3.27) and while tracking any desired trajectory as in Definition 14, the ego

vehicle takes at most tfstop seconds after tstop to come to a complete stop.

We use this assumption to prove that the vehicle can be brought to a stop within a
specified amount of time in the following lemma whose proof can be found in Appendix
B:
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Lemma 21. Let Z0 ⊂ R6 be a compact subset of initial conditions for the vehicle dynamic

model and P be a compact set of trajectory parameters. Let ∆u(t) be bounded for all t

as in Assumptions 11 and 12 with constants Mu, bpro
u and boff

u . Let zaug be a solution to the

hybrid vehicle dynamics model (3.39) beginning from z0 ∈ Z0 under trajectory parameter

p ∈ P while applying the control inputs (3.21) and (3.27) to track some desired trajec-

tory satisfying Definition 14. Assume the desired longitudinal speed satisfies the following

properties: udes(0, p) = u(0), udes(t, p) is only discontinuous at time tstop, and udes(t, p)
converges to ucri as t converges to tstop from below. If Ku, κ1,u and ϕ1,u are chosen such

that Mu

κ1,uMu+ϕ1,u
∈ (0.15, ucri] and (boff

u )2
4(κ1,uMu+ϕ1,u−bpro

u ) < 0.15
2Ku hold, then for all p ∈ P and

z0 ∈ Z0 satisfying u(0) > 0, there exists tbrake such that u(t) = 0 for all t ≥ tbrake.

Note, the proof of Lemma 21 includes an explicit formula for tbrake in (B.19). This
lemma is crucial because it specifies the length of time over which we should construct
FRS, so that we can verify that not-at-fault behavior can be satisfied based on Definition 15
and Remark 16.

3.6 Computing and Using the FRS

This section describes how REFINE operates at a high-level. It then describes the offline
reachability analysis of the ego vehicle as a state-augmented hybrid system using zonotopes
and illustrates how the ego vehicle’s footprint can be accounted for during reachability
analysis.

REFINE conservatively approximates a control-parameterized FRS of the full-order
vehicle dynamics. The FRS includes all behaviors of the ego vehicle over a finite time
horizon and is mathematically defined in Section 3.6.1. To ensure the FRS is a tight rep-
resentation, REFINE relies on the controller design described in Section 3.5. Because this
controller partially linearizes the dynamics, REFINE relies on a zonotope-based reachable
set representation which behave well for nearly linear systems.

During online planning, REFINE performs control synthesis by solving optimization
problems in a receding horizon fashion, where the optimization problem computes a tra-
jectory parameter to navigate the ego vehicle to a waypoint while behaving in a not-at-fault
manner. As in Assumption 13, each planning iteration in REFINE is allotted tplan > 0

to generate a plan. As depicted in Figure 3.3, if a particular planning iteration begins
at time t0, its goal is to find a control policy by solving an online optimization within
tplan seconds so that the control policy can be applied during [t0 + tplan, t0 + tplan + tf].
Because any trajectory in Definition 14 brings the ego vehicle to a stop, we partition
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time

Contingency Braking Maneuver 
Driving Maneuver

Figure 3.3: An illustration of 3 successive planning/control iterations. tplan seconds are allotted to compute
a planned trajectory. Each plan is of duration tf and consists of a driving maneuver of duration tm and a
contingency braking maneuver. Diamonds denote the time instances where planning computations begin and
t2 − t1 = t1 − t0 = tm. Filled-in circles denote the instances where feasible driving maneuvers are initiated. If
the planning phase between [t1, t1 + tplan] is infeasible, the contingency braking maneuver whose feasibility
is verified during the planning phase between [t0, t0 + tplan] is applied.

[t0 + tplan, t0 + tplan + tf] into [t0 + tplan, t0 + tplan + tm) during which a driving maneuver
is tracked and [t0 + tplan + tm, t0 + tplan + tf] during which a contingency braking maneuver
is activated. Note tm is not necessarily equal to tstop. As a result of Lemma 21, by setting tf

equal to tbrake one can guarantee that the ego vehicle comes to a complete stop by tf.
If the planning iteration at time t0 is feasible (i.e., not-at-fault), then the entire feasible

planned driving maneuver is applied during [t0 + tplan, t0 + tplan + tm). Meanwhile another
planning iteration will start at time t0+ tplan+ tm− tplan = t0+ tm, and the same planning pro-
cedure repeats. However, if the planning iteration starting at time t0 is infeasible, then the
braking maneuver, whose safe behavior was verified in the previous planning iteration, can
be applied starting at t0 + tplan to bring the ego vehicle to a stop in a not-at-fault manner. To
ensure real-time performance, tplan ≤ tm. To simplify notation, we reset time to 0 whenever
a feasible control policy is about to be applied, i.e., t0 + tplan ≡ 0.

3.6.1 Offline FRS Computation

The Forward Reachable Set (FRS) of the ego vehicle is defined as

Fxy([0, tf]) =
⎧⎪⎪⎨⎪⎪⎩
(x, y) ∈ W∣∃t ∈ [0, tf], p ∈ P, z0 =

⎡⎢⎢⎢⎢⎣

zpos
0

zvel
0

⎤⎥⎥⎥⎥⎦
∈ Z0 s.t.

⎡⎢⎢⎢⎢⎣

x

y

⎤⎥⎥⎥⎥⎦
= πxy(zaug(t)), zaug is a solution of HS with zaug(0) =

⎡⎢⎢⎢⎢⎢⎢⎣

z0

zvel
0

p

⎤⎥⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎬⎪⎪⎭
,

(3.40)

where πxy ∶ R9+np → R2 is the projection operator that outputs the first two coordinates from
its argument. Fxy([0, tf]) collects all possible behavior of the ego vehicle while following
the dynamics of HS in the xy-plane over time interval [0, tf] for all possible p ∈ P and
initial condition z0 ∈ Z0. Computing Fxy([0, tf]) precisely is numerically challenging
because the ego vehicle is modeled as a hybrid system with nonlinear dynamics, thus we
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aim to compute an outer-approximation of Fxy([0, tf]) instead.
To outer-approximate Fxy([0, tf]), we start by making the following assumption:

Assumption 22. The initial condition space Z0 = {03×1}×Zvel
0 where Zvel

0 = int(zvel
0 , zvel

0 ) ⊂
R3 is a 3-dimensional box representing all possible initial velocity conditions zvel

0 of the

ego vehicle.

Because vehicles operate within a bounded range of speeds, this assumption is trivial to
satisfy. Notice in particular that Zvel

0 is a zonotope <cvel
0 , Gvel

0 > where cvel
0 = 1

2(zvel
0 + zvel

0 )
and Gvel

0 = 1
2diag(zvel

0 − zvel
0 ). We assume a zero initial position condition zpos

0 in the first
three dimensions of Z0 for simplicity, and nonzero zpos

0 can be dealt with via coordinate
transformation online as described in Section 3.7.1.

Recall that because P is a compact n-dimensional box, it can also be represented as a
zonotope as <cp, Gp> where cp = 1

2(p+ p) and Gp = 1
2diag(p− p). Then the set of initial

conditions for zaug(0) can be represented as a zonotopeZaug
0 = <czaug , Gzaug> ⊂ Z0×Zvel

0 ×P
where

czaug =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

03×1
cvel
0

cvel
0

cp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Gzaug =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

03×3 03×np

Gvel
0 03×np

Gvel
0 03×np

0np×3 Gp

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3.41)

Observe that by construction each row of Gzaug has at most 1 nonzero element. Without loss
of generality, we assume Gvel

0 and Gp has no zero rows. If there was a zero row it would
mean that the corresponding dimension can only take one value and does not need to be
augmented or traced in zaug for reachability analysis.

Next we pick a time step ∆t ∈ R+ such that tf/∆t ∈ N, and partition the time interval
[0, tf] into tf/∆t time segments as Tj = [(j − 1)∆t, j∆t] for each j ∈ J = {1,2,⋯, tf/∆t}.
Finally we use an open-source toolbox CORA [7], which takes HS and the initial condition
space Zaug

0 , to over-approximate the FRS in (3.40) by a collection of zonotopes {Rj}j∈J
over all time intervals where Rj ⊂ R9+np . As a direct application of Theorem 3.3, Proposi-
tion 3.7 and the derivation in Section 3.5.3 in [6], one can conclude the following theorem:

Theorem 23. Let Rj ⊂ R9+np be the zonotopes computed by CORA under the hybrid ve-

hicle dynamics model beginning from Zaug
0 . Let zaug be a solution to hybrid system HS

starting from an initial condition in Zaug
0 . Then zaug(t) ∈ Rj for all j ∈ J and t ∈ Tj and

Fxy([0, tf]) ⊂ ⋃
j∈J

πxy(Rj). (3.42)

Notice in (3.42) we have abused notation by extending the domain of πxy to any zonotope
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Z = <c, G> in R9+np as

πxy(Z) = ⟨
⎡⎢⎢⎢⎢⎣

[c]1
[c]2

⎤⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎣

[G]1∶
[G]2∶

⎤⎥⎥⎥⎥⎦
⟩ . (3.43)

3.6.2 Slicing

The FRS computed in the previous subsection contain the behavior of the hybrid vehicle
dynamics model for all initial conditions belonging to Z0 and P . To use this set during
online optimization, REFINE plugs in the predicted initial velocity of the vehicle dynamics
at time t0+tplan and then optimizes over the space of trajectory parameters. Recall the hybrid
vehicle model is assumed to have zero initial position condition during the computation of
{Rj}j∈J by Assumption 22. This subsection describes how to plug in the initial velocity
into the pre-computed FRS.

We start by describing the following useful property of the zonotopes Rj that make up
the FRS, which follows from Lemma 22 in [43]:

Proposition 24. Let {Rj = <cRj
, GRj

>}j∈J be the set of zonotopes computed by CORA

under the hybrid vehicle dynamics model beginning from Zaug
0 . Then for any j ∈ J , GRj

=
[gRj ,1, gRj ,2, . . . , gRj ,ℓj] has only one generator, gRj ,bk , that has a nonzero element in the

k-th dimension for each k ∈ {7, . . . , (9 + np)}. In particular, bk ≠ bk′ for k ≠ k′.

We refer to the generators with a nonzero element in the k-th dimension for each k ∈
{7, . . . , (9 + np)} as a sliceable generator of Rj in the k-th dimension. In other words,
for each Rj = <cRj

, GRj
>, there are exactly 3 + np nonzero elements in the last 3 + np

rows of GRj
, and none of these nonzero elements appear in the same row or column. By

constructionZaug
0 has exactly 3+np generators, which are each sliceable. Using Proposition

24, one can conclude that Rj has no less than 3 + np generators (i.e., ℓ ≥ 3 + np).
Proposition 24 is useful because it allows us to take a known zvel

0 ∈ Zvel
0 and p ∈ P and

plug them into the computed {Rj}j∈J to generate a slice of the conservative approximation
of the FRS that includes the evolution of the hybrid vehicle dynamics model beginning
from zvel

0 under trajectory parameter p. In particular, one can plug the initial velocity into
the sliceable generators as described in the following definition:

Definition 25. Let {Rj = <cRj
, GRj

>}j∈J be the set of zonotopes computed by CORA

under the hybrid vehicle dynamics model beginning from Zaug
0 where

GRj
= [gRj ,1, gRj ,2, . . . , gRj ,ℓj]. (3.44)

Without loss of generality, assume that the sliceable generators of each Rj are the first
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3 + np columns of GRj
. In addition, without loss of generality assume that the sliceable

generators are ordered so that the dimension in which the non-zero element appears is

increasing. The slicing operator slice ∶ P (R9+np) × Zvel
0 × P → P (R9+np) is defined as

slice(Rj, z
vel
0 , p) = <cslc, [gRj ,(4+np), . . . , gRj ,ℓj]> (3.45)

where

cslc = cRj
+

9

∑
k=7

[zvel
0 ](k−6) − [cRj

]k
[gRj ,(k−6)]k

gRj ,(k−6) +
9+np

∑
k=10

[p](k−9) − [cRj
]k

[gRj ,(k−6)]k
gRj ,(k−6). (3.46)

Note, that in the interest of avoiding introducing novel notation, we have abused notation
and assumed that the domain of slice is P (R9+np) rather than the space of zonotopes
in P (R9+np). However, throughout this chapter we only plug in zonotopes belonging to
P (R9+np) into the first argument of slice. Using this definition, one can show the fol-
lowing useful property:

Theorem 26. Let {Rj}j∈J be the set of zonotopes computed by CORA under the hybrid

vehicle dynamics model beginning from Zaug
0 and satisfy the statement of Definition 25.

Then for any j ∈ J , z0 = [0,0,0, (zvel
0 )⊺]⊺ ∈ Z0, and p ∈ P , slice(Rj, z

vel
0 , p) ⊂ Rj . In

addition, suppose zaug is a solution to HS with initial condition z0 and control parameter

p. Then for each j ∈ J and t ∈ Tj

zaug(t) ∈ slice(Rj, z
vel
0 , p). (3.47)

Proof. Because zvel
0 and p have zero dynamics in HS, the last 3 + np dimensions in Rj

are identical to Zvel
0 × P for all j ∈ J . A direct result of Proposition 24 and Defini-

tion 25 is Zvel
0 × P = <c′j, G′j> where c′j = [[cRj

]7, [cRj
]8, . . . , [cRj

](9+np)]
⊺

and G′j =
diag ([[gRj,1

]7, [gRj,2
]8, . . . , [gRj,(3+np)

](9+np)]) for any j ∈ J .

Because zvel
0 ∈ Zvel

0 and p ∈ P , then
[zvel

0 ](k−6)−[cRj
]k

[g
Rj ,(k−6)

]k ∈ [−1,1] for all k ∈ {7,8,9}, and
[p]
(k−9)−[cRj

]k
[g
Rj ,(k−6)

]k ∈ [−1,1] for all k ∈ {10,11, . . . , (9 + np)} by Definition 8. slice(R,z
vel
0 , p)

is generated by specifying the coefficients of the first 3 + np generators in Rj via (3.46),
thus slice(Rj, z

vel
0 , p) ⊂ Rj .

If a solution of HS has initial velocity zvel
0 and control parameter p, then the last 3 + np

dimensions in zaug are fixed at [(zvel
0 )⊺, p⊺]⊺ for all t ∈ Tj because of (3.39). Rj is generated

from CORA, so zaug(t) ∈ Rj for all t ∈ Tj by Theorem 23, which proves the result.
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3.6.3 Accounting for the Vehicle Footprint in the FRS

The conservative representation of the FRS generated by CORA only accounts for the ego
vehicle’s center of mass because HS treats the ego vehicle as a point mass. To ensure
not-at-fault behavior while planning using REFINE, one must account for the footprint of
the ego vehicle, Oego, as in Definition 17.

To do this, define a projection operator πh ∶ {Rj}j∈J → P (R) as

πh(Rj) ↦ <[cRj
]3, [GRj

]3∶> (3.48)

where Rj = <cRj
, GRj

> is a zonotope computed by CORA as described in Section 3.6.1.
Then by definition πh(Rj) is a zonotope and it conservatively approximates of the ego
vehicle’s heading during Tj . Moreover, because πh(Rj) is a 1-dimensional zonotope, it
can be rewritten as a 1-dimensional box int(hmid − hrad, hmid + hrad) where hmid = [cRj

]3
and hrad = sum(∣[GRj

]3∶∣). We can then use πh to define a map to account for vehicle
footprint within the FRS:

Definition 27. Let Rj be the zonotope computed by CORA under the hybrid vehicle dy-

namics model beginning from Zaug
0 for arbitrary j ∈ J , and denote πh(Rj) as int(hmid −

hrad, hmid + hrad). Let S ⊂ W be a 2-dimensional box centered at the origin with length√
L2 +W 2 and width L∣ sin(hrad)∣ +W ∣ cos(hrad)∣. Define the rotation map rot ∶ P (R) →

P (W) as

rot(πh(Rj)) =
⎡⎢⎢⎢⎢⎣

cos(hmid) − sin(hmid)
sin(hmid) cos(hmid)

⎤⎥⎥⎥⎥⎦
S. (3.49)

Note that in the interest of simplicity, we have abused notation and assumed that the argu-
ment to rot is any subset of R. In fact, it must always be a 1-dimensional box. In addition
note that rot(πh(Rj)) is a zonotope because the 2-dimenional box S is equivalent to a
2-dimensional zonotope and it is multiplied by a matrix via (3.3).

By applyin geometry, one can verify that by definition S bounds the area that Oego =
int([−0.5L,−0.5W ]⊺, [0.5L,0.5W ]⊺) travels through while rotating within [−hrad, hrad].
As a result, rot(πh(Rj)) over-approximates the area over which Oego sweeps according
to πh(Rj) as shown in Fig. 3.4. Because S can be represented as a zonotope with 2
generators, one can denote rot(πh(Rj)) as <crot, Grot> ⊂ R2 where Grot ∈ R2×2.
Notice rot(πh(Rj)) in (3.49) is a set inW rather than the higher dimensional space where
Rj exists. We extend rot(πh(Rj)) to R9+np as

ROT(πh(Rj)) ∶= ⟨
⎡⎢⎢⎢⎢⎣

crot

0(7+np)×1

⎤⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎣

Grot

0(7+np)×2

⎤⎥⎥⎥⎥⎦
⟩ . (3.50)
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Figure 3.4: Rotation of the ego vehicle and its footprint within range πh(Rj). The ego vehicle with heading
equals to the mean value of πh(Rj) is bounded by the box with solid black boundaries. The range of rotated
heading is indicated by the grey arc. The area the ego vehicle’s footprint sweeps is colored in grey, and is
bounded by box rot(πh(Rj)) with dashed black boundaries.

Using this definition, one can extend the FRS to account for the vehicle footprint as in the
following lemma:

Lemma 28. Let {Rj}j∈J be the set of zonotopes computed by CORA under the hybrid

vehicle dynamics model beginning from Zaug
0 . Let zaug be a solution to HS with initial

velocity zvel
0 and control parameter p and let ξ ∶ P (R9+np) × Zvel

0 × P → P (W) be defined

as

ξ(Rj, z
vel
0 , p) = πxy(slice(Rj ⊕ ROT(πh(Rj)), zvel

0 , p)). (3.51)

Then ξ(Rj, z
vel
0 , p) is a zonotope and for all j ∈ J and t ∈ Tj , the vehicle footprint oriented

and centered according to zaug(t) is contained within ξ(Rj, z
vel
0 , p).

Again note that in the interest of simplicity we have abused notation and assumed that the
first argument to ξ is any subset of R9+np . This argument is always a zonotope in R9+np .

Before proving Lemma 28, we prove the following lemma first:

Lemma 29. LetRj be the zonotope computed by CORA under the hybrid vehicle dynamics

model beginning from Zaug
0 for arbitrary j ∈ J . Then for any zvel

0 ∈ Zvel
0 and p ∈ P

slice(Rj ⊕ ROT(πh(Rj)), zvel
0 , p) = ROT(πh(Rj)) ⊕ slice(Rj, z

vel
0 , p). (3.52)

Proof. Because ROT(πh(Rj)) is independent of zvel
0 and p by definition, Rj shares the

same sliceable generators as Rj ⊕ ROT(πh(Rj)). The slice operator only affects sliceable
generators, thus (3.52) holds.
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Now we prove Lemma 28:

Proof. By definition slice(Rj, z
vel
0 , p) and ROT(πh(Rj)) are both zonotopes, thus per

(3.52) slice(Rj ⊕ ROT(πh(Rj)), zvel
0 , p) is a zonotope . For simplicity let <c′′, G′′>

denote slice(Rj ⊕ ROT(πh(Rj)), zvel
0 , p), then ξ(Rj, z

vel
0 , p) is a zonotope because

πxy(<c′′, G′′>) = ⟨
⎡⎢⎢⎢⎢⎣

[c′′]1
[c′′]2

⎤⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎣

[G′′]1∶
[G′′]2∶

⎤⎥⎥⎥⎥⎦
⟩ . (3.53)

Note πxy(ROT(πh(Rj))) = rot(πh(Rj)), and by using the definition of πxy one can
check that πxy(A1⊕A2) = πxy(A1)⊕πxy(A2) for any zonotopes A1,A2 ⊂ R9+np . Then by
Lemma 29,

ξ(Rj, z
vel
0 , p) = πxy(slice(Rj, z

vel
0 , p)) ⊕ rot(πh(Rj)). (3.54)

By Theorem 26 for any t ∈ Tj and j ∈ J , zaug(t) ∈ slice(Rj, z
vel
0 , p) ⊂ Rj , then

h(t) ∈ πh(Rj). Because rot(πh(Rj)) by construction outer approximates the area over
which Oego sweeps according to all possible heading of the ego vehicle during Tj , then
ξ(Rj, z

vel
0 , p) contains the vehicle footprint oriented according to πh(Rj) and centered at

πxy(zaug(t)) during Tj .

Remark 30. Other than ξ(Rj, z
vel
0 , p) one can have a tighter embedding of the vehicle

footprint in the FRS as

ξ′(Rj, z
vel
0 , p) ∶= πxy(slice(Rj, z

vel
0 , p)) ⊕ rot(πh(slice(Rj, z

vel
0 , p))). (3.55)

In other words, instead of rotating the vehicle footprint according to all possible headings

in πh(Rj) as ξ(Rj, z
vel
0 , p) does, ξ′(Rj, z

vel
0 , p) only rotates the vehicle footprint accord-

ing to vehicle’s heading with respect to particular zvel
0 and p. However the rotational

piece in ξ′(Rj, z
vel
0 , p) requires values of zvel

0 and p that are only available online, while

ξ(Rj, z
vel
0 , p) as in (3.51) allows us to compute ROT(πh(Rj)) completely offline. Thus for

computational efficiency in real-time, we use ξ(Rj, z
vel
0 , p) to account for the ego vehicle’s

footprint. Furthermore, ξ results in nearly linear constraints on obstacle avoidance as

shown in Section 3.7.3.
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3.7 Online Planning

This section begins by taking nonzero initial position condition into account and formu-
lating the optimization for online planning in REFINE to search for a safety guaranteed
control policy in real time. It then explains how to represent each of the constraints of the
online optimization problem in a differentiable fashion, and concludes by describing the
performance of the online planning loop.

Before continuing we make an assumption regarding predictions of surrounding ob-
stacles. Because prediction is not the primary emphasis of this work, we assume that the
future position of any sensed obstacle within the sensor horizon during [t0, t0 + tplan + tf] is
conservatively known at time t0:

Assumption 31. There exists a map ϑ ∶ J ×I → P (W) such that ϑ(j, i) is a zonotope and

∪t∈Tj
Oi(t) ∩ B ((x(t0), y(t0)), S) ⊆ ϑ(j, i). (3.56)

3.7.1 Nonzero Initial Position

Recall that the FRS computed in Section 3.6 is computed offline while assuming that the
initial position of the ego vehicle is zero (i.e., Assumption 22). The zonotope collection
{Rj}j∈J can be understood as a local representation of the FRS in the local frame. This
local frame is oriented at the ego vehicle’s location [x0, y0]⊺ ∈ R2 with its x-axis aligned
according to the ego vehicle’s heading h0 ∈ R, where zpos

0 = [x0, y0, h0]⊺ gives the ego ve-
hicle’s position [x(t), y(t), h(t)]⊺ at time t = 0 in the world frame. Similarly, ξ(Rj, z

vel
0 , p)

is a local representation of the area that the ego vehicle may occupy during Tj in the same
local frame.

Because obstacles are defined in the world frame, to generate not-at-fault trajectories,
one has to either transfer ξ(Rj, z

vel
0 , p) from the local frame to the world frame, or transfer

the obstacle position ϑ(j, i) from the world frame to the local frame using a 2D rigid body
transformation. This work utilizes the second option and transforms ϑ(j, i) into the local
frame as

ϑloc(j, i, zpos
0 ) =

⎡⎢⎢⎢⎢⎣

cos(h0) sin(h0)
− sin(h0) cos(h0)

⎤⎥⎥⎥⎥⎦

⎛
⎝
ϑ(j, i) −

⎡⎢⎢⎢⎢⎣

x0

y0

⎤⎥⎥⎥⎥⎦

⎞
⎠
. (3.57)

3.7.2 Online Optimization

Given the predicted initial condition of the vehicle at t = 0 as z0 = [(zpos
0 )⊺, (zvel

0 )⊺]⊺ ∈
R3×Zvel

0 , REFINE computes a not-at-fault trajectory by solving the following optimization
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problem at each planning iteration:

min
p∈P

cost(z0, p) (Opt)

s.t. ξ(Rj, z
vel
0 , p) ∩ ϑloc(j, i, zpos

0 ) = ∅, ∀j ∈ J ,∀i ∈ I

where cost ∶ R3 × Zvel
0 × P → R is a user-specified cost function and ξ is defined as

in Lemma 28. Note that the constraint in (Opt) is satisfied if for a particular trajectory
parameter p, there is no intersection between any obstacle and the reachable set of the ego
vehicle with its footprint considered during any time interval while following p.

3.7.3 Representing the Constraint and its Gradient in (Opt)

The following theorem, whose proof can be found in Appendix C, describes how to repre-
sent the set intersection constraint in (Opt) and how to compute its derivative with respect
to p ∈ P:

Theorem 32. There exists matrices A and B and a vector b such that ξ(Rj, z
vel
0 , p) ∩

ϑloc(j, i, zpos
0 ) = ∅ if and only if max(BA ⋅ p − b) > 0. In addition, the subgradient of

max(BA ⋅ p − b) with respect to p is maxk∈K̂[BA]k∶, where K̂ = {k ∣ [BA ⋅ p − b]k =
max(BA ⋅ p − b)}.

Formulas for the matrices A and B and vector b in the previous theorem can be found in
(C.4), (C.7), and (C.8), respectively.

3.7.4 Online Operation

Algorithm 1 summarizes the online operations of REFINE. In each planning iteration,
the ego vehicle executes the feasible control parameter that is computed in the previous
planning iteration (Line 4). Meanwhile, SenseObstacles senses and predicts obstacles
as in Assumption 31 (Line 5) in local frame decided by zpos

0 . (Opt) is then solved to
compute a control parameter p∗ using z0 and {ϑloc(j, i, zpos

0 )}(j,i)∈J ×I (Line 6). If (Opt)
fails to find a feasible solution within tplan, the contingency braking maneuver whose safety
is verified in the last planning iteration is executed, and REFINE is terminated (Line 7). In
the case when (Opt) is able to find a feasible p∗, StatePrediction predicts the state
value at t = tm based on z0 and p∗ as in Assumption 13 (Lines 8 and 9). If the predicted
velocity value does not belong to Zvel

0 , then its corresponding FRS is not available and the
planning has to stop while executing a braking maneuver (Line 10). Otherwise we reset
time to 0 (Line 11) and start the next planning iteration. Note Lines 4 and 7 are assumed
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to execute instantaneously, but in practice the time spent for these steps can be subtracted
from tplan to ensure real-time performance. By iteratively applying Definition 15, Lemmas
21 and 28, Assumption 31 and (3.57), the following theorem holds:

Theorem 33. Suppose the ego vehicle can sense and predict surrounding obstacles as in

Assumption 31, and starts with a not-at-fault control parameter p0 ∈ P . Then by performing

planning and control as in Algorithm 1, the ego vehicle is not-at-fault for all time.

Algorithm 1 REFINE Online Planning

Require: p0 ∈ P and z0 = [(zpos
0 )⊺, (zvel

0 )⊺]⊺ ∈ R3 × Zvel
0

Initialize: p∗ = p0, t = 0
Loop: // Line 3 executes at the same time as Line 4-8

Execute p∗ during [0, tm)
{ϑloc(j, i, zpos

0 )}(j,i)∈J ×I ← SenseObstacles()
Try p∗ ← OnlineOpt(z0,{ϑloc(j, i, zpos

0 )}(j,i)∈J ×I) // within tplan seconds

Catch execute p∗ during [tm, tf], then break
(zpos

0 , zvel
0 ) ← StatePrediction(z0, p∗, tm)

z0 ← [(zpos
0 )⊺, (zvel

0 )⊺]⊺
If (zvel

0 ∉ Zvel
0 ), execute p∗ during [tm, tf] and break

Reset t to 0
End

3.8 Extensions

This section describes how to extend various components of REFINE. This section begins
by describing how to apply CORA to compute tight, conservative approximations of the
FRS. Next, it illustrates how to verify the satisfaction of Assumption 10. The section
concludes by describing how to apply REFINE to AWD and RWD vehicles.

3.8.1 Subdivision of Initial Set and Families of Desired Trajectories

In practice, CORA may generate overly conservative representations for the FRS if the ini-
tial condition set is large. To address this challenge, one can instead partition Z0 and P
and compute a FRS beginning from each element in this partition. Note one could then
still apply REFINE as in Algorithm 1. However in Line 5 must solve multiple optimiza-
tions of the form (Opt) in parallel. Each of these optimizations optimizes over a unique

53



partition element that contains initial condition z0, then p∗ is set to be the feasible control
parameter that achieves the minimum cost function value among these optimizations. Sim-
ilarly note if one had multiple classes of desired trajectories (e.g. lane change, longitudinal
speed changes, etc.) that were each parameterized in distinct ways, then one could extend
REFINE just as in the instance of having a partition of the initial condition set. In this
way one could apply REFINE to optimize over multiple families of desired trajectories to
generate not-at-fault behavior. Note, that the planning horizon tf is constant within each
element of the partition, but can vary between different elements in the partition.

3.8.2 Satisfaction of Assumption 10

Throughout our analysis thus far, we assume that the slip ratios and slip angles stay within
the linear regime as described in Assumption 10. This subsection describes how to en-
sure that Assumption 10 is satisfied by performing an offline verification on the computed
reachable sets.

Recall that in an FWD vehicle model, Fxr(t) = 0 for all t as in Remark 9. By plugging
(3.12) in (3.21), one can derive:

λf(t) =
l

glrµ̄
( −Kuu(t) +Kuu

des(t, p) + u̇des(t, p) − v(t)r(t) + τu(t, p)). (3.58)

Similarly by plugging (3.13) in (3.27) one can derive:

αf(t) = −
IzzKr

lfc̄αf
(r(t) − rdes(t, p)) − IzzKh

lfc̄αf
(h(t) − hdes(t, p))+

+ Izz

lfc̄αf
ṙdes(t, p) + lr

lfc̄αf
Fyr(t) +

Izz

lfc̄αf
τr(t, p).

(3.59)

If the slip ratio and slip angle computed in (3.58) and (3.59) satisfy Assumption 10, they
achieve the expected tire forces as introduced in Section 3.5.1.

By Definition 8 any Rj = <cRj
, GRj

> that is computed by CORA under the hybrid
vehicle dynamics model from a partition element in Section 3.8.1, can be bounded by a
multi-dimensional box int(cRj

− ∣GRj
∣ ⋅ 1, cRj

+ ∣GRj
∣ ⋅ 1) where 1 is a column vector of

ones. This multi-dimensional box gives interval ranges of all elements in zaug during Tj ,
which allows us to conservatively estimate {∣αr(t)∣}t∈Tj

, {Fyr(t)}t∈Tj
and {∣λf(t)∣}t∈Tj

via
(3.9), (3.13) and (3.58) respectively using Interval Arithmetic [42]. The approximation of
{Fyr(t)}t∈Tj

makes it possible to over-approximate {∣αf(t)∣}t∈Tj
via (3.59).

Note in (3.58) and (3.59) integral terms are embedded in τu(t, p) and τr(t, p) as de-
scribed in (3.22) and (3.28). Because it is nontrivial to perform Interval Arithmetic over in-
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tegrals, we extend zaug to zaug+ by appending three more auxiliary states εu(t) ∶= ∫
t

t0
∥u(s)−

udes(s, p)∥2ds, εr(t) ∶= ∫
t

t0
∥r(s)−rdes(s, p)∥2ds and εh(t) ∶= ∫

t

t0
∥h(s)−hdes(s, p)∥2ds. No-

tice
⎡⎢⎢⎢⎢⎢⎢⎣

ε̇u(t)
ε̇r(t)
ε̇h(t)

⎤⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣

∥u(t) − udes(t, p)∥2
∥r(t) − rdes(t, p)∥2
∥h(t) − hdes(t, p)∥2

⎤⎥⎥⎥⎥⎥⎥⎦
, (3.60)

then we can compute a higher-dimensional FRS of zaug+ during [0, tf] through the same pro-
cess as described in Section 3.6. This higher-dimensional FRS makes over-approximations
of {εu(t)}t∈Tj , {εr(t)}t∈Tj and {εh(t)}t∈Tj available for computation in (3.58) and (3.59).

If the supremum of {∣λf(t)∣}t∈Tj
exceeds λcri or any supremum of {∣αf(t)∣}t∈Tj

and
{∣αr(t)∣}t∈Tj

exceeds αcri, then the corresponding partition section of Z0 × P may result
in a system trajectory that violates Assumption 10. Therefore to ensure not-at-fault, we
only run optimization over partition elements whose FRS outer-approximations satisfy As-
sumption 10. Finally we emphasize that such verification of Assumption 10 over each
partition element that is described in Section 3.8.1 can be done offline.

3.8.3 Generalization to All-Wheel-Drive and Rear-Wheel-Drive

This subsection describes how REFINE can be extended to AWD and RWD vehicles. AWD
vehicles share the same dynamics as (3.14) in Section 3.3 with one exception. In an AWD
vehicle, only the lateral rear tire force is estimated and all the other three tire forces are
controlled by using wheel speed and steering angle. In particular, computations related to
the lateral tire forces as (3.27) and (3.59) are identical to the FWD case . However, both
the front and rear tires contribute nonzero longitudinal forces, and they can be specified by
solving the following system of linear equations:

lfFxf(t) = lrFxr(t)
Fxf(t) + Fxr(t) = −mKuu(t) +mKuu

des(t, p)+ (3.61)

+mu̇des(t, p) −mv(t)r(t) +mτu(t, p)

Longitudinal tire forces Fxf(t) and Fxr(t) computed from (3.61) can then be used to com-
pute wheel speed ωf(t) = ωr(t) as in (3.36). In this formulation, (3.58) also needs to be
modified to

λf(t) = λr(t) =
1

gµ̄
( −Kuu(t) +Kuu

des(t, p) + u̇des(t, p) − v(t)r(t) + τu(t, p)) (3.62)
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to verify Assumption 10 along the longitudinal direction. Compared to FWD, in RWD the
longitudinal front tire force is 0 and the longitudinal rear tire force is controlled. Thus one
can generalize to RWD by switching all related computations on Fxf(t) and Fxr(t) from the
FWD case.

3.9 Experiments

This section describes the implementation and evaluation of REFINE in simulation using
a FWD, full-size vehicle model and on hardware using an AWD, 1

10 th size race car model.
Readers can find a link to the software implementation2 and videos3 online.

3.9.1 Desired Trajectories

As detailed in Section 3.5.1, the proposed controller relies on desired trajectories of vehicle
longitudinal speed and yaw rate satisfying Definition 14. As detailed in Section 3.5.1, the
proposed controller relies on desired trajectories of vehicle longitudinal speed and yaw rate
satisfying Definition 14. To test the performance of the proposed controller and planning
framework, we selected 3 families of desired trajectories that are observed during daily
driving. Each desired trajectory is the concatenation of a driving maneuver and a contin-
gency braking maneuver. The driving maneuver is either a speed change, direction change,
or lane change (i.e. each option corresponds to one of the 3 families of desired trajecto-
ries). Moreover, each desired trajectory is parameterized by p = [pu, py]⊺ ∈ P ⊂ R2 where
pu denotes desired longitudinal speed, and py decides desired lateral displacement. Recall
the duration of a driving maneuver is tm, which can vary according to the maneuver type,
and tstop is the time from when the reference trajectory of longitudinal speed remains 0.

Assuming that the ego vehicle has initial longitudinal speed u0 ∈ R at time 0, the desired
trajectory for longitudinal speed is the same for each of the 3 families of desired trajectories:

udes(t, p) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

u0 + pu−u0

tm
t, if 0 < t < tm

ubrake(t, p), if t ≥ tm

(3.63)

2https://github.com/roahmlab/REFINE
3https://drive.google.com/drive/folders/1bXl07gTnaA3rJBl7J05SL0tsfIJED

fKy?usp=sharing, https://drive.google.com/drive/folders/1FvGHuqIRQpDS5xWR
gB30h7exmGTjRyel?usp=sharing
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Figure 3.5: Examples of udes(t, p) with u0 = 1.0 [m/s], ucri = 0.5[m/s], tm = 1.5[s], adec = −1.5[m/s2], and pu
taking values of 0.6, 1.2 and 2.0 from top to bottom. Note zero lateral controls are commanded among all 3
examples.

where

ubrake(t, p) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

pu + (t − tm)adec, if pu > ucri and tm ≤ t < tm + ucri−pu
adec

0, if pu > ucri and t ≥ tm + ucri−pu
adec

0, if pu ≤ ucri and t ≥ tm

(3.64)

with some deceleration adec < 0. Note by Definition 14, tstop can be specified as

tstop =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

tm + ucri−pu
adec , if pu > ucri

tm, if pu ≤ ucri.
(3.65)

As shown in Figure 3.5, desired longitudinal speed approaches pu linearly from u0 before
braking begins at time tm, then decreases to ucri with deceleration adec and immediately
drops down to 0 at time tstop. Moreover, one can verify that the chosen udes(t, p) in (3.63)
satisfies the assumptions on desired longitudinal speed in Lemma 21.

Assuming the ego vehicle has initial heading h0 ∈ [−π,π] at time 0, the desired heading
trajectory varies among the different trajectory families. Specifically, for the trajectory
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Figure 3.6: Examples of hdes(t, p) and rdes(t, p) to achieve direction changes with u0 = 1.0[m/s], tm = 1.5[s],
hdes
1 = 20

27
, hdes

2 = 27
10

, and py taking values of -0.4, 0.4 and 0.8 from top to bottom. Note pu is set as u0 to
maintain the vehicle longitudinal speed before tm among all 3 examples.

family associated with speed change:

hdes(t, p) = h0, ∀t ≥ 0. (3.66)

Desired heading trajectory for the trajectory family associated with direction change:

hdes(t, p) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

h0 + pyt
2 −

pytm
4π sin (2πttm

) , if 0 ≤ t < tm

h0 + pytm
2 , if t ≥ tm

(3.67)

and for the trajectory family associated with lane change:

hdes(t, p) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

h0 + hdes
1 py ⋅ e−hdes

2 (t−0.5tm)2 , if 0 ≤ t < tm

h0, if t ≥ tm

(3.68)

where e is Euler’s number, and hdes
1 and hdes

2 are user-specified auxiliary constants that
adjust the desired heading amplitude. As shown in Figure 3.6 and 3.7, hdes(t, p) remains
constant for all t ≥ tm among all families of desired trajectories. By Definition 14, desired
trajectory of yaw rate is set as rdes(t, p) = d

dth
des(t, p) among all trajectory families.

In this work, tm for the speed change and direction change trajectory families are set
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Figure 3.7: Examples of hdes(t, p) and rdes(t, p) to achieve lane changes with u0 = 1.0[m/s], tm = 3.0[s],
hdes
1 = 20

27
, hdes

2 = 27
10

, and py taking values of -0.4, 0.4 and 0.8 from top to bottom. Note pu is set as u0 to
maintain the vehicle longitudinal speed before tm among all 3 examples.

equal to one another. tm for the lane change trajectory family is twice what it is for the
direction change and speed change trajectory families. This is because a lane change can
be treated as a concatenation of two direction changes. Because we do not know which
desired trajectory ensures not-at-fault a priori, during each planning iteration, to guarantee
real-time performance, tplan should be no greater than the smallest duration of a driving
maneuver, i.e. speed change or direction change.

3.9.2 Simulation on a FWD Model

This subsection describes the evaluation of REFINE in simulation. In particular, this sec-
tion describes the simulation environment, how we implement REFINE, the methods we
compare it to, and the results of the evaluation.

3.9.2.1 Simulation Environment

We evaluate the performance on 1000 randomly generated 3-lane highway scenarios in
which the same full-size, FWD vehicle as the ego vehicle is expected to autonomously
navigate through dynamic traffic for 1[km] from a fixed initial condition. All lanes of all
highway scenario share the same lane width as 3.7[m]. Each highway scenario contains
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Vehicle Parameter REFINE Controller Parameter
(Simulation) (Simulation)

m 1575[kg] Ku 4.0
lf 1.13[m] Kr 2.0
lr 1.67[m] Kh 5.0
Izz 3273[kg⋅m2] κ1,u 1.3
rw 0.33[m] κ2,u 0.7
λcric 0.15 ϕ1,u 1.3
αcric 0.1[rad] ϕ2,u 0.7
µ̄ 10 κ1,r 0.5
c̄αf 1.72e5[N/rad] κ2,r 1.0
c̄αr 2.90e5[N/rad] ϕ1,r 4.0
ucri 5[m/s] ϕ2,r 1.0
L 4.8[m] Mu 0.25
W 2.2[m] bpro

u 0.05
boff
u 0
Mr 0.01

Table 3.1: Vehicle specification for simulation.

up to 24 moving vehicles and up to 5 static vehicles that start from random locations and
are all treated as obstacles to the ego vehicle. Moreover, each moving obstacle maintains
its randomly generated highway lane and initial speed up to 25[m/s] for all time. Because
each highway scenario is randomly generated, there is no guarantee that the ego vehicle
has a path to navigate itself from the start to the goal. Such cases allow us to verify if the
tested methods can still keep the ego vehicle safe even in infeasible scenarios. Parameters
of the ego vehicle are listed in Table 3.1.

During each planning iteration, all evaluated methods use the same high level planner.
This high level planner generates waypoints by first choosing the lane on which the nearest
obstacle ahead has the largest distance from the ego vehicle. Subsequently it picks a way-
point that is ahead of the ego vehicle and stays along the center line of the chosen lane. The
cost function in (Opt) or in any of the evaluated optimization-based motion planning algo-
rithms is set to be the Euclidean distance between the waypoint generated by the high level
planner and the predicted vehicle location based on initial state z0 and decision variable p.
All simulations are implemented and evaluated in MATLAB R2022a on a laptop with an
Intel i7-9750H processor and 16GB of RAM.
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3.9.2.2 REFINE Simulation Implementation

REFINE invokes C++ for the online optimization via IPOPT [110]. Parameters of REFINE’s
controller are chosen to satisfy the conditions in Lemma 21 and can be found in Table
3.1. REFINE tracks families of desired trajectories as described in Section 3.9.1 with
P = {(pu, py) ∈ [5,30] × [−0.8,0.8] ∣ pu = u0 if py ≠ 0}, adec = −5.0[m/s2], hdes

1 = 6
√
2e

11 and
hdes
2 = 121

144 . The duration tm of driving maneuvers for each trajectory family is 3[s] for speed
change, 3[s] for direction change and 6[s] for lane change, therefore tplan is set to be 3[s].
As discussed in Section 3.8.1, during offline computation, we evenly partition the first and
second dimensions of P into intervals of lengths 0.5 and 0.4, respectively. For each parti-
tion element, tf is assigned to be the maximum possible value of tbrake as computed in (B.19)
in which tfstop is by observation no greater than 0.1[s]. An outer-approximation of the FRS
is computed for every partition element of P using CORA with ∆t as 0.015[s], 0.010[s],
0.005[s] and 0.001[s]. Note, that we choose these different values of ∆t to highlight how
this choice affects the performance of REFINE.

3.9.2.3 Other Implemented Methods

We compare REFINE against several state of the art trajectory planning methods: a baseline
zonotope reachable set method [69], a Sum-of-Squares-based RTD (SOS-RTD) method
[52], and an NMPC method using GPOPS-II [81].

The first trajectory planning method that we implement is a baseline zonotope based
reachability method that selects a finite number of possible trajectories rather than a con-
tinuum of possible trajectories as REFINE does. This baseline method is similar to the
classic funnel library approach to motion planning [66] in that it chooses a finite number
of possible trajectories to track. The baseline method computes zonotope reachable sets
using CORA with ∆t = 0.010[s] over a sparse discrete control parameter space P sparse ∶=
{(pu, py) ∈ {5,5.1,5.2, . . . ,30} × {0,0.4} ∣ pu = u0 if py ≠ 0} and a dense discrete control
parameter space Pdense ∶= {(pu, py) ∈ {5,5.1,5.2, . . . ,30} × {0,0.04,0.08, . . . ,0.8} ∣ pu =
u0 if py ≠ 0}. We use P sparse and Pdense to illustrate the challenges associated with applying
this baseline method in terms of computation time, memory consumption, and the ability to
robustly travel through complex simulation environments. During each planning iteration,
the baseline method searches through the discrete control parameter space until a feasible
solution is found such that the corresponding zonotope reachable sets have no intersection
with any obstacles over the planning horizon. The search procedure over this discrete con-
trol space is biased to select the same trajectory parameter that worked in the prior planning
iteration or to search first from trajectory parameter that are close to one that worked in the
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previous planning iteration.
The SOS-RTD plans a controller that also tracks families of trajectories to achieve speed

change, direction change and lane change maneuvers with braking maneuvers as described
in Section 3.9.1. SOS-RTD offline approximates the FRS by solving a series of polynomial
optimizations using Sum-of-Squares so that the FRS can be over-approximated as a union
of superlevel sets of polynomials over successive time intervals of duration 0.1[s] [52].
Computed polynomial FRS are further expanded to account for footprints of other vehicles
offline in order to avoid buffering each obstacle with discrete points online [106]. During
online optimization, SOS-RTD plans every 3[s] and uses the same cost function as REFINE
does, but checks collision against obstacles by enforcing that no obstacle has its center stay
inside the FRS approximation during any time interval.

The NMPC method does not perform offline reachability analysis. Instead, it directly
computes the control inputs that are applicable for tm seconds by solving an optimal control
problem. This optimal control problem is solved using GPOPS-II in a receding horizon
fashion. The NMPC method conservatively ensures collision-free trajectories by covering
the footprints of the ego vehicle and all obstacles with two overlapping balls, and requiring
that no ball of the ego vehicle intersects with any ball of any obstacle. Notice during each
online planning iteration, the NMPC method does not need pre-defined desired trajectories
for solving control inputs. Moreover, it does not require the planned control inputs to stop
the vehicle by the end of planned horizon as the other three methods do.

3.9.2.4 Evaluation Criteria

We evaluate each implemented trajectory planning method in several ways as summarized
in Table 3.2. First, we report the percentage of times that each planning method either
came safely to a stop (in a not-at-fault manner), crashed, or successfully navigated through
the scenario. Note a scenario is terminated when one of those three conditions is satisfied.
Second, we report the average travel speed during all scenarios. Third, we report the av-
erage and maximum planning time over all scenarios. Finally, we report on the size of the
pre-computed reachable set.

3.9.2.5 Results

REFINE achieves the highest success rate among all evaluated methods and has no crashes.
The success rate of REFINE converges to 84% as the value of ∆t decreases because the
FRS approximation becomes tighter with denser time discretization. However as the time
discretization becomes finer, memory consumption grows larger because more zonotopes
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are used to over-approximate FRS. Furthermore, due to the increasing number of zonotope
reachable sets, the solving time also increases and begins to exceed the allotted planning
time. According to our simulation, we see that ∆t = 0.010[s] results in high enough suc-
cessful rate while maintaining a planning time no greater than 3[s].

The baseline method with P sparse shares almost the same memory consumption as
REFINE with ∆t = 0.005[s], but results in a much lower successful rate and smaller
average travel speed. When the baseline method runs over Pdense, its success rate is in-
creased, but still smaller than that of REFINE. More troublingly, its memory consumption
increases to 9.1 GB. Neither evaluated baseline is able to finish online planning within 3[s].
Compared to REFINE, SOS-RTD completes online planning faster and can also guarantee
vehicle safety with a similar average travel speed. However SOS-RTD needs a memory of
2.4 GB to store its polynomial reachable sets, and its success rate is only 64% because the
polynomial reachable sets are more conservative than zonotope reachable sets.

When the NMPC method is utilized for motion planning, the ego vehicle achieves a
similar success rate as SOS-RTD, but crashes occur 29% of the time. Note the NMPC
method achieves a higher average travel speed of the ego vehicle when compared to the
other three methods. More aggressive operation can allow the ego vehicle drive closer
to obstacles, but can make subsequent obstacle avoidance difficult. The NMPC method
uses 40.8906[s] on average to compute a solution, which makes real-time path planning
untenable.

Figure 3.8 illustrates the performance of the three methods in the same scene at three
different time instances. In Figure 3.8(a), because REFINE gives a tight approximation of
the ego vehicle’s FRS using zonotopes, the ego vehicle is able to first bypass static vehicles
in the top lane from t = 24[s] to t = 30[s], then switch to the top lane and bypass vehicles in
the middle lane from t = 30[s] to t = 36[s]. In Figure 3.8(b) SOS-RTD is used for planning.
In this case the ego vehicle bypasses the static vehicles in the top lane from t = 24[s] to
t = 30[s]. However because online planing becomes infeasible due to the conservatism
of polynomial reachable sets, the ego vehicle executes the braking maneuver to stop itself
t = 30[s] to t = 36[s]. In Figure 3.8(c) because NMPC is used for planning, the ego vehicle
drives at a faster speed and arrives at 600[m] before the other evaluated methods. Because
the NMPC method only enforces collision avoidance constraints at discrete time instances,
the ego vehicle ends up with a crash at t = 24[s] though NMPC claims to find a feasible
solution for the planning iteration at t = 21[s].
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Figure 3.8: An illustration of the performance of REFINE, SOS-RTD, and NMPC on the same simulated
scenario. In this instance REFINE successfully navigates the ego vehicle through traffic (top three images),
SOS-RTD stops the ego vehicle to avoid collision due to the conservatism of polynomial reachable sets
(middle three images), and NMPC crashes the ego vehicle even though its online optimization claims that it
has found a feasible solution (bottom three images). In each set of images, the ego vehicle and its trajectory
are colored in black. Zonotope reachable sets for REFINE and polynomial reachable sets for SOS-RTD are
colored in green. Other vehicles are obstacles and are depicted in white. If an obstacle is moving, then it is
plotted at 3 time instances t, t + 0.5 and t + 1 with increasing transparency. Static vehicles are only plotted at
time t.

3.9.3 Real World Experiments

REFINE was also implemented in C++17 and tested in the real world using a 1
10 th All-

Wheel-Drive car-like robot, Rover, based on a Traxxax RC platform. The Rover is equipped
with a front-mounted Hokuyo UST-10LX 2D lidar that has a sensing range of 10[m] and
a field of view of 270 The Rover is equipped with a VectorNav VN-100 IMU unit which
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publishes data at 800Hz. Sensor drivers, state estimator, obstacle detection, and the pro-
posed controller are run on an NVIDIA TX-1 on-board computer. A standby laptop with
Intel i7-9750H processor and 32GB of RAM is used for localization, mapping, and solving
(Opt) in over multiple partitions of P . The rover and the standby laptop communicate over
wifi using ROS [97].

Desired trajectories on the Rover are parameterized with P = {(pu, py) ∈ [0.05,2.05] ×
[−1.396,1.396] ∣ pu = u0 if py ≠ 0}, adec = −1.5[m/sec2], hdes

1 = 20
27 and hdes

2 = 27
10 as

described in Section 3.9.1. The duration tm of driving maneuvers for each trajectory family
is set to 1.5[s] for speed change, 1.5[s] for direction change, and 3[s] for lane change, thus
planning time for real world experiments is set as tplan = 1.5[s]. The parameter space P
is evenly partitioned along its first and second dimensions into small intervals of lengths
0.25 and 0.349, respectively. For each partition element, tf is set equal to the maximum
possible value of tbrake as computed in (B.19) in which tfstop is by observation no greater
than 0.1[s]. The FRS of the Rover for every partition element of P is overapproximated
using CORA with ∆t = 0.01[s]. During online planning, a waypoint is selected in real time
using Dijkstra’s algorithm [23], and the cost function of (Opt) is set in the same way as
we do in simulation as described in Section 3.9.2. The robot model, environment sensing,
and state estimation play key roles in real world experiments. In the rest of this subsection,
we first explain how the Rover performs localization, mapping, and obstacle detection and
how we perform system identification of the tire models. We then describe how to bound
the modeling error in (3.14) and summarize the real world experiments.

3.9.3.1 Environment Sensing

To sense the environment, we perform simultaneous localization and mapping (SLAM)
using Cartographer [117] at a rate of 200Hz with lidar scans and IMU readings as its sensor
inputs. Cartographer is a lidar based 2D SLAM algorithm that consists of a local sub-
system, which builds locally consistent and successive submaps, and a global sub-system,
which runs in background to achieve loop closure. Lidar scans are also used for obstacle
detection at a rate of 10Hz using the method illustrated in [87], which detects an object in
the environment by multiple line segments. To account for estimation error as discussed
in [87], we inflate the detected line segments and convert them into zonotopes for online
planning. Both Cartographer and obstacle detection are validated compared against data
collected by a motion capture system, and estimation errors of both both algorithms are at
most 10 [cm].
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3.9.3.2 System Identification of Tire Models

The goal of system identification is to specify necessary parameters that describe dynamics
of the Rover. Because parameters like mass, length, and moment of inertia can be directly
measured, we focus on specifying tire force related parameters including λcri, αcri, µ̄, c̄αf

and c̄αr, and explain how we generate the computational error ∆u, ∆v, ∆r in (3.14) as well
as their bounding parameters bpro

u , boff
u , Mu, Mv, and Mr in the next subsection. Note this

system identification is done by using a motion capture system; however, when REFINE is
applied, the motion capture system is not used.

Recall actual tire models in (3.6), (3.7), (3.10) and (3.11) become saturated at large
slip ratios and slip angles. However, during experiments, the Rover is always expected to
operate in linear regimes of tires by Assumption 10. Thus, to figure out the tire force-related
parameters of the Rover, we need to identify the critical slip ratio and critical slip angle at
which tire force saturation begins, then fit linear tire models within the linear regimes.

To identify the parameters related to longitudinal tire forces, the Rover executed a se-
ries of speed change maneuvers in a motion capture system to estimate u, v, and r. u̇ is
estimated using the onboard IMU. Recall the ideal dynamics of longitudinal speed as in
(3.4). By plugging in the speed information from the motion capture system, we gener-
ate the longitudinal tire force Fx(t) ∶= Fxf(t) + Fxr(t) that achieves the observed velocity
trajectory. Because the Rover is AWD, both the front and the rear tires have the same tire
speed and thus the same slip ratio, i.e. λf = λr. Adding the two equations in (3.12) results
in Fx(t) = mgµ̄λi(t) where the subscript ‘i’ can be replaced by either ‘f’ for front tire or
‘r’ for rear tire. Using the information from the encoder of driving motor and u(t), slip
ratios of both tires can be computed via (3.5). As shown in Figure 3.9, the longitudinal tire
force saturates when the slip ratio becomes bigger than 0.45. Thus we set λcri = 0.45 and
fit µ̄ from Fx(t) = mgµ̄λi(t) by performing least squares over collected data that satisfies
∣λi(t)∣ ≤ λcri at any time.

To identify the parameters related to lateral tire forces, we follow a similar procedure
and let the Rover execute a series of direction change maneuvers with various longitudinal
speeds. Ground truth u, v, and r are again estimated using the motion capture system, and
v̇ and ṙ are estimated using the onboard IMU for all time. Recall when u(t) > ucri, the
error-free dynamics of v and r are as in (3.4). One can then compute Fyf(t) and Fyr(t) by
using the relevant components of (3.4) for Fyf(t) and Fyr(t). Using u(t), v(t), r(t), and
the steering motor input, one can compute slip angles for both tires via (3.8) and (3.9). As
shown in Figure 3.10, the lateral tire force saturates when the slip angle becomes bigger
than 0.165. Thus we set αcri = 0.165, and fit c̄αf and c̄αr in (3.13) by performing least
squares over collected data that satisfies ∣αi(t)∣ ≤ αcri at any time.
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Figure 3.9: System Identification on longitudinal tire force. A linear model is fit using data collected within
the linear regime [-0.45,0.45] of slip ratio.

3.9.3.3 State Estimation and System Identification on Computation Error of Vehicle
Dynamics

The modeling error in the dynamics (3.14) arise from ignoring aerodynamic drag force and
the inaccuracies of state estimation and the tire models. We use the data collected to fit the
tire models to identify the modeling errors ∆u, ∆v, and ∆r.

We compute the model errors as the difference between the actual accelerations col-
lected by the IMU and the estimation of applied accelerations computed via (3.4) in which
tire forces are calculated via (3.12) and (3.13). The estimation of applied accelerations is
computed using the estimated system states via an Unscented Kalman Filter (UKF) [111],
which treats SLAM results, IMU readings, and encoding information of wheel and steer-
ing motors as observed outputs of the Rover model. The robot dynamics that UKF uses
to estimate the states is the error-free, high-speed dynamics (3.4) with linear tire mod-
els. Note the UKF state estimator is still applicable in the low-speed case except the es-
timation of v and r are ignored. To ensure ∆u, ∆v and ∆r are square integrable, we set
∆u(t) = ∆v(t) = ∆r(t) = 0 for all t ≥ tbrake where tbrake is computed in Lemma 21. As
shown in Figure 3.11 bounding parameters Mu, Mv, and Mr are selected to be the maxi-
mum value of ∣∆u(t)∣, ∣∆v(t)∣, and ∣∆r(t)∣ respectively over all time, and bpro

u and boff
u are

generated by bounding ∣∆u(t)∣ from above when u(t) ≤ ucri.
Identified model parameters of the Rover and the REFINE’s controller parameters to be

used in real world experiments are listed in Table 3.3. An example of tracking performance
of the proposed controller on the Rover with identified parameters is shown in Figure 3.12.
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Figure 3.10: System identification on lateral tire forces. Linear models are fit using data collected within the
linear regime [-0.165,0.165] of slip angles.

3.9.3.4 Demonstration

The Rover was tested indoors under the proposed controller and planning framework in 6
small trials and 1 loop trial4. In every small trail, up to 11 identical 0.3×0.3×0.3[m]3 card-
board cubes were placed in the scene before the Rover began to navigate itself. The Rover
was not given prior knowledge of the obstacles for each trial. Figure 3.13 illustrates the
scene in the 6th small trial and illustrates REFINE’s performance. The zonotope reachable
sets over-approximate the trajectory of the Rover and never intersect with obstacles.

In the loop trial, the Rover was required to perform 3 loops, and each loop is about
100[m] in length. In the first loop of the loop trial, no cardboard cube was placed in the
loop, while in the last two loops the cardboard cubes were randomly thrown at least 5[m]
ahead of the running Rover to test its maneuverability and safety. During the loop trial,
the Rover occasionally stoped because a randomly thrown cardboard cube might be close
to a waypoint or the end of an executing maneuver. In such cases, because the Rover was
able to eventually locate obstacles more accurately when it was stopped, the Rover began

4https://drive.google.com/drive/folders/1FvGHuqIRQpDS5xWRgB30h7exmGTjR
yel?usp=sharing
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Figure 3.11: An illustration of the modeling error along the dynamics of u. Collected ∆u(t) is bounded by
Mu = 1.11 for all time. Whenever u(t) ≤ ucri = 0.5, ∆u(t) is bounded by bpro

u u(t) + boff
u with bpro

u = 1.2 and
boff
u = 0.51.

a new planning iteration immediately after stopping and passed the cube when a feasible
plan with safety guaranteed was found.

For all 7 real-world testing trials, the Rover either safely finishes the given task, or it
stops itself before running into an obstacle if no clear path is found. The Rover is able to
finish all computation of a planning iteration within 0.4021[s] on average and 0.6545[s]
in maximum, which are both smaller than tplan = 1.5[s], thus real-time performance is
achieved.

3.10 Conclusion

This work presents a controller-oriented trajectory design framework REFINE using zono-
tope reachable sets. A robust controller is designed to partially linearize the full-order
vehicle dynamics with modeling error by performing feedback linearization on a subset
of vehicle states. The proposed controller can be generalized to FWD, AWD and RWD
vehicle models. Zonotope-based reachability analysis is performed on the closed-loop ve-
hicle dynamics for FRS computation, and achieves less conservative FRS approximation
than that of the traditional reachability-based approaches. Mathematical derivation of con-
straints on collision-free using zonotope reachable sets is provided for online planning.
Tests on a full-size vehicle model in simulation and a 1/10th race car robot in real hardware
experiments show that the proposed method is able to safely navigate the vehicle through
random environments in real time and outperforms all evaluated state of the art methods.
Unfortunately as a deterministic approach, REFINE accounts for perception uncertainty by
requiring the robot to avoid all possible area that could cause a collision, thus a downside of
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Figure 3.12: An illustration of the tracking performance of the Rover with the proposed controller and iden-
tified parameters in Table 3.3.

the planning performance. In the next chapter, we extend the framework of REFINE within
uncertain environment and achieve path planning with risk of collision being bounded.
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(a)

(b)

Figure 3.13: An illustration of the performance of REFINE during the 6th real-world trial. The rover was
able to navigate itself to the goal in red through randomly thrown white cardboard cubes as shown in (a).
Online planning using zonotope reachable sets is illustrated in (b) in which trajectory of the Rover is shown
from gray to black along time, goal is shown in red, and the zonotope reachable sets at different planning
iterations are colored in green.
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Table 3.2: Summary of performance of various tested techniques on the same 1000 simulation environments.
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Rover Parameter REFINE Controller Parameter
(Real World) (Real World)

m 4.96[kg] Ku 4.0
lf 0.203[m] Kr 8.0
lr 0.107[m] Kh 5.0
Izz 0.11[kg⋅m2] κ1,u 1.2
rw 0.055[m] κ2,u 0.8
λcric 0.45 ϕ1,u 1.2
αcric 0.165[rad] ϕ2,u 0.8
µ̄ 0.77 κ1,r 0.9
c̄αf 36.24[N/rad] κ2,r 0.6
c̄αr 63.52[N/rad] ϕ1,r 0.9
ucri 0.5[m/s] ϕ2,r 0.6
L 0.52[m] Mu 1.11
W 0.28[m] bpro

u 1.2
boff
u 0.51
Mr 1.03

Table 3.3: Specification of the Rover.
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CHAPTER 4

Real-time Risk-aware Reachability-based
Trajectory Design

4.1 Introduction

For robots to safely operate in unstructured environments, especially where humans are
present, they must be able to sense their environments and develop plans to dynamically
react to changes in those environments and avoid obstacles. Safe navigation through these
uncertain environments in the presence of dynamic obstacles is a critical challenge. It is
difficult to accurately predict an obstacle’s movement due to imperfect knowledge of the
obstacle motions as well as the presence of noise in sensors. For robots to operate robustly,
this uncertainty must be accounted for while generating motion plans. Various approaches
to account for this uncertainty have been proposed in the literature, but these methods either
(1) have difficulty being evaluated in real-time, (2) make strong assumptions on the class
of probability distributions used to model the uncertainty, or (3) generate motion plans that
are overly conservative and thereby limit most motion. This chapter develops an algorithm
called Risk-RTD for real-time risk-aware reachability-based trajectory design while
addressing each of the aforementioned challenges.

Depending on how accurate the provided environment knowledge is, deterministic and
stochastic planning strategies have been developed in the field. With locations and pre-
dictions of obstacles accurately given, deterministic approaches including works in pre-
vious chapters and related literature therein can provide robot safety by either enforcing
that no collision happens between the robot and any obstacle at multiple discrete time in-
stances [25, 27], or ensuring that the forward reachable set has no intersection with any
obstacle during time intervals [52, 56]. In real application, observing and predicting the
motion of a moving obstacle exact can be impractical due to sensor noise or the lack of
knowledge on obstacle motion. In the case when locations and predictions of obstacles can
be conservatively bounded, aforementioned approaches are still applicable because they
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can require the robot to avoid larger area for safety. However it is possible that such con-
servative estimations of obstacles’ locations make online planning infeasible, thus a loss of
performance on maneuverability [91].

To balance the tradeoff between safety and maneuverability in uncertain environments,
stochastic methods embed probabilistic information about uncertain environments in or-
der to achieve risk-aware motion planning. [19,86,112,121] achieve motion planning with
probabilistic explorations of environments by solving an optimization problem in which
chance constraints are enforced to limit the probability of collision from above. However
because in most scenarios the probability of collision could be hardly evaluated due to
the arbitrariness of probabilistic environmental observation, chance-constrained methods
have to approximate the probability of collision while maintaining real-time performance.
Sampling-based methods, [12, 47] for example, apply numerical integration techniques to
compute the probability of collision. In this context the chance constraint is expressed as
an indicator function on the set of variables that violate the collision constraint. Random
samples are drawn from the uncertain region and the weighted sum of these samples is
taken to approximate the integral. These methods are simple to implement but can be com-
putationally expensive and have slow convergence rates. Moreover, they are difficult to
utilize in gradient-based optimization algorithms due to the non-smooth nature of the indi-
cator function used as the integrand. Moment-Based methods [18, 112, 113] upper bound
the probability of collision using the moments of the probability distribution, which can
be computed efficiently. However because multiple probability distribution can share the
same moments up to some finite order [98], online planning may result in avoiding un-
considered probabilistic distributions. Chance Constrained Parallel Bernstein Algorithm
(CCPBA) [105] as a branch-and-bound method uses reachability-based methods in con-
junction with a branch-and-bound style algorithm to compute tight bounds for the proba-
bility of collision. In order to compute these probabilities they make strong assumptions
about knowing a-priori a closed-form cumulative distribution function that returns the prob-
ability of intersection with their reachable set. Unfortunately such closed-form cumulative
distribution may not exist in real application.

Compared to chance constraints, Conditional Value-at-Risk (CVaR) constraints can also
be utilized to incorporate probabilistic estimation of the environment for decision making
due to their coherency and convexity [89, 100]. For example in the application of motion
planning, CVaR-based method in [38] regulates safety by limiting the expectation of the
distance to safe region within certain worst-case quantile of its distribution. However one
may have to approximate such CVaR constraints via sampling to avoid computationally
expensive multi-dimensional integration. Moreover, because CVaR-constrained optimiza-
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Prob.

low

high

Figure 4.1: Illustration of the proposed Risk-RTD framework in an uncertain dynamic environment for au-
tonomous driving in which the ego vehicle in black tries to avoid a static obstacle and a moving vehicle shown
in white. Transparencies of the ego vehicle and the moving vehicle increase along time. Given probabilistic
descriptions of location and prediction of the moving vehicle, Risk-RTD limits the risk of collision between
the ego vehicle and the moving vehicle from above by enforcing an upper bound on the over-approximation
of the probabilistic integration over offline-computed zonotope reachable set during each time interval.

tions are typically formulated as mixed integer convex problem, achieving real-time plan-
ning can be challenging. Safety performance of CVaR-constrained motion planning can
be improved by using Entropic Value-at-Risk(EVaR) risk measure [24], but EVaR shares
similar issues as CVaR.

In this work we propose a real-time Risk-aware Reachability-based Trajectory Design
(Risk-RTD) framework for path planning in dynamic environments shown in Figure 4.1. As
the probabilistic extension of the original RTD method [52], Risk-RTD shares the same of-
fline reachability analysis with REFINE to benefit from the tightness of zonotope reachable
sets, but enforces robot safety by bounding the probability of any collision from above as
chance constraints at all time during online planning. Contributions of this work are three
folds. First, we provide a closed-form over-approximation on the probability of a colli-
sion with mild assumption on the probabilistic distribution of obstacle estimation. Second,
we illustrate the analytical derivative of the probability over-approximation with respect to
control parameters, which parametrize desired trajectory for the robot to track and are the
decision variables of online optimization. Lastly, computations of both probability over-
approximation and its derivative are parallelizable so that real-time motion planning can be
achieved.

Note to simplify exposition, this chapter explains the idea of Risk-RTD with an au-
tonomous driving application, but the proposed idea can be generalized to other robot
platforms with zonotope reachable sets in uncertain environments. The remainder of this
chapter is organized as follows. Section 4.2 provides necessary preliminaries on obstacle
uncertainty, risk-aware vehicle safety, and chance-constrained online planning. Section 4.3
explains how Risk-RTD matches frames among zonotope reachable sets and obstacle prob-
ability descriptions. Because the probability of collision in the chance constraint of online
planning can be hard to evaluate in general, Section 4.4 conservatively relaxes the chance
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constraint in a differentiable closed-form, which is more tractable to enforce during online
planning. Section 4.5 describes a methodology to select risk threshold dynamically. Exper-
iments of the proposed framework are presented in Section 4.6, and Section 4.7 concludes
the chapter.

4.2 Preliminaries

In this work we adopt all notations, vehicle dynamics and control from the last chapter,
and for convenience we denote Prob(E) the probability of occurrence of some event E.
Recall in REFINE the i-th obstacle Oi(t) during the j-th time interval Tj is assumed to be
over-approximated by zonotope ϑ(j, i) ⊂ W . However such assumption can be empirically
difficult to achieve because in real application a sensor used for obstacle detection could
have measurement error and an obstacle detection algorithm may result in a probabilistic
description of an obstacle [119,122]. One can certainly make ϑ(j, i) large enough to bound
the obstacle location based on its probabilistic description to achieve a confidence level of
almost 1, but this may result in conservativeness that could affect the maneuverability of
the ego vehicle. To incorporate the uncertainty in obstacle sensing into the motion planning
framework, in this work we re-define vehicle safety and relax the zonotope description of
an obstacle from the probability perspective.

4.2.1 Obstacle Uncertainty

For notional simplicity, for arbitrary time t and i ∈ I , denote cobs
i (t) ∈ W the center of

Oi(t). We then make the following assumption about the probabilistic estimation of an
obstacle’s location.

Assumption 34. For any (i, j) ∈ I × J , the probability distribution of wobs
i,j ∶= cobs

i ((j −
0.5)∆t) satisfies a probability density function q(⋅ ∣ i, j) ∶ W → [0,+∞). The probability

density function q is further assumed twice-differentiable.

Note Assumption 34 is the only assumption we make on the probabilistic observation of
any obstacle, thus the proposed framework is general to any probability distribution as long
as the corresponding density function is twice-differentiable. To account for the obstacle’s
potential location over Tj , we make the following assumption:

Assumption 35. There exists a 2-row matrix Gobs such that ∪t∈Tj
Oi(t) stays inside a zono-

tope <wobs
i,j , G

obs> ⊂ W for all (i, j) ∈ I × J .
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According to Assumptions 34 and 35, <wobs
i,j , Gobs> = wobs

i,j + <0, Gobs> has an un-
certain center wobs

i,j with probability density q(wobs
i,j ∣ i, j), and has invariant shape and size

with respect to i and j due to the constant generator matrix Gobs. Such probability density
functions q can be generated by, for example, performing variants of Kalman Filter on the
i-th obstacle given its dynamics or detecting the i-th obstacle with a Bayesian confidence
framework [28] and a neural network [31] during Tj . The generator matrix Gobs can be
generated according to the vehicle footprint and maximum speed νobs of all obstacles.

4.2.2 Risk-Aware Vehicle Safety

For arbitrary time t, given state z(t) of the ego vehicle with the closed-loop dynamics (3.39)
that starts from some initial condition z0 ∈ R6 and applies a control input parametrized by
p ∈ P , the ego vehicle’s footprint at time t can be represented as

E(t, z0, p) ∶= rotate(h(t)) ⋅ Oego + [x(t), y(t)]⊺ (4.1)

where rotate(a) gives the 2-dimensional rotation matrix
⎡⎢⎢⎢⎢⎣

cos(a) − sin(a)
sin(a) cos(a)

⎤⎥⎥⎥⎥⎦
for an arbi-

trary value a ∈ R. Recall thatOego is a zonotope as defined in Definition 17, then E(t, z0, p)
is also a zonotope by (3.3). Then we can redefine vehicle’s safety in this work from the
probability perspective by bounding the probability of the ego vehicle running into any
obstacles.

Definition 36. Let the ego vehicle start from initial condition z0 ∈ Z0 with control param-

eter p ∈ P . Given some allowable risk threshold ϵ ∈ [0,1], the ego vehicle is not-at-fault,
with a chance of collision of at most ϵ, if it is stopped, or if

Prob( ∪t∈[0,tf] (E(t, z0, p) ∩ ( ∪i∈I Oi(t)))) ≤ ϵ (4.2)

while it is moving during time interval [0, tf].

In the case when ϵ = 0, inequality (4.2) results in

∪t∈[0,tf](E(z(t), z0, p) ∩ ( ∪i∈I Oi(t))) = ∅, (4.3)

which happens to be the constraint of no intersection in REFINE.

78



4.2.3 Online Optimization

To construct a motion plan that ensures the ego vehicle is not-at-fault with a chance of
collision at most ϵ during online planning, one could solve the following chance constrained
optimization problem:

min
p∈P

cost(z0, p) (Opt-C)

s.t. Prob( ∪t∈[0,tf] (E(t, z0, p) ∩ ( ∪i∈I Oi(t)))) ≤ ϵ

where cost ∶ Z0 × P → R is a user-specified cost function, and the constraint is a chance
constraint that ensures the vehicle is not-at-fault with a maximum chance of collision of ϵ
during the planning horizon as stated in Definition 36.

To achieve real-time motion planning, (Opt-C) must be solved within tplan seconds.
Unfortunately, efficiently evaluating the chance constraint in (Opt-C) in a closed-form
can be challenging in real applications because of two reasons. Firstly, the exact informa-
tion of the ego vehicle’s location E(t, z0, p) at any time is usually not accessible due to the
nonlinearity and hybrid nature of the vehicle dynamics. Secondly, the probability distribu-
tion that describes the probabilistic observation of an obstacle as assumed in Assumption
34 can be arbitrary. Therefore to achieve real-time performance, Risk-RTD seeks a closed-
form approximation of the chance of collision for evaluation efficiency. In addition, such
approximation needs to be an over-approximation to ensure that Risk-RTD does not under-
estimate the true risk of collision or generate plans that violate the not-at-fault condition
from Definition 36. Moreover, it is preferable that this approximation is differentiable, as
providing the gradient of the constraint can speed up the solving procedure of online opti-
mization. We describe how we generate an approximation that satisfies these requirements
in the following sections.

4.3 Offline Reachability Analysis

Due to the nonlinearity and hybrid nature of the vehicle dynamics as in (3.39), it is chal-
lenging to compute trajectory of the ego vehicle exactly for evaluating the chance constraint
in (Opt-C). Therefore Risk-RTD adopts from REFINE the same offline reachability anal-
ysis in which a collection of zonotopes {Rj}j∈J is generated to outer-approximate the FRS
as described in Theorem 23. Notice {Rj}j∈J generated in Theorem 23 is a local represen-
tation of the ego vehicle’s behavior during the planning horizon in ego vehicle’s body frame
because it assumes x(0) = y(0) = h(0) = 0. To enforce vehicle safety condition online,
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instead of transferring obstacle observation from the world frame into ego vehicle’s body
frame as REFINE does, Risk-RTD accounts for nonzero initial position and heading con-
ditions during zonotope slicing to match obstacle observation in the world frame through
the following lemma and theorem.

Lemma 37. Given arbitrary [x0, y0, h0]⊺ ∈ R3, zvel
0 ∈ R3 and p ∈ P , let z and z̃ be solutions

to (3.39) with initial conditions z(0) = [x0, y0, h0, (zvel
0 )⊺]⊺ and z̃(0) = [0,0,0, (zvel

0 )⊺]⊺
respectively, then

πxy(z(t)) = rotate(h0) ⋅ πxy(z̃(t)) + [x0, y0]⊺. (4.4)

Proof. Notice that z(0) and z̃(0) shares the same initial velocities, and that the dynamics
of [u, v, r]⊺ is invariant to the initial condition of [x, y, h]⊺. Therefore the last 3 dimensions
of z(t) and z̃(t) coincides for all t. Because ḣ(t) = r(t), then

[z(t)]3 = [z̃(t)]3 + h0. (4.5)

Then the claim follows from the fact that

⎡⎢⎢⎢⎢⎣

ẋ(t)
ẏ(t)

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

cos(h(t)) − sin(h(t))
sin(h(t)) cos(h(t))

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

u(t)
v(t)

⎤⎥⎥⎥⎥⎦
. (4.6)

Theorem 38. Let {Rj}j∈J be the collection of zonotopes in Theorem 23, and let z be the

solution to (3.39) with initial condition z(0) = z0 ∈ R3 × Zvel
0 and control parameter p ∈ P .

Then there exists a map ξ̄ ∶ P (R9+np) × Z0 × P → P (W) such that

1. for any j ∈ J , ξ̄(Rj, z0, p) contains footprint of the ego vehicle during Tj , i.e.,

∪t∈Tj
E(t, z0, p) ⊆ ξ̄(Rj, z0, p), and

2. ξ̄(Rj, z0, p) ⊂ W is a zonotope of the form <cξ̄,j(z0) + Aξ̄,j ⋅ p, Gξ̄,j> with some

vector cξ̄,j(z0) ∈ R2, some matrix Aξ̄,j ∈ R2×np and some 2-row matrix Gξ̄,j .

Proof. For any z(0) = z0 = [x0, y0, h0, (zvel
0 )⊺]⊺ ∈ R3 × Zvel

0 , let z̃ be the solution to (3.39)
with initial condition z̃(0) = [0,0,0, (zvel

0 )⊺]⊺ with control parameter p. Then by Lemma
28, there exists a zonotope ξ(Rj, z

vel
0 , p) ⊂ W such that for any j ∈ J and t ∈ Tj , the vehicle

footprint oriented and centered according to z̃(t) is contained within ξ(Rj, z
vel
0 , p). Let

ξ̄(Rj, z0, p) ∶= rotate(h0) ⋅ ξ(Rj, z
vel
0 , p) + [x0, y0]⊺, (4.7)
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then ξ̄(Rj, z0, p) contains the ego vehicle’s footprint according to z(t) during Tj based on
Lemma 37.

In addition, ξ(Rj, z
vel
0 , p) is a zonotope and can be represented as <cξ,j(zvel

0 ) + Aξ,j ⋅
p, Gξ,j> with some cξ,j(zvel

0 ) ∈ W , some Aξ,j ∈ R2×np and some 2-row real matrix Gξ,j

as derived in Lemma 48 in Appendix C. Thus ξ̄(Rj, z0, p) is a zonotope of the form
<cξ̄,j(z0) +Aξ̄,j ⋅ p, Gξ̄,j> where

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

cξ̄,j(z0) = rot(h0) ⋅ cξ,j(zvel
0 ) + [x0, y0]⊺

Aξ̄,j = rot(h0) ⋅Aξ,j

Gξ̄,j = rot(h0) ⋅Gξ,j

. (4.8)

4.4 An Implementable Alternative to (Opt-C)

This section describes an implementable alternative to (Opt-C) that can be solved rapidly.
This is done by describing how to relax the chance constraint in (Opt-C) in a conservative
fashion.

4.4.1 Chance Constraint Relaxation

The chance constraint in (Opt-C) is relaxed conservatively as illustrated in Figure 4.2.
First, the chance of collision during [0, tf] is over approximated using the integration of the
probability density function (PDF) assumed in Assumption 34. Then we relax the domain
of integration into a collection of right-angled triangles, and relax the PDF as a quadratic
polynomial. Finally a closed-form formulation of the relaxed integration is provided.

4.4.1.1 PDF Integration

Recall the ego vehicle’s performance during the planning horizon is over-approximated by
ξ̄(Rj, z0, p) over all time interval Tj’s, then the chance constraint in (Opt-C) is relaxed in
the following theorem.

Theorem 39. Suppose the ego vehicle starts with initial condition z0 ∈ Z0 and control

parameter p ∈ P . Let {q(⋅ ∣ i, j)}i∈I,j∈J be assumed in Assumption 34, let matrix Gobs be

assumed in Assumption 35, and let map ξ̄ be described in Theorem 38. Then for arbitrary
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(a) PDF Integration. (b) Domain Relaxation.

(c) Integrand Relaxation. (d) Closed-form Computation.

Figure 4.2: An illustration of chance constraint relaxation. Given arbitrary (i, j) ∈ I×J , in (a) the probability
of collision between the ego vehicle and the i-th obstacle during time interval Tj is relaxed as the integration
of probability density function q(⋅ ∣ i, j) over zonotope ξ̄(Rj , z0, p) ⊕<0, Gobs> ⊂ W shown in green. In
(b), ξ̄(Rj , z0, p)⊕<0, Gobs> is over-approximated by a collection of right-angled triangles colored in white
and black depending on if a triangle has nontrivial intersection with ξ̄(Rj , z0, p) ⊕<0, Gobs> or not. In (c),
q(⋅ ∣ i, j) is approximated from below and above over each right-angled triangle using Interval Arithmetic.
And in (d), the integration of the over-approximation of q(⋅ ∣ i, j) over each right-angled triangle is computed
in closed-form.

ϵ ∈ [0,1],
∑
i∈I
∑
j∈J
∫
ξ̄(Rj ,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤ ϵ (4.9)

sufficiently implies

Prob( ∪t∈[0,tf] (E(t, z0, p) ∩ ( ∪i∈I Oobs
i (t)))) ≤ ϵ. (4.10)
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Proof. Notice that

∪t∈[0,tf] (E(t, z0, p) ∩ ( ∪i∈I Oest
i (t)))

= ∪j∈J ∪t∈Tj
(E(t, z0, p) ∩ ( ∪i∈I Oest

i (t))) (4.11)

= ∪j∈J ∪i∈I ∪t∈Tj
(E(t, z0, p) ∩ Oest

i (t)) (4.12)

⊆ ∪j∈J ∪i∈I( ∪t∈Tj
E(t, z0, p)) ∩ ( ∪t∈Tj

Oest
i (t)). (4.13)

For simplicity denote E1 the event of ∪t∈[0,tf](E(t, z0, p) ∩ ( ∪i∈I Oest
i (t))) ≠ ∅, and denote

E2 the event of ∪j∈J ∪i∈I ( ∪t∈Tj
E(t, z0, p)) ∩ ( ∪t∈Tj

Oest
i (t)) ≠ ∅. Because E1 being true

ensures E2 being true based on (4.13), then by monotonicity of probability measure,

Prob(E1) ≤ Prob(E2). (4.14)

Therefore Prob(E2) ≤ ϵ implies Prob(E1) ≤ ϵ. Notice by Boole’s inequality [72],

∑
i∈I
∑
j∈J

Prob(( ∪t∈Tj
E(t, z0, p)) ∩ ( ∪t∈Tj

Oest
i (t)) ≠ ∅) ≤ ϵ. (4.15)

is a sufficient condition of Prob(E2) ≤ ϵ, thus it suffices to show that (4.9) sufficiently
implies (4.15).

By Theorem 38, ∪t∈Tj
E(t, z0, p) ⊂ ξ̄(Rj, z0, p) for arbitrary j ∈ J , thus

∑
i∈I
∑
j∈J
∫∪t∈Tj E(t,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤ ∑
i∈I
∑
j∈J
∫
ξ̄(Rj ,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤ ϵ.

(4.16)

Notice by Assumption 34, q(wobs
i,j ∣ i, j) describes the probability density of wobs

i,j during Tj ,
thus

∫∪t∈Tj E(t,z0,p)⊕<0, Gobs>
q(w ∣ i, j) dw = Prob(wobs

i,j ∈ ∪t∈Tj
E(t, z0, p) ⊕<0, Gobs>).

(4.17)

Then as a result of [37, Lem. 5.1],

∫∪t∈Tj E(t,z0,p)⊕<0, Gobs>
q(w ∣ i, j) dw = Prob(( ∪t∈Tj

E(t, z0, p)) ∩<wobs
i,j , G

obs> ≠ ∅).

(4.18)

83



For simplicity denote E3 the event that ( ∪t∈Tj
E(t, z0, p)) ∩ <wobs

i,j , Gobs> ≠ ∅, and
denote E4 the event that ( ∪t∈Tj

E(t, z0, p)) ∩ ( ∪t∈Tj
Oest

i (t)) ≠ ∅. Because E4 being true
sufficiently ensures E3 being true due to ∪t∈Tj

Oest
i (t) ⊂ <wobs

i,j , G
obs> by Assumption 35,

then by monotonicity of probability measure

Prob(E4) ≤ Prob(E3). (4.19)

Therefore (4.15) holds based on (4.16), (4.18) and (4.19).

As a sufficient condition of the chance constraint in (Opt-C), (4.9) in Theorem 39 re-
laxes the original collision probability as accumulated probability density integration over
all elements in I × J , where the domain of integration ξ̄(Rj, z0, p) ⊕ <0, Gobs> is an
over-approximation of the ego vehicle’s footprint buffered by swept volume of any ob-
stacle during time interval Tj . Next we focus on approximating the probability density
integration with arbitrary (i, j) ∈ I ×J by relaxing the domain and integrand of integration

∫ξ̄(Rj ,z0,p)⊕<0, Gobs> q(w ∣ i, j) dw.

4.4.1.2 Domain Relaxation

Recall by Theorem 38 that ξ̄(Rj, z0, p) can be rewritten as zonotope <cξ̄,j(z0) + Aξ̄,j ⋅
p, Gξ̄,j> = <cξ̄,j(z0), Gξ̄,j>+Aξ̄,j ⋅p. Then to relax the domain of integration ξ̄(Rj, z0, p)⊕
<0, Gobs>, we start by constructing a k-by-k grid that covers zonotope ξ̄(Rj, z0,0) ⊕
<0, Gobs> = <cξ̄,j(z0), [Gξ̄,j,G

obs]> where k is some user-specified positive integer.
Each cell in the grid shares the same size and is indexed by its row and column index in
the grid. Each cell in the grid is further divided into two right triangles that are indexed
by 1 or -1 depending on if the lower or upper regions of the block is covered respec-
tively. For notational convenience, denote Tj,k1,k2,k3(z0) ⊂ W the right triangle indexed
by k3 ∈ {−1,1} in the block on the k1-th row and k2-th column of the grid that covers
<cξ̄,j(z0), [Gξ̄,j,G

obs]>. Define

T j(z0) ∶= {Tj,k1,k2,k3(z0) ∣k1, k2 ∈ {1,2, . . . , k}, ∣k3∣ = 1,
Tj,k1,k2,k3(z0) ∩<cξ̄,j(z0), [Gξ̄,j,G

obs]> ≠ ∅}.
(4.20)

that collects all possible Tj,k1,k2,k3(z0) intersecting with <cξ̄,j(z0), [Gξ̄,j,G
obs]>, thus

<cξ̄,j(z0), [Gξ̄,j,G
obs]> ⊂ (∪T ∈T j(z0)T ). (4.21)

84



Notice ξ̄(Rj, z0, p) = ξ̄(Rj, z0,0) +Aξ̄,j ⋅ p, therefore

ξ̄(Rj, z0, p) ⊕<0, Gobs> ⊂ (∪T ∈T j(z0)T ) +Aξ̄,j ⋅ p (4.22)

and

∫
ξ̄(Rj ,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤ ∑
T ∈T j(z0)

∫T +Aξ̄,jp
q(w ∣ i, j) dw. (4.23)

Remark 40. Note that for any T ∈ T j(z0), T depends on z0 and j. However we drop

its dependency on z0 and j in the remainder of this manuscript for notational simplicity.

Certainly as the value of k increases, one could generate a tighter cover of ξ̄(Rj, z0, p) ⊕
<0, Gobs>, but the computational consumption also increases as a trade-off due to the

increasing cardinality of T j(z0).

4.4.1.3 Integrand Relaxation

Given arbitrary p ∈ P and T ∈ T j(z0), denote wctr
T the vertex of the right angle in T , then

wctr
T + Aξ̄,jp gives the vertex of the right angle in T + Aξ̄,jp. To relax the integrand q, we

start by computing the 2nd-order Taylor Expansion of q(⋅ ∣ i, j) centered at wctr
T +Aξ̄,jp and

applying Mean Value Theorem (MVT) [90, Theorem 4.1] to eliminate higher order terms
in the Taylor Expansion as:

q(w ∣ i, j) =q(wctr
T +Aξ̄,jp ∣ i, j) +

∂q

∂w
(wctr
T +Aξ̄,jp ∣ i, j) ⋅ (w −wctr

T −Aξ̄,jp)+

+ 1

2
(w −wctr

T −Aξ̄,jp)⊺ ⋅ Hessq(w′ ∣ i, j) ⋅ (w −wctr
T −Aξ̄,jp)

(4.24)

where w′ ∈ T + Aξ̄,jp is some point on the line segment joining points wctr
T + Aξ̄,jp and w

in T + Aξ̄,jp, and Hessq gives the Hessian of q. Because MVT does not provide w′ in a
closed-form, we then drop the dependency of w′ in (4.24) by bounding the Hessian of q as
a matrix HT ∈ R2×2 where HT is generated by taking element-wise supremum of Hessq

over T ⊕ Aξ̄,jP using Interval Arithmetic [42]. Note by construction of T and wctr
T , it is

guaranteed that either w ≥ wctr
T + Aξ̄,jp for all w ∈ T + Aξ̄,jp or w ≤ wctr

T + Aξ̄,jp for all
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w ∈ T +Aξ̄,jp, thus by definition of HT the following inequality holds for all w ∈ T +Aξ̄,jp:

q(w ∣ i, j) ≤ q(wctr
T +Aξ̄,jp ∣ i, j) +

∂q

∂w
(wctr
T +Aξ̄,jp ∣ i, j) ⋅ (w −wctr

T −Aξ̄,jp)+

+ 1

2
(w −wctr

T −Aξ̄,jp)⊺ ⋅HT ⋅ (w −wctr
T −Aξ̄,jp)

=∶ qT (w,p ∣ i, j).

(4.25)

Note the inequality in (4.25) flips if HT is generated by taking element-wise infimum of
Hessq, thus a under-estimation of q is constructed. However because our goal is to ensure
vehicle safety with a chance of collision bounded from above, an over-estimation of q is
preferred.

Remark 41. To achieve a tighter upper bound of q on T + Aξ̄,jp, one can replace HT in

(4.25) by some matrix HT (p) ∈ R2×2, which is computed by taking element-wise supremum

of Hessq over T +Aξ̄,jp instead of T ⊕Aξ̄,jP using Interval Arithmetic. However recall

that we aim for over-approximating ∫ξ̄(Rj ,z0,p)⊕<0, Gobs> q(w ∣ i, j) dw in closed-form while

maintain differentiability, when q gets complicated, taking the derivative of HT (p) with

respect to p becomes intractable easily due to the involvement of Interval Arithmetic. On

the other hand, derivative of HT with respect to p is simply 0 because by construction HT
is invariant over P .

4.4.1.4 Closed-form Computation

As a result of (4.23) and (4.25), the following inequality holds:

∫
ξ̄(Rj ,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤ ∑
T ∈T j(z0)

∫T +Aξ̄,jp
qT (w,p ∣ i, j) dw. (4.26)

Notice that qT (w,p ∣ i, j) defined in (4.25) is indeed a quadratic polynomial of w, and
T +Aξ̄,jp is a simplex in R2. One can then compute ∫T +Aξ̄,jp

qT (w,p ∣ i, j) dw in closed-
form in the following theorem, and the derivative of ∫T +Aξ̄,jp

qT (w,p ∣ i, j) dw with respect
to p is provided in Section 4.4.3.

Theorem 42. For any i ∈ I , j ∈ J , z0 ∈ Z0, p ∈ P and T ∈ T j(z0) where T j(z0) is defined

as in (4.20), let Aξ̄,j ∈ R2×np be defined as in Theorem 38, let qT be defined as in (4.25), and

let idxk3(T ) ∶= k3 ∈ {−1,1} denote the last index of Tj,k1,k2,k3(z0) as in (4.20). Assume

that positive numbers l1 and l2 give the lengths of horizontal and vertical right angle sides
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of T respectively, then

∫T +Aξ̄,jp
qT (w,p ∣ i, j) dw =

1

2det(AT )
(fT ,0(p ∣ i, j) + fT ,1(p ∣ i, j) + fT ,2(p ∣ i, j))

(4.27)

with

AT =
⎡⎢⎢⎢⎢⎣

idxk3(T )/l1 0

0 idxk3(T )/l2

⎤⎥⎥⎥⎥⎦
, (4.28)

ĤT = A−⊺T HTA−1T , (4.29)

fT ,0(p ∣ i, j) = q(wctr
T +Aξ̄,jp ∣ i, j), (4.30)

fT ,1(p ∣ i, j) =
∂q

∂w
(wctr
T +Aξ̄,jp ∣ i, j) ⋅A−1T ⋅

⎡⎢⎢⎢⎢⎣

1
3
1
3

⎤⎥⎥⎥⎥⎦
, (4.31)

fT ,2(p ∣ i, j) = [ 1
4
√
3

1
4
√
3
]
⎛
⎝
ĤT ⊙

⎡⎢⎢⎢⎢⎣

2 1

1 2

⎤⎥⎥⎥⎥⎦

⎞
⎠

⎡⎢⎢⎢⎢⎣

1
2
√
3

1
2
√
3

⎤⎥⎥⎥⎥⎦
, (4.32)

where ⊙ denotes the element-wise multiplication.

Proof. The claim follows from [58, Theorem 1.1] and the fact that AT ((T +Aξ̄,jp)−(wctr
T +

Aξ̄,jp)) equals the canonical simplex ∆ ∶= {(x, y) ∈ R2 ∣ x + y ≤ 1, x ≥ 0, y ≥ 0}.

4.4.2 Enhanced Online Optimization

Computation in Section 4.4.1 provides a more tractable way of enforcing vehicle safety
compared to the original chance constraint in (Opt-C), thus we instead solve the following
optimization during online planning in Risk-RTD.

min
p∈P

cost(z0, p) (Opt-CE)

s.t. ∑
i∈I
∑
j∈J

∑
T ∈T j(z0)

∫T +Aξ̄,jp
qT (w,p ∣ i, j) dw ≤ ϵ

(Opt-CE) is an enhanced version of (Opt-C) because the chance constraint in (Opt-CE)
sufficiently implies the chance constraint in (Opt-C) by Theorem 39, (4.21) and (4.25).
Thus the following theorem holds based on Definition 36.

Theorem 43. If the ego vehicle applies any feasible solution, p∗ ∈ P , of (Opt-CE) begin-

ning from z0 at t = 0, then the ego vehicle is not-at-fault with a chance of collision at most

ϵ during [0, tf].
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4.4.3 Constraint Gradient

Because (Opt-CE) is expected to be solved in real time, providing derivatives of con-
straints could be helpful for speeding up the solving procedure of online optimization. To
compute the gradient of chance constraint in (Opt-CE), it suffices to compute the deriva-
tives of fT ,0(p ∣ i, j), fT ,1(p ∣ i, j) and fT ,2(p ∣ i, j) in Theorem 42 with respect to p. Note
q is twice-differentiable as in Assumption 34, then

∂fT ,0
∂p
(p ∣ i, j) = ∂q

∂w
(wctr
T +Aξ̄,jp ∣ i, j) ⋅Aξ̄,j, (4.33)

∂fT ,1
∂p
(p ∣ i, j) =

⎡⎢⎢⎢⎢⎣

1
3
1
3

⎤⎥⎥⎥⎥⎦

⊺

A−⊺T Hessq(wctr
T +Aξ̄,jp ∣ i, j) ⋅Aξ̄,j, (4.34)

∂fT ,2
∂p
(p ∣ i, j) =

⎡⎢⎢⎢⎢⎣

0 0

0 0

⎤⎥⎥⎥⎥⎦
. (4.35)

4.4.4 Parallelization

Notice the computation of ∫T +Aξ̄,jp
qT (w,p ∣ i, j) dw can be achieved in parallel for all

(i, j,T ) ∈ I × J × T j(z0). Thus we summarize the parallel computation of the chance
constraint in (Opt-CE) in Algorithm 2. T j(z0) is generated in line 2 for all j ∈ J . Within
the parallel for loop from line 3 to 9, wctr

T and AT are first generated in line 4, the over-
approximation of the probability integration is computed from line 5 to 6, and gradient of
the over-approximation is computed from line 7 to 8. Finally the chance constraint and its
gradient are evaluated in line 10 and 11.

Algorithm 2 Chance Constraint Parallelization

Require: z0, p′, {f(⋅ ∣ i, j)}i∈I,j∈J , {Rj}j∈J
Generate {T j(z0)}j∈J as in (4.20) using {Rj}j∈J
Parfor (i, j,T ) ∈ I × J × T j(z0) do

Compute wctr
T and AT

Compute fT ,0, fT ,1, fT ,2 as in (4.30), (4.31), (4.32)
c(p′, i, j,T ) ← 1

2det(AT )(fT ,0 + fT ,1 + fT ,2)
Compute ∂fT ,0

∂p ,
∂fT ,1

∂p ,
∂fT ,2

∂p as in (4.33), (4.34), (4.35)

dc(p′, i, j,T ) ← 1
2det(AT ) (

∂fT ,0

∂p +
∂fT ,1

∂p +
∂fT ,2

∂p )
End parfor
con← ∑i∈I∑j∈J ∑T ∈T j(z0) c(p′, i, j,T )
dcon← ∑i∈I∑j∈J ∑T ∈T j(z0) dc(p′, i, j,T )
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4.5 Extension on Risk Threshold Selection

So far we have assumed the risk threshold ϵ is some constant in [0,1]. However it is
unclear how the risk threshold ϵ should be selected. Most works evaluate the ego vehicle
performance at different thresholds and arbitrarily select a threshold that they deem fit and
keep it constant for the entire time during the operation of a robot [65, 105, 113]. In this
section we present a novel methodology for systematically varying the risk threshold based
on how likely it is for the passengers of the vehicle to be injured should a crash occur
during the motion plan. For the rest of this section, we shall refer to this likelihood of
injury should a crash occur as the risk of injury. This methodology allows the ego vehicle
to only be conservative when it has to ensure passenger safety (i.e., when the risk of injury
is high), and be less conservative in situations where the passenger are less likely to be
injured should a collision occur (i.e., when the risk of injury is low).

This methodology hinges on being able to compute this risk of injury at the beginning
on each motion plan. To compute the risk of injury, we make the following assumption,
whose satisfaction can be satisfied by, for example, using lidar data in conjunction with an
extended Kalman filter [1, 5].

Assumption 44. There exists some upper and lower bounds of the longitudinal velocity of

the i-th obstacle given by ui and ui such that ui(t) ∈ [ui, ui], for all t ∈ [0, tf].

Given the estimated velocity bounds of sensed obstacles, Risk-RTD then computes the
relative velocity of the ego vehicle with respect to each obstacle. It is important to note
that the ego vehicle velocity may vary over the time interval [0, tm] based on the planned
action. As such, for each obstacle and ego vehicle pair, the relative velocity will vary over
the time interval [0, tm]. Thus, to ensure that we do not underestimate the risk of injury, for
each obstacle and ego vehicle pair we must compute the supremum of this range of relative
velocities. Such supremum is computable because velocity of any obstacle is bounded as
assumed in Assumption 44 and velocity of ego vehicle is bounded by tracking error usmall as
derived the proof of Lemma 21 in Appendix B. Let urel

i for any i ∈ I be the supremum of the
estimated relative velocity of the ego vehicle with respect to the i-th obstacle during [0, tm].
We then compute the estimated risk of serious injuries (MAIS3+) [32] to passengers should
a collision occur with the i-th obstacle as αinj(urel

i )where αinj ∶ R→ [0,1] gives the binary
logistic model with parameters adopted from [13, Table A]. For each obstacle, Risk-RTD
then decides how conservatively this obstacle should be treated by either 1) enforcing a
near zero chance of collision with the obstacle if the risk of serious injury is greater than
some user-defined threshold αcrit, or 2) selecting risk levels from human crash data if it
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can afford to treat this obstacle less conservatively because the risk of serious injury is less
than αcrit.

In the first case when αinj(urel
i ) ≥ αcrit, precisely enforcing 0 chance of collision could

be too conservative because the probabilistic description of an obstacle may have non-zero
probability density for all w ∈ W . Therefore we instead relax the chance of collision to
some user-specified number η > 0 sufficiently close to 0, and make the following assump-
tion.

Assumption 45. For each (i, j) ∈ J × I , there exists a 2-row matrix Govr
i,j (η) such that

1 − ∫
<Eq(w∣i,j), Govr

i,j(η)>
q(w ∣ i, j)dw ≤ η (4.36)

where Eq(w ∣ i, j) is the expectation of the location of the i-th obstacle over Tj satisfying

q.

Based on Assumption 45, zonotope <Eq(w ∣ i, j), Govr
i,j (η)> captures almost all proba-

bility mass of q given (i, j) ∈ I × J . Therefore ξ̄(Rj, z0, p) ∩<Eq(w ∣ i, j), Govr
i,j (η)> = ∅

implies that Prob(( ∪t∈Tj
E(t, z0, p)) ∩ ( ∪t∈Tj

Oi(t)) ≠ ∅) ≤ η. For notational simplicity,
define Iη-risk ∶= {i ∈ I ∣ αinj(urel

i ) ≥ αcrit} and I risk ∶= {i ∈ I ∣ αinj(urel
i ) < αcrit}.

For the i-th obstacle with i ∈ I risk we apply our chance constraint from (Opt-CE) and
set the risk threshold to match human risk levels. We estimate human risk levels based on
the percentage of licensed drivers that are involved in crashes per year using crash statistics
from the National Highway Traffic Safety Agency (NHTSA) [29]. We leverage the crash
data reported at various driving speeds to get a set of human risk data that varies as a
function of traveling velocity. The following polynomial ϵdyn ∶ R → R was used to fit these
data with an R-squared value of 0.965 in order to obtain a closed-form approximation of
these human risk levels:

ϵdyn(u(t)) =1.53 × 10−8u4(t) − 1.84 × 10−6u3(t)+
+ 5.49 × 10−5u2(t) + 1.1 × 10−4u(t) + 2.23 × 10−5

(4.37)

where u(t) is in miles per hour (mph). ϵdyn is a continuous function that gives the risk
levels human drivers use as as function of their traveling velocity. Recall that [0, tm]
is the time interval that the driving maneuver is executed in. Depending on the driving
maneuver, u(t) will vary over t ∈ [0, tm]. To ensure that we do not exceed human risk
levels over the execution of the trajectory we select a lowest human risk threshold, i.e.
inft∈[0,tm] ϵdyn(u(t)), over our range of velocities during the trajectory. The following the-
orem shows that inft∈[0,tm] ϵdyn(u(t)) is piece-wise differentiable, which can be helpful to
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increase the solving procedure of online optimization as presented in the next subsection.

Theorem 46. Let u be the longitudinal velocity of the solution to (3.39) from initial con-

dition z0 ∈ Z0 with control parameter p ∈ P . There exists some piece-wise differentiable

function ϵ ∶ Z0 × P → [0,+∞) such that ϵ(z0, p) = inft∈[0,tm] ϵdyn(u(t)).

Proof. See Appendix D.

Note that in Theorem 46 we have abused notation and have allowed ϵ to vary as a func-
tion of z0 and p. This varying threshold allows us to dynamically select the risk threshold
based on the risk of injury to the passenger beginning of each planning iteration, instead of
arbitrarily setting a constant ϵ value as done in the earlier chance constraint in (Opt-CE).
With this varying threshold we instead solve the following optimization:

min
p∈P

cost(z0, p) (Opt-CV)

s.t. ξ(Rj, z0, p) ∩<Eq(w ∣ i, j), Govr
i,j (η)> ≠ ∅,∀i ∈ Iη-risk, j ∈ J

∑
i∈Irisk

∑
j∈J

∑
T ∈T j(z0)

∫T +Ajp
qT (w,p ∣ i, j) dw ≤ ϵ(z0, p)

where cost ∶ Z0 × P → R is a user-specified cost function. The first constraint conser-
vatively bounds the uncertain region with a zonotope and ensures that any solution found
by Risk-RTD has bounded chance of colliding with all Oi such that i ∈ Iη-risk as assumed
in Assumption 45. The second constraint is similar to the chance constraint introduced
in (Opt-CE), except that ϵ(z0, p) has replaced ϵ and it only accounts for all Oi such that
i ∈ I risk. The not-at-fault behavior of the vehicle is given by the following theorem.

Theorem 47. If the ego vehicle applies any feasible solution, p∗ ∈ P , of (Opt-CV) begin-

ning from z0 at t = 0, then the ego vehicle is not-at-fault with a chance of collision at most

ϵ(z0, p∗) + ∣Iη-risk∣∣J ∣η during [0, tf].

Proof. Through the same reasoning as in the proof of Theorem 39, it suffices to show that

∑
i∈I
∑
j∈J

Prob(( ∪t∈Tj
E(t, z0, p∗)) ∩ ( ∪t∈Tj

Oi(t)) ≠ ∅) ≤ ϵ(z0, p∗) + ∣Iη-risk∣∣J ∣η. (4.38)

In addition, as an analog to (4.16) we have

∑
i∈Irisk

∑
j∈J
∫∪t∈Tj E(t,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤

≤ ∑
i∈Irisk

∑
j∈J
∫
ξ̄(Rj ,z0,p)⊕<0, Gobs>

q(w ∣ i, j) dw ≤ ϵ(z0, p∗).

(4.39)
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Notice that the set intersection constraints in (Opt-CV) ensure

Prob(( ∪t∈Tj
E(t, z0, p∗)) ∩ ( ∪t∈Tj

Oest
i (t)) ≠ ∅) ≤ η (4.40)

for all i ∈ Iη-risk by Assumption 45. Then based on (4.18), (4.19) and the fact that I =
Iη-risk ∪ I risk, (4.38) follows by iteratively adding (4.40) to (4.39) for all i ∈ Iη-risk and for
all j ∈ J .

4.6 Experiments

This section describes multiple experiments to demonstrate the performance of Risk-RTD.
We first verify tightness and computational efficiency of the proposed closed-form over-
approximation of risk of collision. Next we test the proposed Risk-RTD framework in
simulation with randomly generated scenarios. All experiments are conducted in MATLAB
R2021b on a laptop with an 8 Cores Intel i9-10980HK CPU, an Nvidia GeForce RTX 3080
GPU, and 32GB RAM. Involved parallel implementation for experiments is achieved using
CUDA 11.0. Among all experiments, we adopt vehicle and control parameters, families of
desired trajectories, initial condition and control parameter spaces, and the collection of
zonotope reachable sets {Rj}j∈J generated with ∆t = 0.01 [sec] from REFINE in Chapter
3.

4.6.1 Evaluation on Tightness and Computational Efficiency

For effective motion planning, we expect a tight over-approximation of the risk of colli-
sion. To evaluate the tightness of proposed over-approximation, we compare the proposed
method of chance integration approximation against Monte-Carlo integration [17, Chap-
ter 4], Chance-Constrained Parallel Bernstein Algorithm (CCPBA) [105, Chapter 6] and
Cantalli’s inequality [113, eq. (17)] through 3039 randomly generated tests. In each test,
(j, i, z0, p) is randomly chosen from J × I × Z0 × P where I = {1}, and q is set to be
the probability density function of a 2D Gaussian distribution with randomly generated
mean and variance. Assume the only obstacle is a dynamic vehicle that has zero heading
and shares the same size of footprints with the ego vehicle, then Gobs is chosen such that
<0, Gobs> = Oego ⊕ int([0,0]⊺, [νobs ⋅∆t,0]⊺) where νobs = 25 [mps]. Note such choice
of Gobs is used in all the following experiments as well.

We treat Monte-Carlo integration of q(⋅ ∣ j, i) over ξ̄(Rj, z0, p) ⊕ <0, Gobs> as the
ground truth of chance integration ∫ξ̄(Rj ,z0,p)⊕<0, Gobs> q(w ∣ j, i) dw. Such Monte-Carlo
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Method Avg. Max. Avg. Max.
Absolute Error Absolute Error Runtime [ms] RunTime [ms]

Cantelli 0.4366 0.5533 0.0140 0.0663
CCPBA 0.1881 0.2149 1.1012 3.5820

Risk-RTD 0.0073 0.0523 0.4372 2.3150

Table 4.1: Integration error of Gaussiandistribution compared to Monte-Carlo integration as the ground truth.

integration is performed by randomly sampling the world space 106 times according to q

and counting the number of samples that fall inside ξ̄(Rj, z0, p) ⊕ <0, Gobs>. With the
proposed method being utilized, integration area ξ̄(Rj, z0, p) ⊕ <0, Gobs> is covered by
a 24-by-24 grid for the generation of T j(z0). Because CCPBA can only integrate over a
polynomial set, to utilize CCPBA we need to approximate ξ̄(Rj, z0, p) ⊕<0, Gobs> as the
superlevel set of some degree-4 polynomial function ρ ∶ W → R solved by the following
polynomial optimization.

min
ρ

∫W ρ(w) dw (Poly-Opt)

ρ(w) − 1 ≥ 0, ∀w ∈ ξ̄(Rj, z0, p) ⊕<0, Gobs>

ρ(w) ≥ 0, ∀w ∈ W

By construction, the optimal solution ρ of (Poly-Opt) is an over-approximation of the
indicator function of ξ̄(Rj, z0, p) ⊕ <0, Gobs>. Note ρ is constructed conservatively be-
cause polynomial reachable sets are in general more conservative than zonotope reachable
sets as observed in Chapter 3.

As shown in Figure 4.3, compared to CCPBA, the proposed method provides much
tighter over-approximation of the ground truth generated by Monte-Carlo integration in all
3039 testing scenarios. This is because CCPBA has to integrate over a larger area than the
proposed method. In most scenarios, Cantelli’s inequality gives even more conservative
over-approximation of the risk of collision compared to CCPBA. Statistic of computa-
tion error is illustrated in Table 4.1 along with the associated average and maximum times
to approximate the probability integration. Among all tests, Cantelli achieves the lowest
computation time of the approximation and CCPBA needs the most time to approximate a
chance integration in general.

To test generality of the proposed method, we reuse aforementioned 3039 random tests
except that this time q is set to be the probability density of either a randomly generated
bivariate beta distribution [78] or a multimodel distribution as a mixture of two randomly
generated 2D Gaussian distributions. Ground truth of the probability density integration
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47
Figure 4.3: This shows the testing results for the risk of collision estimation error between the each of the
comparison methods and the ground truth risk of collision generated via Monte-Carlo integration. Risk-RTD
is able to get a significantly lower risk estimation error in most scenarios.

Exponential Family Avg. Absolute Error Max. Absolute Error
Gaussian 0.0073 0.0523

Bivariate beta 0.0055 0.0172
Multimodal 0.0138 0.0435

Table 4.2: Integration error of multiple exponential families using the proposed method.

is also generated using Monte-Carlo integration. Because CCPBA is unable to handle a
distribution that is not normal, we only test using Risk-RTD. As shown in Table 4.2, the
proposed method is able to consistently provide tight over-approximation of the chance
integration when q describes a 2D beta distribution or a multimodel distribution.

4.6.2 Simulation

We test the performance of Risk-RTD under a number of 3-lane highway driving scenarios
with lane width as 3.7 [m]. In each scenario, a full-size FWD vehicle with u(0) = 20 [m/s]
and parameters as shown in Table 3.1 is treated as the ego vehicle. The ego vehicle is
controlled with the robust feedback linearization controller proposed in Chapter 3, and is
tasked to autonomously navigate itself through the traffic. The probability density function
q is assumed to describe a Gaussian distribution so that CCPBA can be applied.
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4.6.2.1 Single Planning Iteration

In this experiment we compare the performance of Risk-RTD to that of CCPBA, and Can-
telli MPC in simulation over 10 randomly generated scenarios. Each scenario contains 1
static obstacle and between 4 to 9 dynamic obstacles, where the number of dynamic ob-
stacles is randomly selected for each scenario. The initial speed of all dynamic obstacles
are also randomly sampled from between 15 [m/s] to 25 [m/s] in each scenario. The ego
vehicle is randomly initialized in a lane, and is commanded to navigate itself to a given
waypoint in a different lane within a single planning iteration with tplan = 3 [sec] and lim-
ited risk of collision as 5%. The waypoint is provided in a way that the ego vehicle is
expected to reach by a lane change maneuver within 6 [sec] without any collision. Each
scenario is simulated for 200 trials, so these result in a total of 2000 simulation cases.

Among the 200 trials of the same scenario, for arbitrary (j, i) ∈ J × I , the i-th obstacle
is always initialized with the same states but follows different trajectories that satisfies the
same probability density function q(⋅ ∣ j, i) during Tj . In other words, these trajectories are
selected such that the locations of the i-th obstacle at the middle time of Tj are randomly
sampled from q(⋅ ∣ j, i) for each trial, where q(⋅ ∣ j, i) is kept constant for all trials of the
same scenario for any (j, i) ∈ J × I . In particular, for each (j, i) ∈ J × I , q is generated
such that Eq(w ∣ j, i) results in a trajectory on the center of a lane with constant speed
as j increases within J . And the standard deviation σj,i of q(⋅ ∣ j, i) is chosen such that
the 3σj,i-region of this Gaussian distribution covers the area of width 3.7 −W and length
L + ui(0) ⋅∆t. Note the choice of width 3.7 −W ensures that the footprint of the obstacle
stays inside the lane with a probability more than 99.7%.

Table 4.3 presents the statistic of simulation results of Risk-RTD, CCPBA and Can-
telli MPC for the experiment on single planning iteration. In this experiment, a success is
defined as being able to find a feasible lane change maneuver. Risk-RTD is able to suc-
cessfully execute the lane change maneuver 81.8% among all simulation cases, and among
the other 18.2% of simulation cases it either decides to stay in lane, or is unable to find
a solution and executes its fail-safe stopping maneuver. In addition, Risk-RTD does not
have any crashes in these 2000 simulation cases. CCPBA is able to successfully execute
the lane change maneuver 55.2% among all simulation cases, and it decides to either stay
in lane or come to a safe stop 44.8% of simulation cases. CCPBA also does not have any
crashes. Cantelli MPC is only able to successfully execute the lane change maneuver 9.1%
among all simulation cases. It either stays in lane or comes to a safe stop among 55.5%
of all simulation cases, and it crashes in 35.4% of all simulation cases. Risk-RTD is able
to achieve a higher success rate than CCPBA and Cantelli MPC due to the fact that it is
able to more closely approximate the actual risk of collision as indicated in Section 4.6.1.
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Method Success Crash Other Online Planning Runtime
[%] [%] Action [%] (Avg., Max.) [sec]

Risk-RTD 81.8 0.0 18.2 (0.812, 0.907)
CCPBA 55.2 0.0 44.8 (0.291, 0.396)

Cantelli MPC 9.1 35.4 55.5 (0.643, 0.658)

Table 4.3: Single planning iteration results using Risk-RTD, CCPBA and Cantelli MPC. “Other Action”
encompasses the trials where each method does not complete the lane change manuever, but instead executes
a speed change maneuver, a direction change maneuver, a safe stop manuever, or just decides to keep driving
in lane.

This allows Risk-RTD to generate plans that navigate the ego vehicle through more difficult
scenarios, while conservative over-approximation of the risk of collision is still possible to
yield plans that are infeasible. Cantelli MPC has a relatively substantial number of crashes,
because unlike Risk-RTD and CCPBA, Cantelli MPC does not have a failsafe manuever
for when it cannot find a solution. As a result when Cantelli MPC cannot find a solution,
it just maintains the ego vehicle’s velocity within the lane while keeping searching, thus a
crash may occur if there is an obstacle in front of the ego vehicle. Figure 4.4 provides an
example of tested simulation case in which the chance of collision is limited by 5% and the
ego vehicle is able to reach the provided waypoint through a lane change maneuver without
a collision using Risk-RTD and CCPBA. However because Cantelli fails to find a feasible
plan, the ego vehicle ends up with a crash.

Note both Risk-RTD and CCPBA had 0 crashes for these 200 trials due to the fact
that they still over-approximate the risk of collision. In the plans that they are able to
execute, the actual probability of crashing evaluated via Monte-Carlo integration is usually
around 0.1%, which is much smaller than 5%, so it is possible to see no crash within just
2000 trials. A detailed analysis of conservatism of the proposed probability integration is
provided in Section 4.6.3.

To test how different values of risk threshold affects the performance of the proposed
method, the same 2000 simulation cases are tested again with Risk-RTD with the risk of
collision limited by 0.5%, 5%, 10% and ϵ(z0, p) presented in Theorem 46. Among all
2000 simulation cases, ϵ(z0, p) results in staying between 0.01 and 0.02. Table 4.4 presents
the statistic of simulation results using Risk-RTD under various risk thresholds. Clearly
as the risk threshold increases, Risk-RTD gets easier to find a feasible solution to fulfil
the task, thus the success rate increases as well. Figure 4.5 provides an example of tested
simulation case in which Risk-RTD is used to navigate the ego vehicle towards the provided
waypoint. With the risk threshold being 0.005, Risk-RTD is unable to find a feasible lane
change maneuver, thus executes a speed change maneuver to follow the traffic. With the
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(a) Risk-RTD utilized.
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(b) CCPBA utilized.
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(c) Cantelli MPC utilized.

Figure 4.4: Example of a simulated scenario in which Risk-RTD and CCPBA are able to navigate the ego ve-
hicle (black) to the provided waypoint (black cross) through a lane change maneuver solved by one planning
iteration, while Cantelli MPC results in a crash. Forward reachable sets are shown in green. Obstacles are
shown in white and are marked by their indices to make them trackable among different time instances.
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Risk Threshold Success [%] Crash [%] Other Action [%]
0.005 54.6 0.0 45.4
0.05 81.8 0.0 18.2
0.10 90.6 0.0 9.4

ϵ(z0, p) ∈ [0.01,0.02] 76.8 0.0 33.2

Table 4.4: Single planning iteration results using Risk-RTD under various risk thresholds. “Other Action”
encompasses the trials where each method does not complete the lane change manuever, but instead executes
a speed change maneuver, a direction change maneuver, or a safe stop manuever.

risk threshold being 0.05 and ϵ(z0, p), Risk-RTD is able to find a feasible lane change
maneuver that only results in a lateral displacement of half of the lane width. With the risk
threshold being 0.10, Risk-RTD is able to find a feasible lane change maneuver that results
in a lateral displacement of three quarters of the lane width.

4.6.2.2 Multiple Planning Iterations

We compare Risk-RTD against CCPBA and Cantelli MPC over a 1000 randomly gener-
ated 3-lane highway scenarios in simulation with risk threshold set to be a constant value
0.05. In each simulation scenario the ego vehicle is expected to navigate through dynamic
traffic for 1000[m] from a given initial position with tplan = 3[sec]. Each highway scenario
contains 3 static obstacles and a number of moving vehicles as dynamic obstacles, where
the number of moving vehicles in each scenario randomly varies between 5 and 25. Initial-
izations of each dynamic obstacle and its corresponding probility density function q with
each j ∈ J are performed in the same way as explained in Section 4.6.2.1. The ego vehicle
is initialized in the center of the first (bottom) lane with zero heading, zero lateral velocity,
zero yaw rate, and initial longitudinal speed as 20 [m/s].

Similar as in Section 4.6.2.1, each scenario is simulated for 10 trials among which each
dynamic obstacle follows different trajectories that satisfy the same series of probability
density functions. The uncertain observation of each dynamic obstacle is described in the
same way as in the single planning iteration highway experiment. Table 4.5 presents the
statistic of simulation results using Risk-RTD, CCPBA and Cantelli MPC among all the
10000 simulation cases. In this experiment, a success is defined as being able to success-
fully navigate through the entire 1000 [m] highway and reach the goal. Risk-RTD is able to
successfully navigate through the highway 78.9% of the time, comes to a safe stop partially
through the highway 20.7% of the time and crashes 0.4% of the time. CCPBA is able to
successfully through the highway 19.4% of the time, comes to a safe stop 79.6% of the
time and crashes 1.0% of the time. Cantelli MPC is only able to successfully through the
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(b) Risk threshold as 0.050.
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(c) Risk threshold as 0.100.
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(d) Risk threshold as ϵ(z0, p).

Figure 4.5: Example of a simulated scenario in which Risk-RTD is utilized under various risk thresholds. Ego
vehicle and its trajectory are shown in black, forward reachable sets are shown in green, and the provided
waypoint is shown as the black cross. Obstacles are shown in white and are marked by their indices to make
them trackable among different time instances.

highway 17.5% of the time, crashed 82.5% of the time, and never comes to a safe stop due
to the lack of a braking maneuver. Compared to the single planning iteration experiments,
Risk-RTD has a small drop in success rate. This is expected as over a highway scenario
of multiple planning iterations, once Risk-RTD has executed an action, it may start the
next planning iteration from an initial condition where it is difficult to find a solution that
satisfies the constraint. This is also the case for CCPBA and Cantelli MPC.

Risk-RTD is also compared against deterministic approaches REFINE and SOS-RTD
to see how chance constraint improves the aggressiveness of the driving behavior. As
shown in Table 4.5, success rates of REFINE and SOS-RTD are significantly lower than
that of Risk-RTD, because deterministic approaches are more conservative and try to avoid
a much larger area to achieve fully safety. However, both deterministic approaches results
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Method Success [%] Crash[%] Safely Stop [%] Avg. Speed [m/s]
Risk-RTD 78.9 0.4 20.7 18.1328
CCPBA 19.4 1.0 79.6 15.8395

Cantelli MPC 17.5 82.5 0.0 16.6322
REFINE 61.6 0 38.4 16.5927

SOS-RTD 14.6 0 85.4 15.3302

Table 4.5: Statistic of simulation results using Risk-RTD, CCPBA, Cantelli MPC, REFINE and SOS-RTD.

in zero crash rates. Figure 4.6 provides an example of tested simulation scenarios with
Risk-RTD, REFINE and SOS-RTD. It can be seen that Risk-RTD allows the ego vehicle to
travel aggressively and try to surpass moving obstacles in the middle lane. However with
REFINE being applied, the ego vehicle fails to find a feasible plan at the second planning
iteration thus execute a stopping maneuver. And later on as its speed is decreased till
t = 6[s], the ego vehicle finds a feasible plan again and starts following the moving vehicle
ahead. On the other hand, because the traffic is dense at time t = 0[s] and the polynomial
reachable sets are more conservative than zonotope reachable sets, the ego vehicle tries to
vary its speed but fails and ends up with a stop.

4.6.3 Analysis on Tightness of Probability Integration

Recall among all simulation cases in Section 4.6.2.1, Risk-RTD results in 0 crash rate even
the risk threshold is set to 0.10 = 10%. This suggests the proposed over-approximation
of risk of collision during the planning horizon, ∑j∈J ∑i∈Irisk∑T ∈T j(z0) ∫T +Aξ̄,jp

qT (w,p ∣

j, i) dw, is still too conservative compared to the actual risk of collision Prob( ∪t∈[0,tf]

(E(z(t), z0, p) ∩ ( ∪i∈I Oi(t)))). This subsection discusses three reasons that contribute
notable conservatism to the proposed over-approximation of risk of collision.

The first reason that introduces conservatism is the usage of Boole’s inequality in The-
orem 39. Boole’s inequality is used to account for the interdependence among time in-
tervals {Tj}j∈J , and it is known that Boole’s inequality is overly conservative in general.
In addition, Boole’s inequality becomes more conservative if one increases the number of
probabilities to be accumulated. To test how much conservatism Boole’s inequality intro-
duces, we consider the same planning iterations that are used in Section 4.6.2.1, and we
use Monte-Carlo integration to compute the chance integration so that the conservatism in-
troduced by the proposed over-approximation in Risk-RTD is avoided. In particular given
arbitrary i ∈ I , Boole’s inequality over-approximates the risk of collision with the i-th
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(a) Risk-RTD utilized.
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(b) REFINE utilized.
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(c) SOS-RTD utilized.

Figure 4.6: Example of a simulated scenario in which Risk-RTD successes to achieve a lane change, but
REFINE and SOS-RTD cannot. Probability densities of all obstacles are visualized in (a), and areas that are
used to approximate all probability densities are visualized as transparent white boxes (b) and (c).
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obstacle during the planning horizon:

probBoole(i, z0, p) ∶= ∑
j∈J
∫
ξ̄(Rj ,z0,p)⊕<0, Gobs>

q(w ∣ j, i) dw. (4.41)

If we conservatively consider the risk of collision during different time intervals indepen-
dently, then the risk of collision furing the planning horizon can be over-approximated as

probind(i, z0, p) ∶= 1 −∏
j∈J
(1 − ∫

ξ̄(Rj ,z0,p)⊕<0, Gobs>
q(w ∣ j, i) dw) (4.42)

Among all tested planning iterations, Monte-Carlo integration shows that the probabil-
ity probBoole(i, z0, p) is relatively 10.99% higher than probind(i, z0, p) on average, and
the maximum relative error is 12.94%. This means Boole’s inequality introduces at least
10.99% relative error on average.

The second reason that introduces conservatism is mentioned in Remark 41. Recall that
we relax the probability density function q in Section by evaluating Hessq over T +Aξ̄,jP
in order to make the resulted matrix HT invariant over P . Notice ∪T ∈T j(z0)T + Aξ,jP
covers ∪p∈P ξ̄(Rj, z0, p) ⊕<0, Gobs>, thus the proposed chance integration approximation
evaluates the Hessian over a much larger area instead of the actual space of integration,
ξ̄(Rj, z0, p) ⊕<0, Gobs>, that we really care about. As suggested in Remark 41, one can
apply the idea of ‘slice before Interval Arithmetic’ to bound the Hessian of q by evaluating
it over T + Aξ̄,jp with the exact value of control parameter p using Interval Arithmetic,
so that a tighter over-approximation of the risk of collision can be generated. This idea is
intuited by the fact that Interval Arithmetic generates tighter result as the evaluated interval
space gets smaller. By testing all scenarios in Section 4.6.1, compare to applying the idea
of ‘slice before Interval Arithmetic’, evaluating Hessq over T +Aξ̄,jP results in the final
chance constraint over-approximation a relative error of 1.34% on average and 20.28% at
maximal. However by evaluating Hessq over T + Aξ̄,jp using Interval Arithmetic, the
gradient of the chance constraint over-approximation easily becomes intractable, thus a
decrease in real-time performance.

The last reason that introduces conservatism comes from the way we generate triangle
covering, but it is also related to Interval Arithmetic. With the grid size k being fixed,
generated triangles for chance integration approximation becomes larger if they are used
to cover a bigger zonotope, thus the evaluated Hessian by Interval Arithmetic gets looser,
and so does the final chance integration approximation. Given arbitrary T ∈ T j(z0) with
arbitrary j ∈ J and initial condition z0, we point out that it is how the probability density
varies within T + Aξ̄,jP that affects the conservatism of Interval Arithmetic. For nota-

102



Range of AreaT
Areaq

Avg. Relative Error [%] Max. Relative Error [%]
[0.1,0.5) 1032.6 2174.3

[0.08, 0.1) 153.54 264.25
[0.05, 0.08) 83.37 125.74
[0.01, 0.05) 37.88 53.42

[0.001, 0.01) 13.39 30.41
(0, 0.001) 1.58 14.73

Table 4.6: Tightness of the proposed over-approximation of risk of collision with varying AreaT /Areaq .
Relative error is computed by comparing against the result of Monte-Carlo integration as the ground truth of
chance integration.

tional simplicity, denote AreaT the area of triangle T and Areaq the area of the region
whose element results in a nontrivial probability density according to the density function
q. In this experiment we use all 3039 random tests utilized in Section 4.6.1 to evaluate
the performance of different values of AreaT /Areaq, and have the resulted chance in-
tegration approximations compared against Monte-Carlo integration as the ground truth.
Notice the value of AreaT /Areaq can be changed by varying the value of k. By regen-
erating T ∈ T j(z0) with respect to different values of AreaT /Areaq, we see that the
proposed over-approximation of risk of collision gets significantly improved when the area
ratio AreaT /Areaq decreases as illustrated in Table 4.6. It happens that all tests in Section
4.6.2.1 and Section 4.6.2.2 are evaluated with the area ratio AreaT /Areaq no smaller than
0.05, and this explains why the actual crash rates among our tests are significantly smaller
than the actual risk thresholds that we enforce.

4.7 Conclusion

In this work we propose a real-time Risk-aware Reachability-based Trajectory Design
(Risk-RTD) framework for path planning in dynamic environments. Risk-RTD shares the
same offline reachability analysis with REFINE using zonotopes, but online enforces robot
safety by limiting the probability of any collision from above as chance constraints. In
particular, we provide a closed-form over-approximation on the probability of a collision
with mild assumption on the probabilistic distribution of obstacle estimation, and illustrate
the analytical derivative of the probability over-approximation with respect to the deci-
sion variables of online optimization. Experiments show that the proposed computation
method consistently provides tight upper bound of probability integration, and real-time
performance is achieved through the parallelized evaluation of the proposed chance inte-
gration. Compared with state-of-arts methods, Risk-RTD allows the ego vehicle to travel
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through crowd traffic more aggressively with higher success rate in the application of au-
tonomous driving. However, the proposed over-approximation probability integration is
still considerably conservative compared to the actual risk of collision as discussed in the
last subsection. Hence potential improving directions are provided in the next chapter.
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CHAPTER 5

Conclusion and Future Directions

This thesis makes contributions to generalize the original Reachability-based Trajectory
Design (RTD) framework and enable less conservatism in real-time motion planning both
deterministically and probabilistically. Recall the original RTD framework suffers from
two shortcomings. First, because the original RTD framework performs reachability anal-
ysis by solving polynomial optimization programs whose performances are sensitive to
system dimensionality, RTD introduces undue conservatism due to the representation of
the full order dynamics as a reduced order model. Second, more conservatism is intro-
duced when RTD deals with uncertain environment sensing by requiring the ego robot to
avoid any possible unsafe area. This chapter provides a summary of the contributions and
potential future research directions.

5.1 Summary of Contributions

In Chapter 2, we extend the RTD framework to bipedal robots for flat ground walking.
We use the idea of template and anchor to approximate the full-order robot model using a
simplified model with the error between the two models being conservatively bounded. In
Chapter 3, we focus on autonomous driving scenarios and present a robust, partial feedback
linearization controller that allows for tight reachability analysis on the full-order model
dynamics using zonotopes for real-time motion planning in deterministic environments.
In Chapter 4, we address the case when there is uncertainty in the estimated locations of
surrounding obstacles by proposing a real-time risk-aware motion planning framework.
This framework enforces safety amidst the uncertainty by limiting the risk of collision as a
chance constraint. A differentiable over-approximation of the risk of collision is provided
in closed-form in order to make online planning tractable.

105



5.2 Future Directions

Reachability Analysis on Bipedal Robots. Instead of performing reachability analysis on
the full-order robot dynamics as REFINE does in Chapter 3, the motion planning frame-
work on bipedal robots proposed in Chapter 2 uses the simplified model (SBM) from which
conservatism is introduced. Constructing the FRS using the full-order dynamics of bipedal
robots could be extremely challenging due to the hybrid nature and high dimensionality of
bipedal robots, i.e. the degrees of freedom of Cassie and Digit are 20 and 30 respectively.
One potential way to utilize the full-order robot model for tighter reachability analysis is
by using the Error Reachable Set (ERS), which captures all possible tracking error of the
closed-loop system dynamics. Then the FRS can be over-approximated by the Minkowski
sum of ERS and the reference trajectory that the controller tries to track. However to
achieve provably small tracking error, larger control inputs are possibly required and can
potentially violate torque limits of robot motors. Therefore a robust controller of bipedal
robots that achieves tight tracking performance even with the presence of the reset map for
stance foot switching might be of interest to design.

Faster Online Motion Planning using Zonotope Reachable Sets. Although real-time
planning is achieved by REFINE proposed in Chapter 3 as shown in Table 3.2, in real ap-
plications, we would desire motions plans to be generated even faster so that the robot
can act as soon as possible to the new sensing information that is rapidly collected at run-
time. Notice in (Opt) each zonotope reachable set results in one intersection constraint
and the FRS is over-approximated by hundreds of zonotopes. Therefore to solve (Opt) ,
hundreds of intersection constraints need to be evaluated for each obstacle, and this is the
major reason why REFINE may spend more than 1 [sec] for a planning iteration. There
are two potential ways to speed up the solving procedure of online planning for REFINE.
First, one can decrease the number of zonotope reachable sets by grouping multiplpropri-
oceptivee zonotopes into one while maintaining sliceability without introducing too much
conservatism. Note this is a post-processing step of offline reachability analysis, so that
we can avoid using a larger value of ∆t which could potentially cause divergence during
zonotope reachable set generation. Second, notice that all intersection constraints in (Opt)
result in almost-linear inequalities of the same form as shown in Theorem 32. Then one
can instead enforce the minimum value of the left hand sides of these inequalities among
all (j, i) ∈ J × I being positive so that (Opt) ends up with only one constraint evaluation
during each of its solving iteration.

Tighter Approximation on Risk of Collision. Improving the tightness of the prob-
ability integration proposed in Risk-RTD can potentially increase the maneuverability for
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autonomous driving. As explained in Section 4.6.3, Interval Arithmetic results in looser
approximation of the risk of collision when the triangles we use to cover the buffered zono-
tope reachable sets are relatively large compared to the area that has nontrivial probability
density. One can certainly increase the number of triangles to achieve a finer covering,
but this requires more calculations and can affect real-time performance. Because a low
tolerance of collision risk is preferred for real application, usually most triangle results in
0 probability masses, thus a waste of computational resources. To maintain real-time per-
formance while increasing the quality of the approximation on risk of collision, one can
keep the value of grid size k and only cover the intersection between buffered zonotope
reachable set and the area that has nontrivial probability density. In this way, because the
same amount of triangles are used to cover a subset of a buffered zonotope reachable set,
the sizes of triangles become smaller so that the approximation of risk of collision suffers
less from the conservatism due to the application of Interval Arithmetic.

Planning with Uncertainty. The trajectory planning framework in Chapter 4 handles
exteroceptive uncertainty from environment sensing. However possible proprioceptive un-
certainty should also be taken into account for motion planning including imperfect system
identification during the mechanical design of a robot [104]. For example in the scenario
of legged robot walking, a commonly made assumption is that the stance foot is relatively
static to the contact ground, which requires the contact ground to provide enough fric-
tion [36]. However because the friction coefficient could vary when the robot walks over
different kinds of ground, this assumption may be violated so that the dynamics is not ac-
curate any more. Another example could be a manipulator tasked to move packages with
unknown weights. In this situation, the dynamics of the manipulator would change de-
pending on the mass of the package and whether the robot is holding a package or not.
This would introduce uncertainty into the manipulator’s dynamics. In the case when these
kinds of uncertainty could be provided probabilistically [26], the proposed idea of over-
approximation the probability integration in Risk-RTD can be generalized to handle the
uncertainties under task-specific modifications.
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APPENDIX A

Derivation of SBM Dynamics

(a) (b)

Figure A.1: (a) SBM walking from the i-th mid-stance to the (i + 1)-st mid-stance. (b) SBM at the touch-
down moment.

Consider a Simplified Biped Model (SBM) adopted from [116], illustrated in Fig. A.1. The
model consists of a point-mass (also called hip, shown as black circle) and two mass-less
legs each with constant length l. The stance leg is colored in red, and the swing leg is
colored in blue. The stance leg angle with respect to the upright direction is denoted as θ̂,
and the swing leg angle with respect to the upright direction is denoted as ϕ̂. In the scope
of this work we consider the walking motion of SBM starting from the mid-stance position
θ̂ = π with positive hip velocity v0 > 0. During single stance phase, the stance leg rotates
around the pivot point O, and the swing leg swings forward instantaneously to form an
angle β relative to the stance leg. Notice β = θ̂− ϕ̂, and the value of β stays constant during
the stance phase. Given any control parameter p2(i) that represents the step length during
the i-th step, such β can be obtained using the Law of Cosines (Fig. A.1(b)):

β = arccos(2l
2 − p2(i)2
2l2

) . (A.1)

As the single stance phase continues, the touch-down event, described by the guard
condition θ̂ + ϕ̂ = 2π, will eventually be triggered, and an instantaneous stance phase takes
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place as shown in Fig. A.1(b). Subsequent to the double stance phase, an impact with the
ground happens with a coefficient of restitution of 0. That is, the axial component of v1
resets to zero after the impact, but the lateral component v′1 remains unchanged. The stance
leg is then pivoted at a new point O′ and the system keeps evolving forward.

We denote a hybrid execution of the SBM as a pair (Î, â) where Î = {Îi}Ni=0 is a hybrid
time set with Îi ∶= [τ̂+i , τ̂−i+1] and â = {âi(⋅)}Ni=0 is a finite sequence of solutions to the
SBM’s equations of motion. In the scope of this work we require θ̂ ∈ [π/2,3π/2], and only
consider the motion of SBM in the duration of Îi ∪ Îi+1.

Now we derive the functions fŷ1 , fŷ2 , fŷ3 , and fŷ4 in our manuscript by writing down
ŷ1(i + 1), ŷ2(i), ŷ3(i), ŷ4(i) explicitly. Ideally we expect SBM to walk from mid-stance
to mid-stance as shown in Fig. A.1 (a). Assume SBM arrives at the i-th mid-stance at
tMS
i with positive hip velocity v0 and positive stance leg angular velocity ˙̂

θ(tMS
i ). As SBM

moves forward, denote v1 as the hip velocity when touch-down happens, and v′1 as the
projection of v1 to the direction that is perpendicular to the swing leg. Eventually, SBM
should reach the (i+1)-th mid-stance at tMS

i+1 with hip velocity v2. Notice that v1, v′1 and v2

all remain to be computed. From [116, (3)] we know

¨̂
θ(t) = g sin(θ̂(t))

l
(A.2)

and thus ˙̂
θ(t) > 0 for all t ∈ [t̂MS

i , τ−i+1].
We want to point out an important observation at the touch-down moment as shown in

Fig. A.1(b). Given any p2(i), the angle between stance and swing leg, β ∶= θ̂ − ϕ̂ computed
in (A.1) is independent of the states θ̂ and ϕ̂. Moreover, for all p2(i) ∈ [0.15,0.7] considered
in this work, 0 < β ≤ π/3.

By conservation of energy, we have:

0.5(l ⋅ ˙̂θ(tMS
i ))2 + g(l − l cos(β/2)) = 0.5(v1)2, (A.3)

v′1 = v1 ⋅ cosβ, (A.4)

0.5(v′1)2 − g(l − l cos(β/2)) = 0.5(v2)2, (A.5)

where the unknowns are marked in red. Notice from (A.1) that 0 < β ≤ π/3 for all
p2(i) ∈ [0.15,0.7] considered in this work, therefore cosβ > 0. The solution to the system
of equations (A.3)-(A.5) may or may not exists, depending on whether SBM eventually
reaches the (i + 1)-st mid-stance. These two cases are discussed separately as follows.

1. If 0.5(v′1)2 − g(l − l cos(β/2)) ≥ 0, the reader can solve for a positive v2 from (A.3)-
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(A.5), and thus
ŷ1(i + 1) = v2/l. (A.6)

where v2 is a function of ŷ1(i) = ˙̂
θ(tMS

i ). Furthermore, we have

ŷ2(i) = π − β/2. (A.7)

Notice that θ̂(t) > π, ˙̂
θ(t) > 0 for all t ∈ [t̂MS

i , τ̂−i+1], and θ̂(t) < π, ˙̂
θ(t) > 0 for all

t ∈ [τ̂−i+1, t̂MS
i+1 ]. We then have

ŷ3(i) = θ̂(τ̂−i+1) = ŷ2(i) = π − β/2, (A.8)

ŷ4(i) = θ̂(τ̂−i+1) = π + β/2. (A.9)

2. If 0.5(v′1)2 − g(l − l cos(β/2)) < 0, then ˙̂
θ(t) becomes 0 at some time t̂0i+1 before the

(i + 1)-st mid-stance is reached, and SBM may fall backward as in Fig. A.2.

Figure A.2: SBM fails to reach the (i + 1)-th mid-stance.

By on conservation of energy, we have

0.5(v′1)2 − g(l ⋅ cos(θ̂(t̂0i+1)) − l cos(β/2)) = 0, (A.10)

where the unknown are again marked in red. Using (A.3), (A.4), and (A.10), one can
compute that

ŷ1(i + 1) = −
√
2gl(1 − cos(θ̂(t̂0i+1)))/l. (A.11)

Again we have ŷ2(i) = π − β/2. Since θ̂(t) < π for all t ≥ τ+i+1, tMS
i = +∞, then we

have ŷ3(i) = −∞ and ŷ4(i) = +∞.

Notice that β is actually a function of p2(i), one can then check that ŷ1(i + 1) is es-
sentially a function of ŷ1(i) and p2(i). Furthermore, since ŷ2(i) = π − β/2, ŷ2(i) is then
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only a function of p2(i). Since the values of y3(i) and y4(i) depend on the positivity of
0.5(v′1)2 − g(l− l cos(β/2)), then we can obtain the expressions for y3(i) and y4(i) both as
functions of ŷ1(i) and p2(i).
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APPENDIX B

Proof of Lemma 21

Proof. This proof defines a Lyapunov function candidate and uses it to analyze the tracking
error of the ego vehicle’s longitudinal speed before time tstop. Then it describes how u

evolves after time tstop in different scenarios depending on the value of u(tstop). Finally it
describes how to set the time tbrake to guarantee u(t) = 0 for all t ≥ tbrake. For convenience,
let usmall ∶= Mu

κ1,uMu+ϕ1,u
, then by assumption of the theorem usmall ∈ (0.15, ucri]. This proof

suppresses the dependence on p in udes(t, p), τu(t, p), κu(t, p), ϕu(t, p) and eu(t, p).
Note by (3.25) and rearranging (3.26),

ėu(t) = −Kueu(t) + τu(t) +∆u(t). (B.1)

Recall udes is piecewise continuously differentiable by Definition 14, so are eu and τu. With-
out loss of generality we denote {t1, t2, . . . , tkmax} a finite subdivision of [0, tstop)with t1 = 0
and tkmax = tstop such that udes is continuously differentiable over time interval [tk, tk+1) for
all k ∈ {1,2, . . . , kmax − 1}. Define V (t) ∶= 1

2e
2
u(t) as a Lyapunov function candidate for

eu(t), then for arbitrary k ∈ {1,2, . . . , kmax − 1} and t ∈ [tk, tk+1), one can check that V (t)
is always non-negative and V (t) = 0 only if eu(t) = 0. Then

V̇ (t) = eu(t)ėu(t) (B.2)

= −Kue
2
u(t) + eu(t)τu(t) + eu(t)∆u(t) (B.3)

= −Kue
2
u(t) − (κu(t)Mu + ϕu(t))e2u(t) + eu(t)∆u(t) (B.4)

in which the second equality comes from (B.1) and the third equality comes from (3.22).
Because the integral terms in (3.23) and (3.24) are both non-negative, κu(t) ≥ κ1,u and
ϕu(t) ≥ ϕ1,u hold. Then

V̇ (t) ≤ −Kue
2
u(t) − (κ1,uMu + ϕ1,u)∣eu(t)∣2 + ∣eu(t)∣∣∆u(t)∣. (B.5)
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By factoring out ∣eu(t)∣ in the last two terms in (B.5):

V̇ (t) ≤ −Kue
2
u(t) < 0 (B.6)

holds when ∣eu(t)∣ > 0 and ∣eu(t)∣ ≥ ∣∆u(t)∣
κ1,uMu+ϕ1,u

. Note ∣eu(t)∣ ≥ usmall conservatively

implies ∣eu(t)∣ ≥ ∣∆u(t)∣
κ1,uMu+ϕ1,u

given ∣∆u(t)∣ ≤ Mu for all time by Assumption 11. Then
when ∣eu(t)∣ ≥ usmall > 0 we have (B.6) hold, or equivalently V (t) decreases. Therefore if
∣eu(tk)∣ ≥ usmall, ∣eu(t)∣ monotonically decreases during time interval [tk, tk+1) as long as
∣eu(t)∣ does not reach at the boundary of closed ball B(0, usmall). Moreover, if ∣eu(t′)∣ hits
the boundary of B(0, usmall) at some time t′ ∈ [tk, tk+1), eu(t) is prohibited from leaving
the ball for all t ∈ [t′, tk+1) because V̇ (t) is strictly negative when ∣eu(t)∣ = usmall. Similarly
∣eu(tk)∣ ≤ usmall implies ∣eu(t)∣ ≤ usmall for all t ∈ [tk, tk+1).

We now analyze the behavior of eu(t) for all t ∈ [0, tstop). By assumption udes(0) =
u(0), then ∣eu(0)∣ = 0 < usmall and thus ∣eu(t)∣ ≤ usmall for all t ∈ [t1, t2). Because both u(t)
and udes(t) are continuous during [0, tstop), so is eu(t2). Thus ∣eu(t2)∣ ≤ usmall. By iteratively
applying the same reasoning, one can show that ∣eu(t)∣ ≤ usmall for all t ∈ [tk, tk+1) and for
all k ∈ {1,2, . . . , kmax−1}, therefore ∣eu(t)∣ ≤ usmall for all t ∈ [0, tstop). Furthermore, because
udes(t) converges to ucri as t converges to tstop from below, u(tstop) ∈ [ucri−usmall, ucri+usmall].
Note u(tstop) ≥ 0 because usmall ≤ ucri.

Next we analyze how longitudinal speed of the ego vehicle evolves after time tstop.
Using V (t) = 1

2e
2
u(t), we point out that (B.5) remains valid for all t ≥ tstop, and (B.6) also

holds when ∣eu(t)∣ ≥ usmall with t ≥ tstop. Recall u(t) = eu(t) for all t ≥ tstop given udes(t) = 0
for all t ≥ tstop, then for simplicity, the remainder of this proof replaces every eu(t) by u(t)
in (B.5), (B.6) and V (t). Because u(0) > 0 and u is continuous with respect to time, the
longitudinal speed of the ego vehicle cannot decrease from a positive value to a negative
value without passing 0. However when u(t) = 0, ∆u(t) = 0 by Assumption 12, thus u̇(t) =
0 by (3.26) given udes(t) = 0 for all t ≥ tstop. In other words, once u arrives at 0, it remains
at 0 forever. For the ease of expression, from now on we assume t ≥ tstop and u(t) ≥ 0 for
all t ≥ tstop. Recall u(tstop) ∈ [ucri − usmall, ucri + usmall] and ucri − usmall ∈ [0, ucri − 0.15). We
now discuss how u evolves after time tstop by considering three scenarios, and giving an
upper bound of the time at when u reaches 0 for each scenario.
Case 1 - When u(tstop) ≤ 0.15: Because the longitudinal speed stays at 0 once it becomes
0, by Assumption 20 the ego vehicle reaches to a full stop no later than tfstop + tstop.
Case 2 - When 0.15 < u(tstop) ≤ usmall: By Assumption 12, upper bound of V̇ (t) can be
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further relaxed from (B.5) to

V̇ (t) ≤ −Kuu
2(t) − (κ1,uMu + ϕ1,u − bpro

u )u2(t) + boff
u u(t). (B.7)

Moreover, by completing the square among the last two terms in (B.7), one can derive

V̇ (t) ≤ −Kuu
2(t) + (boff

u )2
4(κ1,uMu + ϕ1,u − bpro

u )
. (B.8)

Notice (boff
u )2

4(κ1,uMu+ϕ1,u−bpro
u ) < 0.15

2Ku by assumption, thus

V̇ (t) < −Ku(u2(t) − 0.152). (B.9)

This means as long as u(t) ∈ [0.15, ucri] with t ≥ tstop, we obtain V̇ (t) < 0, or equivalently
V (t) = 1

2u
2(t) decreases monotonically. Recall u(tstop) ≤ usmall ≤ ucri, then the longitudinal

speed decreases monotonically from u(tstop) to 0.15 as time increases from tstop. Suppose
u becomes 0.15 at time t′brake ≥ tstop, then u(t) ≤ 0.15 for all t ≥ t′brake because of the fact
that V̇ (t) is strictly negative when u(t) = 0.15.

Define qu ∶= (boff
u )2

4(κ1,uMu+ϕ1,u−bpro
u ) , then when u(t) ∈ [0.15, u(tstop)], (B.8) can be relaxed to

V̇ (t) ≤ −Ku ⋅ 0.152 + qu. (B.10)

Integrate both sides of (B.10) from time tstop to t′brake results in

t′brake ≤
u(tstop)2 − 0.152
2 ⋅ 0.152Ku − 2qu

+ tstop. (B.11)

Because u(tstop) ≤ usmall,

t′brake ≤
(usmall)2 − 0.152
2 ⋅ 0.152Ku − 2qu

+ tstop. (B.12)

Then u becomes 0 no later than time tfstop + sup(t′brake) based on Assumption 20, where
sup(t′brake) as the upper bound of t′brake reads

sup(t′brake) =
(usmall)2 − 0.152
2 ⋅ 0.152Ku − 2qu

+ tstop. (B.13)

Case 3 - When usmall < u(tstop) ≤ ucri + usmall: Recall (B.6) holds given ∣eu(t)∣ = u(t) ≥
usmall, then

V̇ (t) ≤ −Kue
2
u(t) ≤ −Ku(usmall)2, (B.14)
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and we have the longitudinal speed monotonically decreasing from u(tstop) at time tstop

until it reaches at usmall at some time tsmall ≥ tstop. Integrating the left hand side and right
hand side of (B.14) from tstop to tsmall gives

1

2
(usmall)2 − 1

2
u(tstop)2 ≤ −Ku(usmall)2(tsmall − tstop). (B.15)

Because u(tstop) ≤ ucri + usmall, (B.15) results in

tsmall ≤
(ucri + usmall)2 − (usmall)2

2Ku(usmall)2 + tstop. (B.16)

Once the longitudinal speed decreases to usmall, we can then follow the same reasoning
as in the second scenario for seeking an upper bound of some time t′′brake that is no smaller
than tsmall and gives u(t′′brake) = 0.15. However, this time we need to integrate both sides of
(B.10) from time tsmall to t′′brake. As a result,

t′′brake ≤
(usmall)2 − 0.152
2 ⋅ 0.152Ku − 2qu

+ tsmall. (B.17)

Then u becomes 0 no later than time tfstop + sup(t′′brake) based on Assumption 20, where
sup(t′′brake) as the upper bound of t′′brake reads

sup(t′′brake) =
(usmall)2 − 0.152
2 ⋅ 0.152Ku − 2qu

+ (u
cri + usmall)2 − (usmall)2

2Ku(usmall)2 + tstop. (B.18)

Now that we have the upper bound for u across these three scenarios, recall that once
u arrives at 0, it remains at 0 afterwards, and notice sup(t′′brake) > sup(t′brake) > tstop. Con-
sidering all three scenarios discussed above, setting tbrake as the maximum value among
tfstop + tstop, tfstop + sup(t′brake) and tfstop + sup(t′′brake), i.e.,

tbrake = tfstop +
(usmall)2 − 0.152
2 ⋅ 0.152Ku − 2qu

+ (u
cri + usmall)2 − (usmall)2

2Ku(usmall)2 + tstop (B.19)

guarantees that u(t) = 0 for all t ≥ tbrake.
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APPENDIX C

Proof of Theorem 32

We first present a pair of lemmas.

Lemma 48. Let Rj = <cRj
, [gRj ,1, gRj ,2, . . . , gRj ,ℓj]> be the zonotope computed by

CORA under the hybrid vehicle dynamics model HS beginning from Zaug
0 for arbitrary

j ∈ J , and let rot(πh(Rj)) = <crot, Grot> be defined as (3.49). Then for arbitrary

zvel
0 ∈ Zvel

0 and p ∈ P , there exist cξ ∈ W , A ∈ R2×np and a real matrix Gξ with two rows such

that ξ(Rj, z
vel
0 , p) = <cξ +A ⋅ p, Gξ>.

Proof. Recall cslc is defined as in (3.46), then

ξ(Rj, z
vel
0 , p) = πxy(<cslc, [gRj ,(3+np+1), . . . , gRj ,ℓj]>) ⊕ rot(πh(Rj))

= <πxy(cslc) + crot, [πxy(gRj ,(4+np)), . . . , πxy(gRj ,ℓj),Grot]>.
(C.1)

where the first equality comes from using (3.54) and (3.45) and the last equality comes
from denoting rot(πh(Rj)) as <crot, Grot> and performing Minkowski addition on
two zonotopes. cslc can be rewritten as

cslc = cRj
+

9

∑
k=7

[zvel
0 ](k−6) − [cRj

]k
[gRj ,(k−6)]k

gRj ,(k−6) −
9+np

∑
k=10

[cR]k
[gR,(k−6)]k

gR,(k−6) +A′ ⋅ p (C.2)

with A′ = [ 1
[gRj ,4

]10 gRj ,4, . . . ,
1

[g
Rj ,(3+np)](9+np)

gRj ,(3+np)]. Therefore by performing algebra

one can find that ξ(Rj, z
vel
0 , p) = <cξ +A ⋅ p, Gξ> where

cξ = crot +
9

∑
k=7

[zvel
0 ]k−6 − [cRj

]k
[gRj ,(k−6)]k

πxy(gRj ,(k−6)) −
9+np

∑
k=10

[cR]k
[gR,(k−6)]k

πxy(gR,(k−6)) + πxy(cRj
),

(C.3)
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A = [ 1

[gRj ,4]10
πxy(gRj ,4),

1

[gRj ,5]11
πxy(gRj ,5), . . . ,

1

[gRj ,(3+np)](9+np)
πxy(gRj ,(3+np))] ,

(C.4)

and
Gξ = [πxy(gRj ,(6+np+1)), . . . , πxy(gRj ,ℓj),Grot]. (C.5)

Note ϑloc(j, i, zpos
0 ) is a zonotope by construction in (3.57) because ϑ(j, i) is assumed

to be a zonotope. The following lemma follows from [37, Lem. 5.1] and allows us to
represent the intersection constraint in (Opt) .

Lemma 49. Let ξ(Rj, z
vel
0 , p) = <cξ + A ⋅ p, Gξ> be computed as in Lemma 48, and let

ϑloc(j, i, zpos
0 ) =< cϑ,Gϑ > be computed from (3.57). Then ξ(Rj, z

vel
0 , p)∩ϑloc(j, i, zpos

0 ) ≠ ∅
if and only if A ⋅ p ∈ <cϑ − cξ, [Gϑ,Gξ]>.

Now we can finally state the proof of Theorem 32:

Proof. Let zonotope ξ(Rj, z
vel
0 , p) = <cξ +A ⋅ p, Gξ> be computed as in Lemma 48, and

let ϑloc(j, i, zpos
0 ) =< cϑ,Gϑ > be computed from (3.57). Because all zonotopes are convex

polytopes [37], zonotope <cϑ − cξ, [Gϑ,Gξ]> ⊂ W ⊆ R2 can be transferred into a half-
space representation A ∶= {a ∈ W ∣ B ⋅ a − b ≤ 0} for some matrix B and vector b. To find
such B and b, we denote c = cϑ − cξ ∈ R2 and G = [Gϑ,Gξ] ∈ R2×ℓ with some positive

integer ℓ, and denote B− =
⎡⎢⎢⎢⎢⎣

−[G]2∶
[G]1∶

⎤⎥⎥⎥⎥⎦
∈ R2×ℓ. Define

B+ ∶= [ [B
−]∶1

∥[B−]∶1∥
,
[B−]∶2
∥[B−]∶2∥

, . . . ,
[B−]∶ℓ
∥[B−]∶ℓ∥

]
⊺
∈ Rℓ×2. (C.6)

Then as a result of [6, Thm 2.1], <c, G> = {a ∈ W ∣ B ⋅ a − b ≤ 0} with

B =
⎡⎢⎢⎢⎢⎣

B+

−B+
⎤⎥⎥⎥⎥⎦
∈ R2ℓ×2, (C.7)

b =
⎡⎢⎢⎢⎢⎣

B+ ⋅ c + ∣B+ ⋅G∣ ⋅ 1
−B+ ⋅ c + ∣B+ ⋅G∣ ⋅ 1

⎤⎥⎥⎥⎥⎦
∈ R2ℓ (C.8)

where 1 ∈ Rℓ is the column vector of ones. By Lemma 49, ξ(Rj(d), zvel
0 , p)∩ϑloc(j, i, zpos

0 )
is empty if and only if A ⋅ p ∉ <cϑ − cξ, [Gϑ,Gξ]>, or in other words A ⋅ p ∉ A. Notice
A ⋅ p ∉ A if and only if max(B ⋅A ⋅ p − b) > 0.

The subgradient claim follows from [83, Theorem 5.4.5].
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APPENDIX D

Proof of Theorem 46

Proof. Based on the reasoning of Lemma 21, the tracking error on longitudinal speed using
the proposed robust partial feedback linearization controller is bounded above by usmall,
i.e., udes(z0, p) − usmall ≤ u(t) ≤ udes(z0, p) + usmall, for all t ∈ [0, tm] and arbitrary p ∈ P .
Because we have a closed form representation of ϵdyn as in (4.37), we know its monoticity
at every point. In particular, for u(t) ∈ [0,31.5) [mph] it is monotonically increasing, for
u(t) ∈ (31.5,59.6) [mph] it is monotonically decreasing, and for u(t) ∈ (59.6,67.1] [mph]
it is monotonically increasing.

For notational simplicity, denote a(z0, p) ∶= ϵdyn(mint∈[0,tm] udes(t, z0, p) − usmall) and
b(z0, p) ∶= ϵdyn(maxt∈[0,tm] udes(t, z0, p) + usmall). Let u = mint∈[0,tm] u(t) and let u =
maxt∈[0,tm] u(t). Assuming the ego vehicle can only reach a maximum velocity of 67.1
[mph] = 30.0 [m/s], then ϵ(z0, p) = inft∈[0,tm] (ϵdyn(u(t))) is given as:

ϵ(z0, p) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

a(z0, p), if a(z0, p) ≤ b(z0, p) and 59.6 ∉ [u,u]
b(z0, p), if a(z0, p) > b(z0, p) and 59.6 ∉ [u,u]
ϵdyn(59.6), otherwise

. (D.1)

Notice that ϵdyn is a polynomial and thus differentiable. Denote

∂ϵdyn
min

∂u
(z0, p) ∶=

∂ϵdyn

∂u
( min
t∈[0,tm]

udes(t, z0, p) − usmall), (D.2)

∂ϵdyn
max

∂u
(z0, p) ∶=

∂ϵdyn

∂u
( max
t∈[0,tm]

udes(t, z0, p) + usmall). (D.3)
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Then

∂ϵ

∂p
(z0, p) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ϵdyn
min

∂u
(z0, p) ⋅

∂udes

∂p
(t, z0, p), if a(z0, p) ≤ b(z0, p) and 59.6 ∉ [u,u]

∂ϵdyn
max

∂u
(z0, p) ⋅

∂udes

∂p
(t, z0, p), if a(z0, p) > b(z0, p) and 59.6 ∉ [u,u]

0, otherwise

.

(D.4)
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